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In this study, wavelet transform (W), which is one of the data pre-processing techniques, adaptive
neural-based fuzzy inference system (ANFIS), support vector machine (SVM) and artiBcial neural
networks (ANNs) were used to develop the drought estimation models of C�anakkale, Turkey. For these
models, 3-, 6-, 9- and 12-months drought indices were calculated by standard precipitation index (SPI)
and by using precipitation data of C�anakkale, G€okc�eada and Bozcaada stations between 1975 and 2010
years. Firstly, ANFIS, SVM and ANNs models were developed to estimate calculated drought indices.
Then SPI values of G€okc�eada and Bozcaada stations were divided into sub-series by wavelet transform
technique and these sub-series were used as input in W-ANFIS, W-SVM and W-ANNs models. When the
developed models were compared, it was determined that the hybrid models developed by using pre-
processing technique performed better. Among these models, it was observed that the W-ANFIS model
gave the best results for 6-months period.
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1. Introduction

Drought has the most extensive impact among
natural disasters occurring as a result of meteoro-
logical events. Drought is a natural phenomenon
which causes water resources to be adversely
aAected and the hydrological balance deteriorates
when precipitation falls significantly below normal.
Meteorological drought has serious eAects on agri-
culture, water resources and socio-economic condi-
tions. Precise estimation of drought is important to
reduce environmental damage. The standard pre-
cipitation index (SPI) which is one of the meteo-
rological drought indices and developed by McKee
et al. (1993) is the commonly used index which only

needs precipitation data (Wang et al. 2015; Zarch
et al. 2015; Paulo et al. 2016). However, it is seen
that artiBcial intelligence methods, which have
been frequently used to estimate hydrologic
parameters in recent years, also give successful
results in drought studies (Tripathi et al. 2006;
Bacanli et al. 2009; Chen et al. 2010; Goci�c et al.
2015; Tigkas et al. 2015). Mokhtarzad et al. (2017)
developed artiBcial neural networks (ANNs),
adaptive neural-based fuzzy inference system
(ANFIS) and support vector machine (SVM)
models to predict drought for Bojnourd meteorol-
ogy station. They used temperature, humidity and
seasonal precipitation values as input parameters
and 3 months SPI values as output parameter for
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modelling. As a result of the developed models, they
stated that SVM model gave better results than
ANN and ANFIS models. Choubin et al. (2014)
used eight climate indices, neuro-fuzzy model and
SPI for forecasting drought conditions in Iran. They
used the principal component analysis to identify
these indices and the indices account for 81% of the
variance. They suggested that neuro-fuzzy model
could be used for drought forecasts. Jalalkamali
et al. (2015) extracted an optimum model to fore-
cast meteorological drought using SPI for Yazd
Province in Iran. For this aim, they used multilayer
perceptron ANN, ANFIS, SVM and ARIMAX
multivariate time series. ARIMAX models demon-
strated a better performance especially for a
9-month period, especially. Nguyen et al. (2017)
searched the applicability of ANFIS to forecast
drought by using SPI and standardized precipita-
tion evapotranspiration index (SPEI) in Vietnam.
They stated that the eDciency of the ANFISmodels
developed for SPI/SPEI was similar and ANFIS
model developed for SPEI had better performance
than SPI for a 12-month period, particularly.
In addition, the use of wavelet transform (W), one

of the data preprocessing techniques, has increased
in cases where artiBcial intelligence methods are
insufBcient in estimation studies (Nourani et al.
2009; Singh 2011; Belayneh and Adamowski 2012;
Kisi andCimen 2012;Mehr et al. 2014; Nourani et al.
2015). Santos and Silva (2014) proposed wavelet-
neural network (W-ANN) models to forecast daily
streamCow for 1-, 3-, 5- and 7-days ahead. They said
that the proposed models had significantly better
results than the ANNmodel. Khan et al. (2018) used
standard index of annual precipitation (SIAP) for
meteorological drought and standardized water
storage index (SWSI) for hydrological drought.
They developed and compared ANN and W-ANN
models to estimate monthly drought. The results of
the comparisons displayed that W-ANN models
gave higher correlation coefBcients than ANN
models. Shirmohammadi et al. (2013) investigated
the ability of ANN, ANFIS,W-ANN andW-ANFIS
models to forecast meteorological drought in Iran.
They derived that wavelet transform could improve
modelling of meteorological drought and ANFIS
models better performed than ANN models. Fung
et al. (2018) developed support vector regression
(SVR), boosting-support vector regression (BS-
SVR) and wavelet-boosting-support vector regres-
sion (W-BS-SVR) models for drought prediction
in Malaysia. They calculated standard rain evapo-
transpiration index (SPEI) values for 1-, 3- and

6-months using monthly precipitation, average
temperature and evapotranspiration. They used the
calculated SPEI values as input parameter for SVR,
BS-SVR and D-BS-SVR models. Comparing the
results, they found that W-BS-SVR models showed
better performance than the other two models.
The aim of this study is to investigate the eAects

of wavelet transform on the success of ANFIS,
SVM and ANNs models in meteorological drought
estimation. For this purpose, the W-ANFIS,
W-SVM and W-ANN models were developed and
compared to the ANFIS, SVM and ANNs models
in C�anakkale Province, Turkey.

2. Study region and data

Located in the northwestern part of Turkey, the
study area covers the C�anakkale province,
G€okc�eada and Bozcaada islands and also the Dar-
danelles, which is an internationally important
strait connecting Europe with Asia and also con-
necting the Sea of Marmara with the Aegean Sea.
The C�anakkale province is located between

25�350–27�450E and 39�300–40�450N and has an area
of 9,737 km2 (Bgure 1). C�anakkale has semi-
humidity climatic conditions. C�anakkale has a total
annual rainfall of 591.5 mm per year. The maxi-
mum amount of rainfall measured in 24 hrs was
137.8 mm (November 5th, 1956). For long years,
the average temperature has been 15.0�C and the
temperature has an increasing trend. The daily
maximum temperature measured was 39.0�C (July
30th, 2007) whereas the daily minimum tempera-
ture measured was –11.8�C (February 14th, 2004)
up to present. The average wind speed is 3.9 m/s in
C�anakkale. The maximum wind speed measured
was 139.3 km/hr (February 15th, 1991) up to
present (GDTM 2017).
Besides the city of C�anakkale, the study area

covers also two substantial islands of Turkey,
which are G€okc�eada and Bozcaada. G€okc�eada, the
largest island of Turkey, has a surface area of 289
km2 and has a rough terrain. The island has a dam
and three ponds. Bozcaada is the 3rd largest island
of Turkey. The area of the island is 40 km2 and the
distance to the mainland is 6 km. There is
Mediterranean climate in Bozcaada (GMKA 2017).
In this study, the precipitation data were used

for three stations located in the C�anakkale
province. These are C�anakkale, G€okc�eada and
Bozcaada stations. The precipitation data were
obtained from the Turkish State Meteorological
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Service. Some statistical parameters of the precip-
itation data of these stations are given in table 1.
The homogeneity test was made to the precipi-

tation data of C�anakkale, Bozcaada and G€okc�eada
stations. The double mass curve method was used
for the homogeneity of the data of the three sta-
tions. The cumulative graphs were drawn using
annual precipitation averages. When the changes
in slope were examined, no breaks were observed in
the slopes of three stations (Bgure 2).

3. Methods

3.1 Standardized precipitation index (SPI)

The standard precipitation index (SPI), which is a
meteorological drought index and based on only

precipitation data, was developed by McKee et al.
(1993). SPI, which is obtained by dividing standard
deviation of the difference of precipitation values
from the mean value, has two advantages. Firstly,
it is relatively easy to evaluate because it uses only
precipitation data (Cacciamani et al. 2007; Belay-
neh et al. 2014). Secondly, SPI makes it possible to
deBne drought on multiple time scales (Tsakiris and
Vangelis 2004; Mishra and Desai 2006; Cacciamani
et al. 2007). For drought analysis with SPI, at least
30 years of continuous data is required (Cacciamani
et al. 2007; Belayneh et al. 2014). In the calculation
of SPI, the long-term precipitation record for the
desired period is Btted to the probability distribu-
tion and then converted to the normal distribution;
therefore, the mean SPI value is zero (McKee et al.
1993; Edwards and McKee 1997). A positive value

Figure 1. The study area map.

Table 1. The statistical parameters of the precipitation data.

Stations Time interval

Maximum*

(mm)

Mean*

(mm)

Standard

deviation*

(mm)

C�anakkale 1975–2010 333.3 49.67 52.35

G€okc�eada 1975–2010 389.2 60.76 66.72

Bozcaada 1975–2010 279.4 38.38 45.84

*Calculated using precipitation data from 1975�2010 from the Turkish State Meteorological Service.
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is obtained if the value of SPI is greater than the
mean value (median for normal distribution) of the
precipitation, and a negative value, if it is lower. As
SPI is normalized, the wet and dry climates can be
shown in the same way.
A drought event occurs when the index contin-

uously reaches –1.0 value or less according to the
SPI. Drought continues until the SPI value is zero
(Tigkas et al. 2015). SPI drought categories are
given in table 2.

3.2 Discrete wavelet transform

The wavelet function w(t), named the mother
wavelet, has shock characteristics and can quickly

reduce to zero. W tð Þ
a;b can be determined by

compressing and expanding w(t), which is deBned

mathematically as
Rþ1
�1 W tð Þdt ¼ 0.

W tð Þ
a;b ¼ aj j�1=2W

t�b
að Þ ð1Þ

if a and b are real numbers in equation (1), it can be

stated as W tð Þ
a;b is the consecutive wavelet, a is the

periodicity factor and b is the time factor (Wang
and Ding 2003; Tiwari and Chatterjee 2011).
In the wavelet transform, a function of variables

a and b, parameter a can be deBned as the expan-
sion (a[ 1) or contraction (a\ 1) factor for dif-
ferent scales of the wavelet function. Parameter b
can be deBned as a shift of w(t). Continuous
wavelet transforms of f(t) for f (t) [ L2(R) can be
described as:

wf a; bð Þ ¼ aj j�1=2

Z þ1

�1
f tð ÞW� t � b

a

� �

dt: ð2Þ

For the different scales of a and b, the relationships
between signal and wavelet function are
investigated by wavelet transform. From this, a
scattering map with a wavelet coefBcient wf a; bð Þ is
derived. Selecting the scales and positions as the
forces of the two will make the analysis more
accurate. Thus WMN can be obtained from
equation (3) (Mallat 1989).

Wm;n
t � b

a

� �

¼ a
�m

2

0 W� t � nb0a
m
0

am0

� �

; ð3Þ

where m is the wavelet expansion and n is the
wavelet translation. Parameters a0 and b0 are
generally numbers, which are assumed to be 2 and
1, respectively (Bgure 3) (Tiwari and Chatterjee
2011).
The power-of-two logarithmic scaling of the

translations and expansions are called a dyadic
grid arrangement (Mallat 1989; Tiwari and

Figure 2. The double-mass curves for C�anakkale, G€okc�eada
and Bozcaada stations.

Table 2. SPI categories (Tigkas et al. 2015).

SPI values Categories

C2 Extremely wet

1.99–1.50 Severely wet

1.49–1.00 Moderately wet

0.99–0 Mildly wet

0 to �0.99 Mild drought

�1.00 to �1.49 Moderate drought

�1.50 to �1.99 Severe drought

B �2 Extreme drought
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Chatterjee 2011). wf m; nð Þ occurs at a different
time t, becomes as following equation,

wf m;nð Þ ¼ 2�m=2
XN�1

t¼0

f tð ÞW� 2�mi � nð Þ; ð4Þ

where w = f(m, n) can be calculated as the wavelet
coefBcient with a = 2m and b = 2m. f tð Þ is a Bnite
time series. n is the time translation parameter and
is less than (2M–m–1). N is equal to the power of
two and is calculated by N = 2M. However, 2m is
the largest wavelet scale in the range\ 1\m\M
(when m = M).

Also, �W is the mean signal. Thus, the inverse
discrete can be calculated as below:

f tð Þ ¼ �W tð Þ þ
XM

m¼1

Wm tð Þ; ð5Þ

where �W tð Þ is the approximation sub-signal and
Wm tð Þ are detailed sub-signals (Tiwari and
Chatterjee 2011).
Discrete wavelet transform processes with scaling

function (low-pass Blter) and wavelet function
(high-passBlter). After the original data is processed
in these functions, they are divided into approxi-
mation and detail components. Then, this procedure
is repeated with successive approximations being
decomposed in order (Tiwari and Chatterjee 2011).

3.3 Adaptive neural-based fuzzy inference
system (ANFIS)

There are two critical processes in ANFIS proposed
by Jang (1993). These are: (1) the determination of
the rules and (2) the estimation of the parameters
of the input and output membership functions by
the backpropagation learning algorithm.
In the ANFIS structure, the fuzzy rule base is

combined with artiBcial neural networks. Thus, the
new fuzzy neural network is more advantageous in

that organization of membership functions and the
identiBcation of fuzzy rules can be done automat-
ically for a problem.
ANFIS aims to determine the parameters of the

Sugeno type of fuzzy inference system using a
hybrid learning model. The Sugeno fuzzy model
was proposed by Takagi, Sugeno and Kang for a
system approach that produces fuzzy rules from an
input–output dataset. A typical rule structure in
Sugeno fuzzy model consisting of two inputs x, y
and one output z is in the following forms:

R1: If x is A1 AND y is B1; THEN

z ¼ f1 ¼ p1x þ q1y þ r1 ð6Þ

R2: If x is A2 AND y is B2; THEN

z ¼ f2 ¼ p2x þ q2y þ r2 ð7Þ

Rn: If x is An AND y is Bn; THEN

z ¼ fn ¼ pnx þ qny þ rn ð8Þ

where, Ai shows membership degree of inputs
and the output level of each rule is weighted by
wi multiplied value which is power of the rule
equation (9).

wi ¼ f1 x1ð Þ � f2 x2ð Þ: ð9Þ

Here, the output of each node gives the Bring level
of the rule to which it belongs. Then, Bring
strengths are normalized by the equation below,

wi ¼
wi

w1 þ w2
: ð10Þ

The latest total output value is calculated by
equation (11)

f ¼
X

i

wifi ¼
P

i wifiP
i wi

: ð11Þ

More detailed information can be obtained from
Chang and Chang (2001).

Time series

High-pass filter Details

Low-pass filter Approximation

Figure 3. DWT decomposition of a time series (Tiwari and Chatterjee 2011).
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3.4 Support vector machines (SVM)

Support vector machines (SVM) is a non-para-
metric classiBcation method based on statistical
learning theory (Vapnik 1995). SVM is widely used
in different classiBcation and regression problems
with high-dimensional data sets and for the linearly
separable case (Mountrakis et al. 2011; Kavzoglu
et al. 2014). In artiBcial intelligence methods with
overBtting problem, empirical risk minimization
(ERM) theory is employed. SVM based on struc-
tural risk minimization (SRM) theory can display
better performance than artiBcial intelligence.
Unlike ERM, which minimizes error in training
data, SRM minimizes the upper limit of expected
risk. The other feature of SVM for determining the
data structure is the transformation of the original
data from the input space to a new feature space
with the kernel function which is a new mathe-
matical paradigm (Shahbazi et al. 2011). There-
fore, to Bnd the linear function (f xið Þ),

yi ¼ f xið Þ ¼ w/i xið Þ þ b; ð12Þ

where /i is a non-linear transformation function
mapping input space into a higher dimension
feature space, wi represents a weight vector and

b = bias. The linear function represents a non-
linear relation between inputs ðxiÞ and outputs
ðyiÞ.
Firstly, SVM was developed for classiBcation

problems. Then, in recent years SVM has been
based on regression. SVM applies regression by
using an e-sensitive loss function jjy � f xð Þjje ¼
max 0; jjy � f xð Þjj � ef g. This function is related
to bigger errors than a certain threshold. SVM
converts to the following forms:

Minimize :
1

2
wj jj j2þC

1

L

XN

i

ni þ n�i
� �

 !

ð13Þ

Subject to

w/ xið Þ þ b� yi � eþ ni

yi � w/ xið Þ � b� eþ n�i
ni; n

�
i � 0

i ¼ 1; 2; 3; . . .;N

8
>>>><

>>>>:

ð14Þ

where L is the number of data points in the training
dataset; C is model parameter; xi is feature space
data points; ni and n�i are positive slack variables
(Shahbazi et al. 2011).

3.5 ArtiBcial neural networks (ANNs)

ArtiBcial neural networks (ANNs) are deBned as
complex systems which are formed by interconnect-
ing each otherwith different connection geometries of
artiBcial neuron which are inspired by neurons in the
brain. ANNs, which can be described as computing
processes, can be likened to a black box that produces
outputs for given inputs (Kohonen 1988).
An artiBcial neuron consists of Bve main parts:

inputs, weights, summation function, transfer func-
tion and output. Inputs are information enter-
ing to a neuron from other neurons or external
sources. The weights are values indicating the
eAect of another processing element on this

f(net) yi
net

∑

w1

w2

wn

x1

x2

xn

b=±1

Figure 4. An artiBcial neuron.

Input Hidden Output

Layer Layer Layer

x1

y1

h1x2

x3

.

.

.

.

.

.

xi

.

.

.

hj yk

y2

Figure 5. An artiBcial neural network.
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processing element in the input set or in a previous
layer. In Bgure 4, the eAect of the input on neuron
is determined by the weight. The summation
function calculates the eAect of all inputs by using
weights on this process element. The function
determines the net input of a neuron. Sum of net
input (net) collected in neuron is obtained as:

net ¼
Xn

i¼1

wijxi þ b; ð15Þ

where xi is the input value of the i neuron; wij is
weight coefBcients, n is the total input numbers
on neuron; b is the threshold value and

P
is

summation function. The transfer function
determines output of neuron by processing the
net input obtained from the summation function.
In general, the sigmoid function has been used as
the transfer function (f (.)) in the multilayer
perceptron model. The output of the neuron

Table 4. The results of the W-ANFIS, W-SVM and W-ANNs models.

Models

Training set Testing set

K–S RMSE R2 K–S RMSE R2

3-months

W-ANFIS \0.0001 0.672 0.512 \0.0001 0.457 0.769

W-SVM \0.0001 0.637 0.430 0.032 0.427 0.728

W-ANNs \0.0001 0.593 0.473 0.000 0.443 0.728

6-months

W-ANFIS 0.545 0.447 0.761 0.856 0.335 0.874

W-SVM \0.0001 0.503 0.716 0.105 0.408 0.819

W-ANNs 0.070 0.461 0.745 0.856 0.363 0.852

9-months

W-ANFIS 0.024 0.707 0.531 0.941 0.365 0.852

W-SVM 0.009 0.493 0.728 0.210 0.398 0.837

W-ANNs 0.123 0.470 0.752 0.941 0.395 0.832

12-months

W-ANFIS 0.084 0.175 0.835 0.614 0.700 0.613

W-SVM 0.324 0.464 0.767 0.740 0.486 0.815

W-ANNs 0.057 0.458 0.773 0.740 0.522 0.780

Table 3. The results of ANFIS, SVM and ANNs models.

Models

Training set Testing set

K–S RMSE R2 K–S RMSE R2

3-months

ANFIS \0.0001 0.581 0.493 0.008 0.437 0.727

SVM \0.0001 0.643 0.381 0.046 0.430 0.725

ANNs \0.0001 0.589 0.480 0.000 0.450 0.721

6-months

ANFIS 0.147 0.477 0.726 0.740 0.371 0.834

SVM 0.848 0.487 0.714 0.734 0.409 0.803

ANNs 0.030 0.482 0.721 0.286 0.373 0.846

9-months

ANFIS 0.085 0.443 0.779 0.941 0.421 0.804

SVM 0.602 0.491 0.727 0.985 0.375 0.845

ANNs 0.015 0.483 0.738 0.614 0.406 0.824

12-months

ANFIS 0.205 0.442 0.778 0.856 0.556 0.743

SVM 0.320 0.471 0.762 0.606 0.480 0.801

ANNs 0.102 0.459 0.771 0.856 0.524 0.778
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calculated using the sigmoid function is shown as
follows:

yi ¼ f netð Þ ¼ 1

1þ e�net
: ð16Þ

Output (yi) obtained from the neuron is transmit-
ted to another neuron or as output of neural
network (Oztemel 2003).
ArtiBcial neural networks contain many neurons

that are connected to each other. The connection of
neurons is not random. In general, the network is
formed in three layers by the neurons. The inputs
are located in the input layer, while the outputs are
obtained in the output layer. There are hidden
layers between the input and output layers. Since
the outputs of hidden layers cannot be observed
directly, the numbers of hidden layers can be one
or more (Bgure 5) (Kartalopoulos 1996). In Bgure 5,

it shown that there are weighted connections
between layers.

4. Results and discussion

Using precipitation data of C�anakkale, Bozcaada
and G€okc�eada stations located in the northwest of
Turkey, the drought indices between the years
1975 and 2010 were determined by standardized
precipitation index (SPI) method. These indices
were used in developing various models with dif-
ferent artiBcial intelligence (AI) techniques, which
are wavelet transform (W), adaptive neural-based
fuzzy inference system (ANFIS), support vector
machine (SVM) and artiBcial neural networks
(ANNs) methods. The modelling stage consists of
two parts: (1) modelling of SPI series generated
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Figure 6. Scatter diagrams for the ANFIS model.
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Figure 7. Scatter diagrams for the W-ANFIS model.
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according to historical records and (2) modelling of
SPI series by using SPI subsets obtained by
wavelet transform technique.
In the Brst part, the ANFIS, SVM and ANNs

models were developed to estimate 3-, 6-, 9- and 12-
months SPI series of C�anakkale station. Various
model combinations were tried using the SPI series
of Bozcaada and G€okc�eada stations as input
parameters. The data between 1975 and 2003 years
were allocated to training set, whereas the rest of
data were used in testing set. The ANFIS, SVM
and ANNs models with the optimum performance
are given in table 3. The performance of the models
was determined by using determination coefBcients
(R2) and root mean squared error (RMSE) in
equations (17) and (18).

R2 ¼ 1�
PN

i¼1 Di realð Þ �Di modelð Þ
� �2

PN
i¼1 Di realð Þ �Di meanð Þ
� �2 ð17Þ

RMSE ¼

ffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi

1

N

XN

i¼1

Di realð Þ �DiðmodelÞ
� �2

vu
u
t ; ð18Þ

where N is the total data number; Di(real) is the SPI
value; Di(model) is the model result; and Di(mean) is
the mean SPI value.
In addition, the two-sample Kolmogorov–

Simirnov (K–S) test was applied to select the model
suitability with the calculated 3-, 6-, 9- and
12-months SPI values (tables 3 and 4). K–S test was
performed at significance level 5%. H0 and Ha

hypotheses for this test were given as the two samples
follow the same distribution and the distributions of
the two samples were different, respectively. As the
computed p-value is greater than the significance
level 5%, the null hypothesis H0 cannot be rejected.
As can be seen from table 3, the performances

of the models obtained for 6- and 9-months are
higher than those obtained for 3- and 12-months
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Figure 8. Time series of the SPI, ANFIS and W-ANFIS results.
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according to these AI techniques. However, SVM
model gave the best performance for 9- and
12-months, while the highest R2 value was
obtained as 0.846 for 6-month in ANNs model.
In the second part, the wavelet transform

technique was used as the pre-processing tech-
nique in ANFIS, SVM and ANNs models, by
considering that increasing input numbers (sub-
series) could improve the performance of model.
In the preprocessing stage, the 3-, 6-, 9- and
12-months SPI values of G€okc�eada and Bozcaada
stations were decomposed into eight detailed
components (2-4-8-16-32-64-128-256) and one
approximation component by using the discrete
wavelet transform. Haar, Daubechies (db) and
DMeyer (Dmey) wavelets, which are the mostly
used wavelets in the discrete wavelet transform
technique, were selected to form sub-series. Then,
the correlation values were calculated between the

sub-series and the SPI values of C�anakkale
station. It was found the highest correlation values
for the wavelets W1, W2 and W3 for types of
Haar, db and Dmey wavelets. Together with the
wavelets, the summations W1+W2, W1+W2+W3
were also tried as inputs to develop various hybrid
W-ANFIS, W-SVM and W-ANNs models. Since
the hybrid models developed with Dmey wavelet
gave the highest R2 values for W-ANFIS, W-SVM
and W-ANNs models, the results of only these
models developed by using Dmey wavelet were
given in table 4.
According to table 4, the performance of the

models improved with wavelet transform technique
is higher than the models mentioned in table 3.
When the ANFIS models were analyzed, it was
seen that R2 values increased and error values
decreased for the models of 3-, 6- and 9-months,
except for the models of a 12-month period.
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Figure 9. Cumulative distribution functions (a) ANFIS model (b) W-ANFIS model for training and testing sets.
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Similarly, the performances of the ANNs and SVM
models slightly increased after the application of
wavelet transform technique. On the other hand,
the W-SVM model for 9-months seemed to have
performed lower than the SVM model. When all of
the models were analyzed, the highest performance
improvement with wavelet transform technique
was observed at the ANFIS model of a 9-month
period, but the highest R2 value (0.874) was
obtained from W-ANFIS model for 6-month for
testing set. The inputs of 6-months W-ANFIS
model were W1+W2 subsets of G€okc�eada and
W1+W2+W3 subsets of Bozcaada. Accordingly,
scatter diagrams of the ANFIS and W-ANFIS
models for 6-month period are given in Bgures 6
and 7. Analyzing the scatter diagrams, it can be
inferred that SPI values are in line with the results
of the ANFIS and W-ANFIS models. Also, time
series of SPI, ANFIS and W-ANFIS results were
given in Bgure 8 for showing compatibility of the
models.
Also, the cumulative distribution function graphs of

ANFIS andW-ANFISmodels for 6-month SPI values
were given in Bgure 9 for the training and test sets.
According to the two-sample K–S test, H0

hypothesis was found appropriate. The p value of
6-month ANFIS and W-ANFIS models were found
to be 0.740 and 0.856 for testing set, respectively.
These values were supported by the high R2 values
as seen in tables 3 and 4. Also, p values of 9-month
ANFIS and W-ANFIS models were found high.
Even though the performance of both 9-month and
6-month ANFIS and W-ANFIS models are similar
values, the R2 value for 6-month W-ANFIS model
was considerably greater than other models which
were showing better performance of 6-month
W-ANFIS model.

5. Conclusions

In recent years, drought has been one of the most
important problems in the world for the living and
economy. The measures to be taken to observe and
decrease the eAects of drought, which is deBned as
the incapability of meeting the water demand due
to the scarcity of water resource, have a great
importance. Therefore, in water resources studies,
not only artiBcial intelligence techniques that use
examples to solve a speciBc problem and do
not need expert knowledge, but also the use of
data pre-processing methods in increasing the

performance of these techniques have become
crucial in recent years.
In this study, drought estimation has been

performed for the C�anakkale province. Firstly,
drought series have been obtained for the 3-, 6-, 9-
and 12-months periods with SPI. Secondly, ANN,
ANFIS and SVM models have been developed to
estimate the drought series for 3-, 6-, 9- and
12-months periods. Later, by decomposing all these
series to sub-series with wavelet transform tech-
nique, new input sets have been obtained; and
Bnally, W-ANN, W-ANFIS and W-SVM models
have been developed.
SVM model has been more successful in the

drought forecast for 9- and 12-months period,
whereas ANFIS and ANNs models have performed
better in the estimation of 3- and 6-months SPI
values, respectively. W-ANFIS models developed
by wavelet transform technique gave better results
in 3-, 6- and 9-months estimations. For 12-months
SPI value estimation, W-SVM model has the best
result. Additionally, it is observed that wavelet
transform technique has improved the performance
of ANFIS, ANN and SVM models in the drought
forecasting of C�anakkale province. However, it is
seen that improvement of model performance is
better in ANFIS than the others especially, when
data decomposition is applied to all three artiBcial
intelligence methods. According to RMSE, R2 and
K–S test results, the most appropriate drought
forecasting was obtained in 6-months W-ANFIS
model. In conclusion, artiBcial intelligence methods
seem to be applicable in drought forecasting and
they perform better when improved with hybrid
models.
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