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Abstract The embodied mammalian brain evolved to adapt
to an only partially known and knowable world. The adaptive
labeling of the world is critically dependent on the neocortex
which in turn is modulated by a range of subcortical systems
such as the thalamus, ventral striatum, and the amygdala. A
particular case in point is the learning paradigm of classical
conditioning where acquired representations of states of the
world such as sounds and visual features are associated with
predefined discrete behavioral responses such as eye blinks
and freezing. Learning progresses in a very specific order,
where the animal first identifies the features of the task that
are predictive of a motivational state and then forms the asso-
ciation of the current sensory state with a particular action and
shapes this action to the specific contingency. This adaptive
feature selection has both attentional and memory compo-
nents, i.e., a behaviorally relevant state must be detected while
its representation must be stabilized to allow its interfacing to
output systems. Here, we present a computational model of the
neocortical systems that underlie this feature detection process
and its state-dependent modulation mediated by the amygdala
and its downstream target the nucleus basalis of Meynert. In
particular, we analyze the role of different populations of in-
hibitory interneurons in the regulation of cortical activity and

their state-dependent gating of sensory signals. In our model,
we show that the neuromodulator acetylcholine (ACh), which
is in turn under control of the amygdala, plays a distinct role in
the dynamics of each population and their associated gating
function serving the detection of novel sensory features not
captured in the state of the network, facilitating the adjustment
of cortical sensory representations and regulating the
switching between modes of attention and learning.
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Introduction

Acetylcholine (ACh) is a neuromodulator that in the neocor-
tex mediates the detection, selection, and further processing of
stimuli [1, 2] and is typically associated with attention and
synaptic plasticity [1, 3–5]. The main source of cortical ace-
tylcholine is the nucleus basalis of Meynert (NBM) in the
basal forebrain. The NBM mainly comprises cholinergic and
gamma-aminobutyric (GABA) neurons. Cholinergic neurons
in the NBM receive their main excitatory drive from the
amygdala and from ascending activating systems [6–8].
While the amygdala is known to be involved in building as-
sociations that are key for fear conditioning, the ascending
activating systems (like the Locus Coeruleus with norepineph-
rine) are principally related to bottom up mechanisms for
arousal and wakefulness. In contrast, excitatory projections
from prefrontal and insular cortex [9, 10] would convey top-
down control of acetylcholine. On the other hand, the NBM’s
gabaergic neurons are the principal target of the gabaergic
neurons of the central nucleus of the amygdala (CeA) and
the core of the nucleus accumbens (NAc) [11, 12], linking
nonspecific disinhibition of the NBM to amygdalar
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projections. The principal targets of cholinergic afferents from
the NBM are then in the cortex, these preserving a topological
organization, with posterior NBM projecting to temporal-
lateral cortex, the intermediate region to the laterodorsal and
frontoparietal cortex and the anterior part of the NBM to the
medial cortical region and the frontoparietal ocular cortex and
the amygdala [13]. Cholinergic modulation of the neocortex
depends principally on two distinct cholinergic receptor types:
metabotropic muscarinic and ionotropic nicotinic receptors.
The activation of muscarinic receptors in the neocortex of
the rat has a global excitatory effect on both excitatory and
inhibitory neurons [14]. In contrast, binding with nicotinic
receptors has a disinhibitory influence on the neural substrate,
by targeting preferentially neurons that inhibit other inter-
neurons [15]. Hence, the global effects of acetylcholine on
a population of cortical neurons must depend on the bal-
ance and distribution of these two opponent types of cho-
linergic receptors [16]. Here, we will investigate this rela-
tionship in the context of sensory processing in classical
conditioning. In particular, we will investigate the role of
the differential drive of cortical interneurons by acetylcho-
line on the behavioral state-dependent gating and represen-
tation of sensory states.

The neocortex is a complex six-layered structure, typi-
cally comprising 80% excitatory and 20% inhibitory neu-
rons. Different gabaergic interneurons can be distinguished
depending on dendritic arborization (e.g., basket cells,
Martinotti cells, chandelier cells) [17], spiking patterns
(e.g., fast spiking, regular spiking) [18], or the expression
of neuropeptides and calcium-binding proteins (e.g.,
parvalbumin (PV), somatostatin (SST), vasoactive intesti-
nal polypeptide, serotonin) [19–22]. Not too surprisingly,
these classifications overlap, to the point that, PV express-
ing (+) interneurons (PVi+) in the neocortex have fast-
spiking dynamics and are principally characterized as bas-
ket cells, although not exclusively. SST expressing inter-
neurons (SSTi+) in contrast have regular-spiking dynamics
with broad arborizations in the form of Martinotti and
chandelier cells, among others. Together with the less
well-understood serotonin expressing interneurons, these
three inmunochemically identified interneuron classes ac-
count for the majority of the gabaergic neurons in the neo-
cortex [23].

Recent work has shown that PVi+ also preferentially
express the M1 muscarinic acetylcholine receptor
(mAChR) [24], while SSTi+ express nicotinic acetylcho-
line receptors (nAChR) [24–27]. Moreover, while the ef-
fect of acetylcholine on the neuron level is increasing the
inward current, M1 receptors are greatly involved in
depolarizing both excitatory and inhibitory PVi+ neurons;
nicotinic receptors have shown a disinhibitory effect on
the global excitation of the cortex under release of ACh.
Despite the implications of these differentiated effects are

not disentangled yet, they suggest a general role of ace-
tylcholine in the regulation of gain control of signal ver-
sus noise ratios. Under these assumptions, we introduce a
model of cholinergic modulation of cortical activity and
we evaluate how this interaction, strongly dependent on
the behavior-state of the animal, shifts between different
modes of gain control.

In this paper, we study the effects of cholinergic modu-
lation on the neocortex through a biophysically constrained
computational model at the level of cortical circuits com-
prising excitatory and two types of inhibitory neurons. The
following sections are organized as follows. In the
BMaterials and Methods^ section, we discuss the compu-
tational model and its choices. The BResults^ section char-
acterizes the impact of having one or two inhibitory popu-
lations with different dynamics and studies its implications
under cholinergic neuromodulation. Finally, we discuss the
obtained results and their implications in understanding
cortical function, attention, and learning.

Materials and Methods

Neuron Model

We employed computational modeling techniques to study
how acetylcholine modulates the network dynamics in the
cortical structures described above (Fig. 1). Our model in-
cludes an excitatory population and two inhibitory popula-
tions. Auditory stimuli are simulated as incoming spike trains
to a population of excitatory cortical neurons. This excitatory
population projects topographically to both inhibitory popula-
tions and to neighboring excitatory neurons following a dis-
tance rule as suggested in [28, 29]. The dynamics of the PVi+
population is modeled as fast-spiking cells, while the SSTi+
population contains low-threshold, regular-spiking cells (see
the choice of parameters in Table 1).

Dynamics of neurons in our model were calculated by a
mean field approximation of leaky integrate and fire equations
as follows:

The firing rate xi of a cell was computed as a leaky
integrator:

xi ¼ σ αxi þ I ið Þ ð1Þ

where α is a decay term, σ(·) a two-term nonlinear function:

σ xð Þ ¼ 1

1þ ek x−θð Þ ð2Þ

with a scaling (k) and a threshold (θ) and Ii is the total input
firing rate to the neuron xi:
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I i ¼ ∑N
j¼1Ginhwijx j ð3Þ

where N is the total number of neurons, Ginh a regulatory
parameter to influence the driving effect of one population
to another (typically Ginh = 1 for excitatory inputs and
Ginh < 0 for inhibitory populations) and wij the weight of the
connection from neuron j to neuron i, (wij > = 0).

Synaptic Connectivity Within the Cortical Structure

Connectivity among the different populations is defined by
an exponentially scaled distance rule following [28, 30]
which has been proposed as a system for increasing net-
work sparsity while increasing the variety of receptive
fields in [31]. We use an exponential distance rule where

the probability of forming a connection Cij is defined by
the distance that separates two neurons in a plane dij is:

P Cijj dij
� � ¼ ce−bdij ð4Þ

where c and b are the two parameters of the exponential
rule. Must be noticed that the modulation of parameter c
in eq. 4 is proportional to the probability of forming that
connection, whereas b scales this probability in function
of the distance dij. Notice that P(C | d) can be changed to
different distance rules, keeping the general benefits of
distance-based connectivity matrices. In specific, PVi+
cells have been shown to be densely, locally connected
[32] while SSTi+ cells appear to have similar constraints
[33]. In order to model this dense synaptic arborization of
the inhibitory population, we defined a second-order dis-
tance rule that allows enforcement of a soft constrain in
the formation of locally dense synapses. The parameters
of our model were fit to the physiological data presented
in [17]. The distance rule that we proposed is presented in
the next equation, and the parameters are detailed in
Table 2.

Pinh Cij
� �� dij

�
¼ c

1þ b d2ij
ð5Þ

Fig. 1 Sensory pathway in auditory conditioning: an auditory stimulus is
pre-processed in the auditory pathway through superior olive (SC), infe-
rior colliculus (IC), and the medial geniculate nucleus of the thalamus
(MGN) until it reaches the primary auditory cortex (A1). Our model of a
small fraction of the cortex (top-right) is composed of three cell popula-
tions, one excitatory containing 80% of the cells, and two inhibitory
containing the remaining 20%. These inhibitory populations correspond
to the PVi+ and SSTi+ responsive inhibitory interneurons. Both inhibito-
ry populations receive excitatory input principally from the excitatory
population, composed of pyramidal cells. Finally, they project back to it
with inhibitory connections. Moreover, unconditioned stimuli (US),

indicative of surprising or aversive events are relayed through the nucleus
tractus solitarius (NTS) to the amygdala (Am). The amygdala, in turn,
uses cortical information to predict future USs. Either the predictions or
the US itself stimulate the nucleus basalis of Meynert. The NBM releases
ACh in the neocortex and the amygdala (Am), therefore promoting the
acquisition of new sensory features and its predictive component. Finally,
the amygdala, which is receiving contextual information in the typical
form of a conditioned stimulus (CS), predictive of the US, learns the
association between the cortical predictive components of and the NBM
stimulation, facilitating future learning events, now cued by the CS

Table 1 Population
parameters
corresponding to those in
Eqs. 1 and 2

Population k Theta Alpha

Excitatory 3.0 0.5 0.5

SSTi+ 2.0 0.4 0.5

PVi+ 5.0 0.8 0.5
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with c regulating the cost of forming any connection and b
regulating the cost of extending a synapse up to a certain
distance.

Simulation of Cholinergic Neuromodulation

Cholinergic modulation can regulate the excitability of inhibi-
tory cells by means of different mAChRs and nAChRs. Few
studies have aimed to understand the coupled effects of these
two receptors on different brain areas, instead explaining their
independent contributions in neocortical modulation. Research
on muscarinic receptors has shown that they are mainly
expressed in PVi+ but not SSTi+ cells [25–27]. Among the
different mAChR subtypes, the M1 family is preferentially
expressed in the soma of neocortical cells. Exposing neocortical
cells with mAChR agonists results in the depolarization of
PVi+ cells [14] and a global inhibitory effect of the excitatory
neurons on the culture [34]. In contrast, nAChRs are mostly
present in regular-spiking interneurons, being their main neo-
cortical representative SSTi+ cells. The molecular effects of
ACh on nAChRs is gating inward Ca2+ currents in target cells,
again depolarizing the cell and increasing its excitability.
Despite this molecular description of the mechanisms regulat-
ing nAChRs, global effects of nAChR agonists in vitro has
shown a disinhibitory effect on the excitatory pyramidal popu-
lation. Therefore, we consider two main effects of cholinergic
interactions on our model. First, ACh in mAChRs will excite
the PVi+ population. Second, it will inhibit the SSTi+ popula-
tion, thus unbalancing global and local inhibition. Therefore,
we center our simulation at the functional level of description
for simplicity, allowing for different mechanistic descriptions to
be considered in future work (e.g., SSTi+ disinhibition through
global inhibition of PVi+ cells).

Results

We describe below our simulation results regarding cholinergic
modulation of neocortical circuits. The section first describes
how the dynamics of the excitatory population are modulated

by each inhibitory subpopulation and the imbalance emerging
from the application of the effects of acetylcholine and then
simulates and studies the specific effects that acetylcholine
has in a complex, interconnected cortical network.

Different Inhibitory Populations Regulate Different
Aspects of Gain Control in the Neocortex

First, we wanted to functionally characterize the two popula-
tions of interneurons. With this objective, we considered a
single neocortical layer with 80% of excitatory cells and
20% of inhibitory cells [35]. The choice of parameters for
the distance rule of each inhibitory population was based on
[17], with PVi+ cells being characterized by shorter ranges but
stronger weights than SST, as detailed in Table 1. Hence, we
characterized how the firing rate depended on input intensity
and background noise levels. The input to the cortical excit-
atory population was designed as a pure tone in the spectral
domain with noise in the rest of the spectrum, as characterized
for the primary auditory cortex in [36]. Following observa-
tions by [37], our model shows the same properties of gain
control observed in the visual cortex (Fig. 2a–c): increases in
input intensity make neurons more responsive to the signal,
while increases in noise levels make them less responsive to it.
This behavior can be understood as an implementation of a
gain control mechanism, with a component that regulates the
sensitivity to the input signal and another that controls the
network’s noise sensitivity. We then tested what was the con-
tribution of each of the two inhibitory populations to this
mechanism of gain control. We scaled the weights towards
each inhibitory population, ranging from 0%PVi+/
200%SSTi+ to 200%PVi+/’%SSTi+. Figure 2d, e shows that
the balance of local and global inhibition through PVi+ and
SSTi+ populations is critical to the presented mechanisms of
gain control. Increased PVi+ activity resulted in a nonlinear
decrease in the sensitivity to noise or signal-to-noise ratio
(SNR) while it also decreased significantly the sensitivity to
high intensity inputs. Considering the observed effects of ace-
tylcholine on the inhibitory populations of the neocortex, our
results suggest a reduction of the intensity for strong signals
with a small increase of the gain of low intensity inputs when
rebalancing inhibitory gains towards increased PVi+ activity.
All together, we characterized a mechanism for gain control in
the neocortex, where the equilibrium between gains of local
and global inhibition controls the signal-to-noise balance.

Differences in Connectivity of Inhibitory Populations
Select Different Communication Channels
in the Neocortex

Next, we tested what would be the effects of the different
connectivity ranges on the frequency domain. We applied a
Morlet wavelet convolution to the time series of mean neural

Table 2 Connectivity parameters corresponding to those in Eqs. 3 and
4

Afferent population Efferent population b c G

Input Excitatory 2.5 4.0 1.0

Excitatory Excitatory 2.5 2.0 1.0

Excitatory PVi+ 1.0 2.0 1.0

Excitatory SSTi+ 1.0 2.0 1.0

PVi+ Excitatory 0.4 3.0 − 0.5

SSTi+ Excitatory 0.4 2.0 − 0.5
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activity generated by our model exposed to random noise.
Figure 3a shows the mean spectral power of the population
when long (top) or short (bottom) range inhibition was re-
moved, and the other was left. Whereas removing short-
range inhibition diminished only high-frequency oscillations,
the absence of long-range inhibition significantly decreased
the power spectrum in most of the lower frequency bands.
This can be interpreted as a bandpass filtering of the noise of
the network. In the presence of longer ranges of inhibition
activity is integrated and, subsequently, lowpass filtered, lead-
ing to a suppression of activity in the lower bands. The oppo-
site would occur if inhibition is modulating a smaller amount
of neurons in a local range: the integration disappears, activity

in lower frequencies increases significantly for being
disinhibited, while higher frequencies, particularly associated
with individual neuron activity is significantly reduced.
Figure 3b compares the mean power for high and low frequen-
cies (HF and LF, respectively) when long- and short-range
connectivity (SR and LR, respectively) was removed. The
involvement of inhibitory networks with oscillatory patterns
in brain activity has been suggested before [16, 38] and dem-
onstrated [39, 40]. While the function of this emergent pattern
still eludes a unified and comprehensive explanation, oscilla-
tory dynamics have been said to have an important effect on
binding by synchrony and the emergence of different path-
ways for the transfer of information [41–44]. We show that

Fig. 2 Gain modulation in cortical networks. a Amplitude-frequency
histograms for different input noise and input intensity levels on a
representative sample cell. bCurves comparing the variation of firing rate

in function of input intensity for different noise levels (bottom) and
noise for different input intensity levels (top)
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these oscillations emerge at different frequency bands that are
strongly dependent on the network’s anatomical structure it-
self, suggesting that specific layers of the cortex with different
proportions of interneuron subtypes, as well as behavior state-
dependent neuromodulation strictly define, block, or promote
different communication channels.

In order to characterize the gain modulation of cortical
inhibition by acetylcholine, we tested the impact of modulat-
ing the gain of each inhibitory population (Fig. 3c, d). Our
results suggest that the mechanisms of gain control detailed in
the previous section have a strong dependence on the network

connectivity. While increases in the gain of the global inhibi-
tory population (SSTi+) directly reduced the overall activity of
the network, independently of the amplitude of current neuro-
nal activity, local inhibition was stronger with stronger inputs.
Figure 3e shows how modulating the balance between each
inhibitory subnetwork, instead of each of them independently,
shifts the network dynamics to that of a dynamic range com-
pressor (DRC), slightly increasing the gain of low intensity
signals while reducing the impact of the stronger ones, as the
balance between both types of inhibition is perturbed. While
DRCs are typically used as compressors, trying to scale the

Fig. 3 Different inhibitory populations resonate at different frequency
channels and differentially control the gain in the network. a Examples
of frequency bands for PV− (bottom) and SST− (top) conditions. Dashed
lines define the boundaries of the high (HF, 60–100) and low frequency
(LF, 0–20) bands. b Long-range and short-range connectivity patterns of
inhibition (PV− and SST−, respectively) show significantly different
frequency responses to noise, the first provoking low-frequency

oscillations and the latter provoking high-frequency oscillations. The
statistics are extracted from 10 randomly generated networks (mean ±
standard deviation: LR-HF 10.7 ± 1.0 10−3, SR-HF 37.9 ± 3.6 10−3,
LR-LF 33.0 ± 6.3 10−3, SR-LF 5.7 ± 1.3 10−3; t test, p < 0.01). c–e
Gain plots comparing the effects of the different inhibitory networks on
the excitatory firing rate, for SST− (c), PV− (d), and both active (e)
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data in a way that no information is lost (i.e., increase the gain
of low intensity signals and reduce that of high intensity ones,
to remove overshadowing effects), the benefits of such mech-
anisms of gain control in sensory networks could serve as a
mechanism for exploration of the sensory space. More specif-
ically, considering the differentiated effects of acetylcholine
on the inhibitory networks of the neocortex, release of acetyl-
choline could become a mechanism for fostering this kind of
sensory exploration as a global disinhibition and a stronger
input gain control. This modulation could serve as a mecha-
nism for the exploration of alternative explanations during
arousing events or attention processes, where levels of ACh
are increased.

Acetylcholine Reduces Variability but Not Mean Activity
in the Cortical Network

Next, wewanted to see what the effects of acetylcholine are on
this kind of network. We would expect that excitation of the
PVi+ population would reduce the intensity of the most salient
signals present in the sensory stream. In contrast, we would
expect that inhibition of the SSTi+ population would reduce
the gain control of the network, thus increasing the sensitivity
to noisy or low intensity signals, as suggested by Fig. 3e.
Again, we constructed a network with 80% excitatory and
20% inhibitory units. The inhibitory units were split into
50% PVi+ and 50% SSTi+ types, as found in layer IVof the
rat neocortex [23]. In this case, we presented a task-irrelevant
stimulus (IS) that was constantly present with high intensity,
while a task-relevant stimulus (RS) was presented at a lower
intensity. Cholinergic modulation can be considered as driven
by the arousing state of perceiving an unconditioned aversive
stimulus. We considered two cases in which the cholinergic

modulation was paired or not paired with the RS. We did not
observe a significant increase in mean activity when pairing
the RS with the effects of ACh (Fig. 4a, b) but a global de-
crease in the variance of the RS and not the IS in the condi-
tions of the paired ACh compared to the unpaired cases. This
suggests that the nonlinear dynamics of the system have a
temporal component that cannot be ignored, probably related
to the stability of the system. Previous work has studied the
effect of ACh on the auditory cortex of rats, showing similar
changes in variance but not in average activity, for the RS
[45], suggesting that a global balance between the levels of
PVi+ and SSTi+ is essential for observing this effects. We also
suggest that acetylcholine may act as a tracer for other modu-
latory mechanisms affecting synaptic plasticity, such as dopa-
mine. The role of ACh could then be that of allowing the
perception of a broader range of the sensory space, while other
neuromodulators and mechanisms of synaptic plasticity could
potentially select the sensory features that are actually relevant
for a given task or situation.

Discussion

We have characterized the anatomical and physiological
details of cortical gain control and studied its interactions
with acetylcholine. We have further proposed a model that
suggests neural mechanisms for the detection and binding
of sensory features that are relevant in a specific behavioral
state, when ACh is released. Our model suggests that these
effects are strongly dependent on two different kinds of inhib-
itory interneurons. Specifically, acetylcholine could be locally
changing the gain control mechanisms in specific cortical
areas, strongly influencing information gating and detection.

Fig. 4 ACh effects on the
inhibitory populations modulates
standard deviation but not mean
excitatory activity. a, b Mean
activity of the excitatory
population with (Mpost) or without
(Mpre) acetylcholine present, for
different amounts of noise. The
mean activity is shown for
neurons responding to the
relevant (paired with ACh) or the
irrelevant (unpaired) stimuli, or
responding to none of them
(others). The plots show no major
difference on mean activity
irrespective of the noise levels
(SNR). c, d Same as a, but for the
standard deviation of the
excitatory population. The
neurons not responding to any of
the stimuli (others, yellow) are
not displayed for clarity
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We also observed a reduction of the variance of neurons re-
sponsive to relevant stimuli, suggesting a role in biasing syn-
aptic plasticity. Having a reduced variance facilitates synapse
formation by correlation-based learning mechanisms.
However, the mechanism described does not explain how
learning occurs when acetylcholine release is delayed with
respect to the presented stimulus. One suggestion would be
that acetylcholine plays a role in the consolidation of the mem-
ory of that stimulus, that feedback from other cortical or sub-
cortical areas could have re-evoked [46].

Acetylcholine has been associated with plasticity, arousal,
and reward, as well as with sensory uncertainty [47] and
sustained attention [2]. The observed release of acetylcholine
during arousing and rewarding events supports its role in sen-
sory feature detection during behaviorally relevant events.
Moreover, the fact that the distinct interneuron populations
expressing distinct AChRs are distributed in different propor-
tions across cortical layers and areas indicates a potential role
in the regulation of information channels. Greater proportions
of PVi+ in intermediate and superficial layers could selective-
ly inhibit thalamic input in layer IV, potentially selecting be-
tween feed-forward or feedback information sources. In con-
trast, frequency modulation in deeper layers of the neocortex
has also been suggested to promote feedback communication
between different cortical areas [40, 48]. However, data about
the proportion of inhibitory cells and acetylcholine recep-
tors is variable for most cortical areas and is spread among
different species, limiting the constraints on the model.

Recent findings on memory formation have proposed
that memory consolidation could be explained by the com-
bination of different learning mechanisms operating at dif-
ferent time-scales [49]. Our results pose the question of
how acetylcholine-mediated plasticity could be accounted
in for the formation of long-term memories or even trauma.
The facilitative effect of ACh on dopamine release [50] and
the involvement of dopamine in memory consolidation in dif-
ferent brain areas [51] pose a clear target for further experi-
ments where ACh-mediated feature selection is followed by
plastic changes and memory formation in the cortex.

Future work will then be dedicated to model the effects
of simultaneous modulation of inhibition and plasticity on
a cortical network, considering and extending the anatom-
ical particularities of inhibition in the neocortex and its
layered structure. This is of special relevance to advance
in the understanding of mechanisms for learning and education
depending on the agent’s behavioral state as well as accelera-
tion of rehabilitation and recuperation of cortical function.
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