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Abstract 

Delayed cerebral ischemia (DCI) is a common and severe complication after subarachnoid hemorrhage (SAH). Logistic 
regression (LR) is the primary method to predict DCI, but it has low accuracy. This study assessed whether other 
machine learning (ML) models can predict DCI after SAH more accurately than conventional LR. PubMed, Embase, 
and Web of Science were systematically searched for studies directly comparing LR and other ML algorithms to fore-
cast DCI in patients with SAH. Our main outcome was the accuracy measurement, represented by sensitivity, specific-
ity, and area under the receiver operating characteristic. In the six studies included, comprising 1828 patients, about 
28% (519) developed DCI. For LR models, the pooled sensitivity was 0.71 (95% confidence interval [CI] 0.57–0.84; 
p < 0.01) and the pooled specificity was 0.63 (95% CI 0.42–0.85; p < 0.01). For ML models, the pooled sensitivity was 
0.74 (95% CI 0.61–0.86; p < 0.01) and the pooled specificity was 0.78 (95% CI 0.71–0.86; p = 0.02). Our results suggest 
that ML algorithms performed better than conventional LR at predicting DCI.

Trial Registration: PROSPERO (International Prospective Register of Systematic Reviews) CRD42023441586; https:// 
www. crd. york. ac. uk/ prosp ero/ displ ay_ record. php? Recor dID= 441586

Keywords: Machine learning, Delayed cerebral ischemia, Logistic regression, Subarachnoid hemorrhage, Prediction 
model

Introduction
Delayed cerebral ischemia (DCI) is one of the most fre-
quent complications after subarachnoid hemorrhage 
(SAH) and is sometimes a determinant of poor progno-
sis due to late diagnosis [1, 2]. The early identification of 
DCI can either interfere with the patient’s prognosis or 
reduce the costs of intensive care.

Logistic regression (LR) is the conventional method 
for predicting DCI, but it has limitations including 

low precision and complexity in the use of data, given 
the multicollinearity between the variables [3]. For 
this reason, machine learning (ML) algorithms appear 
as a potential alternative for the analysis of clinical 
data, because in addition to being able to process large 
amounts of data, they can learn the parameters, optimiz-
ing the obtained results [4].

Some studies involving DCI prediction through clini-
cal data suggest that ML models have greater predictive 
power than LR [5–7]. Other studies that have applied 
ML algorithms using heterogeneous data (including 
both clinical information and imaging tests) have shown *Correspondence:  joao.telles@fm.usp.br 
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positive results in both the diagnosis of Alzheimer’s dis-
ease [8] and the prediction of the risk of aortic stenosis 
[9].

Therefore, we aimed to perform a systematic review 
and meta-analysis comparing the effectiveness of ML 
models versus LR models to predict DCI after SAH, 
specifically interested in parameters such as sensitivity, 
specificity, and area under the receiver operating charac-
teristic (AUROC).

Methods
Protocol and Registration
This systematic review and meta-analysis were reported 
based on recommendations from the Cochrane Collabo-
ration and the Preferred Reporting Items for System-
atic Reviews and Meta-Analysis statement guidelines. 
The review protocol was registered with PROSPERO 
(CRD42022383937).

Eligibility Criteria
We screened studies by title, abstract, and full text using 
the eligibility criteria defined by the elements of our 
question: population, intervention, control, and out-
comes. The essential items consisted of the following:

1. Population men or women with SAH.
2. Intervention classic ML algorithms, such as random 

forest, support vector machine, and artificial neural 
networks.

3. Control conventional LR.
4. Outcomes accuracy measurement (sensitivity, speci-

ficity, AUROC, and accuracy).

We only selected studies that reported outcome meas-
ures related to the effectiveness of DCI predictive mod-
els, such as sensitivity, specificity, accuracy, confusion 
matrix, and so on. We excluded the following types of 
articles: reviews, case reports, editorials, correspond-
ences, studies without peer review, and abstracts.

Search Strategy and Data Extraction
We searched PubMed, Embase, and Web of Science up 
to December 2022. No publication period limits were 
applied. The following search terms were included: (“sub-
arachnoid hemorrhage” or “SAH” or “subarachnoid hem-
orrhages”) AND (“delayed cerebral ischemia” or “DCI”) 
AND ((“machine learning” or “ML”) or (“logistic regres-
sion” or “LR”)). This search strategy was applied to all 
databases.

In addition to the main outcome measurements, the 
following baseline characteristics were collected: (1) 
number of patients, (2) sex distribution, (3) mean age, 
(4) hypertension, (5) proportion of patients with diabe-
tes, (6) Hunt and Hess grade, and (7) modified Fisher 
scale. These data were extracted by two authors indepen-
dently following predefined search criteria and quality 
assessment.

End Point
The main outcome was the accuracy measurement (sen-
sitivity, specificity, AUROC, and accuracy) of the DCI 
prediction models.

Quality Assessment and Risk of Bias
This article used the Quality Assessment of Diagnostic 
Accuracy Studies (QUADAS-2) criteria to evaluate the 
risk of bias. Domains included patient selection, index 
test, reference standard, and flow and timing. In line with 
the recommendations from the QUADAS-2 guidelines, 
questions per domain were tailored for this article and 
can be found in “Supplemental Materials, Adapted QUA-
DAS-2 questions.” If one of the questions was scored at 
risk of bias, the domain was scored as high risk of bias. At 
least one domain at high risk of bias resulted in an overall 
score of high risk of bias, and only one domain scored as 
unclear risk of bias resulted in an overall score of unclear 
risk of bias for that article. Quality assessment was per-
formed by two investigators (JBCD, LSS) independently. 
Disagreements between the two investigators were 
solved through a consensus after a discussion among the 
authors and senior author.

Summary measures
Because of the diversity of data reported by the models 
under study, we chose to compare the AUROCs of each 
article. When the study did not report the AUROC, we 
estimated the metric using sensitivity and specificity 
(Eq. 1). Only one study [15] provided information on the 
time point at which the AUROCs were calculated, which 
is crucial for assessing the time-sensitivity of the features. 
In that study, the time point with the highest perfor-
mance was chosen, specifically 7 days before the onset of 
DCI.

(1)

AUROC = 0.5×
(
1− specificity

)
× sensitivity

+ specificity × sensitivity + 0.5
×

(
1− sensitivity

)
× specificity
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Statistical Analysis
We extracted information on the true positives, true 
negatives, false positives, and false negatives and entered 
the data into Review Manager 5.4.1 (Nordic Cochrane 
Center, The Cochrane Collaboration, Copenhagen, Den-
mark) to calculate pooled measures of sensitivity and 
specificity, as well as the corresponding 95% confidence 
intervals (CIs). We also used R (R Foundation for Sta-
tistical Computing, Vienna, Austria, 2021) to perform a 
meta-analysis of the tests’ performance.

Results
As illustrated by Fig. 1, a total of 1130 records were ini-
tially retrieved from three literature databases. Follow-
ing the removal of duplicated records and the exclusion 
of studies that were not related to the topic of this meta-
analysis, 37 studies remained for the full review. From 
those, six studies were deemed eligible.

In this meta-analysis, we enlisted a nonoverlapping 
sample of 1828 participants, of whom 519 (28%) devel-
oped DCI. The studies reported 627 male patients and 
1255 female patients, with a mean age ranging from 53 to 
55 years. More details regarding the characteristics of the 
eligible studies are presented in Table 1. Of the 29 models 
identified in this review, the majority of employment was 

represented by LR (11 models) and random forest (RF) (5 
models), as represented in Table 2.

Regarding DCI diagnostic criteria, the majority of stud-
ies relied on a combination of clinical and radiographic 
findings, including alterations in the Glasgow Coma Scale 
(GCS) score, the emergence of new focal neurological 
deficits, and the presence of ischemic infarcts on com-
puted tomography (CT) or magnetic resonance imaging 
scans. In the context of prediction, a variety of covariates 
or predictors were employed, typically encompassing age, 
sex, clinical grades (Hunt–Hess and World Federation of 
Neurological Surgeons scale), treatment of aneurysms, 
and laboratory test results (hemoglobin, sodium, white 
blood cell count, platelet count, and creatinine levels). 
Furthermore, certain studies integrated specific features 
associated with subarachnoid hemorrhage, such as CT 
values and the presence of cerebral edema. Table  3 dis-
plays the covariates and diagnostic criteria for DCI used 
in the models.

The ML models exhibited better overall performance 
than the LR models, as evidenced by the pooled sensitiv-
ity and specificity, based on the data of five studies. One 
study was excluded of this analysis as it provided only the 
AUROC and lacked data of the confusion matrix [15]. 
For the LR models, sensitivity and specificity values were 
corresponding to 0.71 (95% CI 0.57–0.84; Fig.  2) and 
0.63 (95% CI 0.42–0.85; Fig. 3), respectively, whereas the 
equivalent values for the ML models were 0.74 (95% CI 
0.61–0.86; Fig. 4) and 0.78 (95% CI 0.71–0.86; Fig. 5). As 
depicted in Tables  4 and 5, ML models showed higher 
AUROC values than those obtained by LR models. 
This superiority is also supported by the scatter plot of 
AUROC values grouped by models (Fig. 6), and the for-
est plots (Supplement Figs. 3 and 4). Further comparisons 
between the algorithms are provided in Tables 4 and 5.

For a more specific evaluation, we conducted subanaly-
ses of individual algorithms that presented a satisfactory 
amount of data (Supplemental Figs. 5–14). The extreme 
gradient boosting (XGBoost) model achieved the highest 
pooled sensitivity (0.89; 95% CI 0.80–0.89; Supplemen-
tal Fig. 13), whereas the artificial neural network (ANN) 
model had the highest specificity (0.81; 95% CI 0.71–0.92; 
Supplemental Fig.  6). In other subanalyses, only retro-
spective studies were included to reduce heterogeneity 
(Supplemental Figs. 15–18). Again, the ML models dem-
onstrated better results than the LR models in terms of 
sensitivity (0.74; 95% CI 0.64–0.85; Supplemental Fig. 17) 
and specificity (0.77; 95% CI 0.72–0.82; Supplemental 
Fig. 18). The LR models had lower sensitivity (0.68; 95% 
CI 0.60–0.77; Supplemental Fig. 15) and specificity (0.51; 
95% CI 0.27–0.75; Supplemental Fig. 16) when compared 
with the ML models.

Fig. 1 PRISMA flow diagram of study screening and selection. LR 
logistic regression, ML machine learning, PRISMA preferred reporting 
items for systematic reviews and meta-analyses
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Comparative Analysis: Strengths and Weaknesses
Regarding the strengths and weaknesses of the ML mod-
els employed, a detailed comparison of each algorithm’s 
characteristics is provided in Table 6. ANN demonstrates 

exceptional capabilities in capturing intricate patterns 
and nonlinear relationships. However, their utilization 
can be computationally demanding, and their inher-
ent black-box nature makes interpretation challenging 
[16]. Decision tree models offer simplicity and robust-
ness against outliers but are susceptible to overfitting 
and struggle with high-dimensional datasets. Ensemble 
classifiers improve prediction accuracy by combining 
multiple models, yet they require careful configuration 
and may lack interpretability [17]. Group-based trajec-
tory modeling identifies distinct subgroups and provides 
valuable insights into population dynamics, albeit rely-
ing on predetermined trajectory groups [18]. K-nearest 
neighbor presents an intuitive approach for capturing 
complex relationships, yet computational demands can 
increase with larger datasets [19]. Multilayer perceptron 
exhibits nonlinear modeling capabilities, albeit at the cost 
of interpretability [20]. RF effectively handles nonlinear 
relationships and missing values, yet interpretation can 
be challenging [21]. Support vector machine excels at 
capturing nonlinear relationships but necessitate care-
ful parameter tuning [22]. Lastly, XGBoost showcases 
proficiency in capturing complex patterns but requires 

Table 1 Study characteristics

DCI, delayed cerebral ischemia, mFS, xxx, N/A, not applicable, SAH, subarachnoid hemorrhage, WFNS, World Federation of Neurological Surgeons

Characteristic Alexopoulos Chen Hu Megjhani Ramos Savarraj

Date of enrollment 2013–2020 2011–2015 2019–2021 2006–2020 2011–2015 2009–2016

Patients 213 107 404 388 317 399

DCI 42 56 112 124 97 88

Sex (male/female) 56/157 32/75 157/247 115/273 106/211 161/290

Mean age 55 56 57 55 57 53

Hypertension N/A N/A 192 189 104 211

Diabetes N/A N/A 12 N/A 21 40

 Hunt and Hess scale

  I–II 92 N/A 270 N/A 151 N/A

  III 64 86 56

  IV 25 27 24

  V 30 21 79

 mFS (modified 
Fisher Scale) scale

  1–2 84 N/A 113 195 19 N/A

  3 118 98 37 69 224

  4 3 295 41 216 N/A

 WFNS grade

  I–II N/A N/A 295 N/A 173 N/A

  III 50 9

  IV 34 160 32

  V 25 24

Timing of prediction Between days 4 and 12 
following the aneurysm 
rupture

At day 3 Between 4 and 30 days 
after the initial onset 
of SAH

Day 1 (anchor) At admission 3rd day postadmission

Table 2 Models

ANN artificial neural network, AUROC area under the receiver operating 
characteristic, DT decision tree model, EA epileptiform abnormality, EC ensemble 
classifier, GBTM group-based trajectory modeling, HH Hunt–Hess score, KNN 
K-nearest neighbor, LASSO least absolute shrinkage and selection operator, LR 
logistic regression, MCA middle cerebral artery, MCLP multilayer perceptron, 
RF or RFC random forest, SK support vector machine kernel, SL support vector 
machine linear, SVM support vector machine, XGBoost extreme gradient 
boosting

Study LR model ML model (n)

Alexopoulos [12] Conventional LR RF (1), XGBoost (2), and ANN (1)

Chen [13] Conventional LR GBTM (2)

Hu [14] Conventional LR KNN (1), SVM (1), DT (1), RF (1), 
XGBoost (1), and ANN (1)

Megjhani [15] LR (L2-regularized 
logistic regres-
sion)

RF(1), SVM-K (1), SVM-L (1), and 
EC (1)

Ramos [5] Conventional LR SVM (2), RFC (2), and MCLP (2)

Savarraj [7] Conventional LR ANN (1)
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Fig. 2 Forest plot of sensitivity for logistic regression models. CI confidence interval, MD mean difference

Fig. 3 Forest plot of specificity for logistic regression models. CI confidence interval, MD mean difference

Fig. 4 Forest plot of sensitivity for machine learning models. CI confidence interval, MD mean difference

Fig. 5 Forest plot of specificity for machine learning models. CI confidence interval, MD mean difference
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meticulous parameter tuning and may have limited inter-
pretability [23].

Key Variables in High‑Performing ML Models
One study [12] employed the XGBoost algorithm with 
Boruta feature selection and aneurysm type as predic-
tors. The inclusion of aneurysm type as a predictor is of 
utmost importance due to its provision of valuable infor-
mation about anatomical characteristics and the risk of 
rupture. The XGBoost algorithm is renowned for its 
capability to capture intricate interactions and nonlinear 
relationships among variables, which likely contributed 
to its enhanced performance in this study.

Two studies [7, 14] achieved the best performance by 
employing ANN models. In the study by Hu et al. [14], 
significant predictors were CT value of subarachnoid 
hemorrhage, white blood cell count, neutrophil count, 
CT value of cerebral edema, and monocyte count. 
Similarly, Savarraj et al. [7] attained the highest results 
by incorporating a combination of electronic medi-
cal record variables, such as age, hemoglobin, sodium, 
white blood cell count, platelets, creatinine, and the cli-
nician-derived Hunt–Hess score, in their ANN model.

LR model revealed that high-middle cerebral artery 
velocity collected on day 3 after SAH was a more influ-
ential predictor for DCI compared with epileptiform 
abnormalities (day 3) [23]. However, the Hunt–Hess 
score alone did not perform as well as other features. 
Among the ML models, the multitrajectory feature 
(day 3) outperformed the epileptiform abnormalities 
trajectory feature (day 3). These findings highlight the 
importance of high-middle cerebral artery velocity and 
multitrajectory in DCI prediction, suggesting their 
superiority over Hunt–Hess score and epileptiform 
abnormalities trajectory features.

One study [15] observed promising results in the 
application of RF and ensemble classifier. The model’s 
training incorporated standard vital sign measurements 
(heart rate, blood pressure, respiratory rate, and oxygen 
saturation) alongside routine demographic data col-
lected for clinical purposes, such as age, sex, modified 
Fisher score, World Federation of Neurological Sur-
geons scale, Hunt–Hess grade, and GCS at Neurologi-
cal Intensive Care Unit Admission.

Finally, one study [5] combined clinical variables with 
extracted image features using RFc (random forest clas-
sifier). The most relevant features, in order of impor-
tance, included image features, total brain volume, 
presence of intraparenchymal blood, time from ictus to 
CT, age, aneurysm height, presence of subdural blood, 
aneurysm width, and GCS.

Timing Impact on DCI Prediction Model Performance
With respect to the relationship between the timing of 
DCI prediction and the performance of models, five 
studies did not provided information on the relation-
ship between the timing of DCI prediction and the per-
formance of the DCI prediction models [5, 7, 12, 14, 34]. 
However, one study reported that the model using data 
from the DCI to 12  h before the onset of DCI had the 
best performance [15].

Quality Assessment and Risk of Bias
Regarding quality assessment and risk of bias, the results 
according to QUADAS-2 guidelines are shown in “Sup-
plemental Table 1.” Only one study [14] had a low overall 
risk of bias. Three [5, 12, 15] out of six articles received an 
unclear risk of bias score for not clarifying whether the 
index test results were interpreted without knowledge 
of the results of the reference standard. Two studies [7, 
13] had a high risk of bias because they failed to describe 
their study population (patient selection) or had inappro-
priate exclusions. However, apart from that, the majority 
of the four domains scored low risk of bias in all studies.

Discussion
We conducted a prospectively registered systematic 
review and meta-analysis of literature comparing LR and 
ML algorithms for predicting DCI with SAH in a cohort 
of 1828 patients. Our results suggest that ML models 
show promise for outperforming LR models. ML mod-
els exhibited slightly higher pooled sensitivity and speci-
ficity, which indicate that they may be more effective in 
identifying at-risk patients. Additionally, some ML mod-
els achieved substantially higher AUROC values, imply-
ing greater overall accuracy.

Table 4 Best performance of each study

AUROC area under the receiver operating characteristic, LR logistic regression, 
ML machine learning

Study AUROC Best 
perfor‑
manceLR ML

Alexopoulos [12] 0.653 0.866 ML

Chen [13] 0.7733 0.7517 LR

Hu [14] 0.824 0.858 ML

Megjhani [15] 0.68 0.89 ML

Ramos [5] 0.65 0.74 ML

Savarraj [7] 0.55 0.75 ML
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Table 5 Performance ranking of all models

ANN artificial neural network, AUROC area under the receiver operating characteristic, DT decision tree model, EA epileptiform abnormality, EC ensemble classifier, 
GBTM group-based trajectory modeling, HH Hunt–Hess score, KNN K-nearest neighbor, LASSO least absolute shrinkage and selection operator, LR logistic regression, 
MCA middle cerebral artery, MCLP multilayer perceptron, RF or RFC random forest, SK support vector machine kernel, SL support vector machine linear, SVM support 
vector machine, XGBoost extreme gradient boosting

Study AUROC Rank

Alexopoulos [12]

 Extreme Gradient Boosting (Boruta selection + Aneurysm type) 0.866 1

 Extreme Gradient Boosting (Entire dataset) 0.795 2

 Random Forests (Boruta selection) 0.713 3

 Lasso regression (Boruta selection) 0.670 4

 Logistic regression (LASSO residuals) 0.669 5

 Lasso regression (Entire dataset) 0.658 6

 Logistic regression (Boruta selection) 0.653 7

 Artificial neural network (Entire dataset) 0.455 8

Chen [13]

 LR—High-MCA velocity (Day 3) + EA (Day 3) + HH + Aneurysm Treatment 0.773 1

 LR—EA (Day 3) + HH + Aneurysm Treatment 0.758 2

 GBTM Multitrajectory (Day 3) + HH + Aneurysm Treatment 0.752 3

 GBTM EA Trajectory (Day 3) + HH + Aneurysm Treatment 0.747 4

 LR—High-MCA velocity (Day 3) + EA (Day 3) + HH 0.710 5

 LR—High-MCA velocity (Day 3) + HH + Aneurysm Treatment 0.691 6

 LR—HH + Aneurysm Treatment 0.674 7

 Hunt–Hess 0.568 8

Hu [14]

 ANN 0.858 1

 LR 0.824 2

 KNN 0.792 3

 XGBoost 0.780 4

 SVM 0.677 5

 DT 0.675 6

Megjhani [15]

 RF 0.890 1

 EC 0.830 2

 SL 0.740 3

 SK 0.720 4

 LR 0.680 5

Ramos [5]

 RFC—All clinical variables see combined with extracted image features 0.740 1

 RFC—All clinical variables 0.680 2

 SVM—All clinical variables see combined with extracted image features 0.680 2

 MLP—All clinical variables see combined with extracted image features 0.670 3

 LR—All clinical variables see combined with extracted image features 0.650 4

 SVM—All clinical variables 0.640 5

 LR—Model 1 (Prior knowledge variables) 0.630 6

 MLP—All clinical variables 0.630 6

 LR—All clinical variables 0.610 7

 LR—Model 2 (Prior knowledge variables) 0.590 2

Savarraj [7]

 ML model (ANN) 0.750 1

 Standard model (LR) 0.550 2



1179

ML algorithms are a relevant and promising theme not 
only for neurosurgery but also for the entirety of medi-
cine, seeing that it might provide a stronger approach 
to guide clinical decision-making. Despite the use of 
LR in predicting DCI, its use in analyzing complex and 
large datasets is limited, as this method assumes a linear 
association between predictors and the outcome vari-
able, which is not always applicable [10]. Although ML 
algorithms, such as RF and ANN, have been proposed 
as an alternative to LR for prognosticating mortality in 
sepsis, their application in DCI predictions needs more 
research. Most previous studies investigating the use of 
ML for predicting DCI have not conducted a compre-
hensive analysis encompassing comparisons with LR. As 
an illustration, De Jong et al. [6] and Tanioka et al. [11] 
analyzed the diagnostic of DCI after SAH using ML algo-
rithms but they did not provide a comparison with the 
performance of LR. To the best of our knowledge, this 
is the first systematic review and meta-analysis directly 
comparing LR and ML forecasting performance in the 
context of DCI following SAH.

The discussion of specific scenarios or contexts in 
which certain models may exhibit greater effectiveness 
than others is critical. The choice of ML or regression 
models should align with the characteristics and varia-
bles available in the study setting. For instance, one study 
identified CT value of SAH, white blood cell count, neu-
trophil count, CT value of cerebral edema, and monocyte 

count as significant predictors [14]. Similarly, three stud-
ies underscored the relevance of specific clinical vari-
ables such as clinical scores, aneurysm treatment, middle 
cerebral artery peak systolic velocities, and the presence 
of epileptiform abnormalities. In both cases, employing 
nonlinear ML models, specifically ANN, is more appro-
priate for accommodating the intricacies associated with 
these clinical predictors [5, 12, 23]. Conversely, one study 
highlighted the significance of demographic and labora-
tory test variables, including age, hemoglobin, sodium, 
white blood cell count, platelets, and creatinine [7]. 
Within this particular context, linear regression models 
offer enhanced suitability in capturing the linear rela-
tionships between these variables and the occurrence of 
DCI. Furthermore, some models employed specific clini-
cal variables such as clinical scores, aneurysm treatment, 
middle cerebral artery peak systolic velocities, and the 
presence of epileptiform abnormalities [5, 12, 23]. In such 
cases, the incorporation of these variables into ML mod-
els, particularly ANN, is more appropriate for accom-
modating the intricacies associated with these clinical 
predictors.

Despite our significant findings, this study has some 
limitations related to the heterogeneity of the results, 
whose potential sources were identified by a meta-regres-
sion analysis. First, the selected studies have different 
designs; some are retrospective [5, 7, 12] whereas others 
are prospective [13–15]. Second, they have a lot of differ-
ences in their patient populations, including variations in 
the number of patients involved, the type of SAH (aneu-
rysmal or nonaneurysmal), and the location of medi-
cal centers involved, which can impact heterogeneity 
through differences in inclusion criteria, characteristics 
of populations, health care systems, environmental fac-
tors, and treatment protocols. Third, there is a significant 
difference in the time point of DCI prediction, DCI diag-
nostic criteria, and the covariates used for it among the 
studies.

Notwithstanding these limitations, the combined anal-
ysis of nearly 2000 patients from six studies represents a 
considerable increase in statistical power when compared 
with individual studies, as it provides a more comprehen-
sive and robust evaluation of the predictive performance 
of LR and ML algorithms for predicting DCI after SAH. 
To advance the application of predictive models for DCI, 
various research directions should be explored. Firstly, it 
is imperative to standardize the time frame for prediction 
and the selection of variables across studies, ensuring 
comparability and reproducibility of findings. Addition-
ally, the timing of DCI prediction should be reported, as 
this information can provide valuable insights into the 
temporal sensitivity of the included features.

Fig. 6 Scatter plot of model performance. ANN artificial neural 
network, AUROC area under the receiver operating characteristic, LR 
logistic regression, SVM support vector machine, XGBoost extreme 
gradient boosting
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The enhancement of statistical power and the broad-
ening of the generalizability of developed models can 
be achieved through the augmentation of sample size in 
future studies. Moreover, the exploration of additional 
predictors and variables beyond the currently employed 
demographic, clinical, and radiographic characteristics 
has the potential to offer valuable insights into the under-
lying mechanisms and risk factors of DCI.

Lastly, we highly recommend conducting clinical inter-
ventional trials following the Standard Protocol Items: 
Recommendations for Interventional Trials—Artificial 
Intelligence and Consolidated Standards of Reporting 
Trials—Artificial Intelligence guidelines to assess the 
effectiveness of ML-based decision support systems.

Conclusions
For patients with SAH, ML models performed slightly 
better than LR models. These findings imply that ML 
algorithms have the potential to surpass traditional statis-
tical methods in this context. However, further research 
is required to explore the different techniques of ML and 
whether patients’ characteristics, data, and diagnostic 
criteria used for detection could affect their performance. 
Overall, this meta-analysis provides valuable insights into 
the use of artificial intelligence in medical research and 
highlights the potential benefits of these methods for 
improving patient outcomes.

Table 6 Comparison of ml models strengths and weaknesses

ANN artificial neural network, EC ensemble classifier, GBTM group-based trajectory modeling, KNN K-nearest neighbor, LASSO least absolute shrinkage and selection 
operator, MCLP multilayer perceptron, RF or RFC random forest, support vector machine, XGBoost extreme gradient boosting

Model Strengths Weaknesses

ANN Ability to capture complex patterns and nonlinear relationships 
effectively

Adaptability to various types of data and problem domains
Good performance with large datasets

Computationally expensive, especially with complex architectures and 
large datasets

Requires careful tuning of hyperparameters
Interpretability can be challenging due to the black-box nature of the 

model

DT Easy to understand and interpret
Can handle nonlinear relationships and interactions
Robust against outliers

Prone to overfitting, especially with complex trees
Not suitable for high-dimensional datasets
Lack of robustness to small changes in the data

EC Improved prediction accuracy compared to individual classifiers
Robustness to noise and outliers
Effective in handling complex relationships and capturing nonlinear 

patterns
Reduction of bias and variance in predictions
Versatility and flexibility in combining different classifiers

Increased complexity and computational requirements
Interpretability can be challenging due to the combination of multiple 

models
Selection and configuration require careful consideration
Potential risk of overfitting if not properly controlled
Lack of transparency in understanding how individual classifiers con-

tribute to the ensemble’s decision

GBTM Identifies distinct subgroups within a population
Models individual trajectories over time
Provides insights into population dynamics

Assumes predefined number of trajectory groups
Sensitivity to initial group assignment
Limited interpretability of the resulting trajectory groups

KNN Simple and intuitive algorithm
Can capture complex relationships in the data
No assumptions about the underlying data distribution

Computationally expensive during prediction, especially with large 
datasets

Sensitivity to the choice of k (number of neighbors)
Not efficient in high-dimensional spaces

MCLP Nonlinear modeling capability
Universal approximation property
Robustness to noisy data

Overfitting potential, especially with limited data
Computationally expensive training and inference
Lack of interpretability due to the black-box nature

RF Ability to handle nonlinear relationships and interactions effectively
Robust against outliers and noise
Can handle missing values without significant impact on perfor-

mance

Lack of interpretability compared to simpler models like LR
Computationally more expensive, especially with a large number of 

trees
Requires careful tuning of hyperparameters

SVM Effective in capturing nonlinear relationships through the use of 
different kernel functions

Robust against overfitting
Works well with small to medium-sized datasets

Computationally expensive during training, especially with large 
datasets

Requires careful tuning of hyperparameters and selection of kernel 
functions

Interpretability is limited

XGBoost Excellent performance in capturing nonlinear relationships and 
interactions

Effective handling of missing values and outliers
Efficient computation and scalability

Requires careful tuning of hyperparameters
Prone to overfitting if not properly regularized
Interpretability is relatively low compared to simpler models
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