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Abstract
Cryptosporidiosis accounts for a surge in infant (<5 years) mortality and morbidity. To date, several drug discovery efforts have
been put in place to develop effective therapeutic options against the causative parasite. Based on a recent report, P131 spares
inosine monophosphate dehydrogenase (IMPDH) in a eukaryotic model (mouse IMPDH (mIMPDH)) while binding selectively
to the NAD+ site in Cryptosporidium parvum (CpIMPDH). However, no structural detail exists on the underlining mechanisms
of P131-CpIMPDH selective targeting till date. To this effect, we investigate the selective inhibitory dynamics of P131 in
CpIMPDH relative to mIMPDH via molecular biocomputation methods. Pairwise sequence alignment revealed prominent
variations at the NAD+ binding regions of both proteins that accounted for disparate P131 binding activities. The influence of
these variations was further revealed by the MM/PBSA energy estimations coupled with per-residue energy decomposition
which monitored the systematic binding of the compound. Furthermore, relative high-affinity interactions occurred at the
CpIMPDH NAD+ site which were majorly mediated by SER22, VAL24, PRO26, SER354, GLY357, and TYR358 located on
chain D. These residues are unique to the parasite IMPDH form and not in the eukaryotic protein, highlighting variations that
account for preferential P131 binding. Molecular insights provided herein corroborate previous experimental reports and further
underpin the basis of CpIMPDH inhibitor selectivity. Findings from this study could present attractive prospects toward the
design of novel anticryptosporidials with improved selectivity and binding affinity against parasitic targets.

Keywords Cryptosporidiosis ● Inosine monophosphate dehydrogenase ● P131 ● Target selectivity ● Molecular dynamics
simulation ● Structural mechanisms

Introduction

Cryptosporidium is gaining increasing recognition as the
most significant protozoan parasite causing diarrhea in ani-
mals and humans [1]. Presently, it is reputed to be the
principal cause of mortality in children less than 5 years old,
claiming 800,000 lives annually and close to three million
cases of detected infection [2]. The bulk of the burden of this
infection falls in sub-Saharan Africa and South Asia [3–6].

A joint expert committee from the Food and Agricultural
Organization and World Health Organization, undertook a
worldwide ranking which placed Cryptosporidium as 5th
among the 25 most important foodborne parasites [7, 8]

The infection is self-limiting in immunocompetent indi-
viduals and typically would resolve within 2 weeks [9].
This is converse to the outcome in immunodeficient indi-
viduals (human immunodeficiency virus/acquired immu-
nodeficiency syndrome (HIV/AIDS)), organ transplant
patients, etc., where infection can cause severe and chronic
diarrhea, wasting, and most times death [10]. Symptoms are
most times aggravated when HIV/AIDS is left untreated,
especially in low-resource countries where antiretroviral
drugs are not easily accessible and affordable [11].

The causative agent of human cryptosporidiosis is either
Cryptosporidium hominis or Cryptosporidium parvum (Cp)
[12, 13]. The latter has been found to infect several mam-
mals and therefore responsible for most zoonotic infections
[7]. Some risk factors include contaminated water facilities
and foods, unhygienic environments, and malnutrition [14].
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South Africa is not spared from this menace as Cryptos-
poridium species are frequently isolated from her surface
waters used for domestic purposes [15]. The circumstance
poses more problems as HIV/AIDS is endemic in South
Africa, with the prevalence rates among the highest in the
world [16].

There is a shortage of therapeutic agents employed in the
treatment of cryptosporidiosis. Nitazoxanide remains the
only Food and Drug Administration (FDA)-approved drug
[17]. As it stands, nitazoxanide has an inexplicit mechanism
of action, and it is not especially effective in immuno-
compromised individuals [18]. Nitazoxanide administration
is also punctuated with adverse side effects which include
hives, decreased liver function, respiratory problems, etc.
[19]. Apart from nitazoxanide, several drugs though not
FDA approved, have been deployed in the treatment of
cryptosporidiosis. However, they also have limited efficacy
as they failed in controlled trials in AIDS patients [20, 21].
Examples include CD40 agonist antibody [22], par-
omomycin [23, 24], spiramycin, azithromycin, and bovine
anti-Cryptosporidium immunoglobulin [20, 25, 26], rifa-
mycin [27], rifaximin [28, 29]. Better responses have been
documented when nitazoxanide, azithromycin, and/or par-
omomycin are combined [30–32]. In the wake of the inef-
fectiveness of the drugs, as mentioned above, the discovery
of novel anticryptosporidial drugs is pressing.

Inosine monophosphate dehydrogenase (IMPDH) is a
crucial enzyme in Cryptosporidium and has been a target
for some antibiotic discovery [33–36]. It is responsible for
the synthesis of guanine nucleotides. It catalyzes the initial
and rate-limiting step of the oxidation of inosine 5′-mono-
phosphate (IMP) to xanthosine 5′-monophosphate and
simultaneously reducing NAD+ to NADH [37]. Its inhibi-
tion eventuates the diminution of guanine nucleotide
reservoir and consequently, cell death [38]. It is worthy of
note that Cryptosporidium though a eukaryote has a pro-
karyotic IMPDH, which was made possible by a horizontal
gene transfer from a bacterium [9, 39]. Prokaryotic and
eukaryotic IMPDHs are quite divergent in both their
structural and kinetic properties, and these account for the
selectivity in action of anticryptosporidial agents [40].

IMPDH are homotetramers with a D4 square symmetry
[41]. It is made up of an IMP-binding site, a co-factor site
(NAD+-binding site), and a mobile flap [42]. The four IMP and
co-factor binding sites are situated close to the subunit inter-
faces [43]. The IMP site is confined within a monomer, and it
is highly conserved in the IMPDH of all organisms [43]. On
the other hand, the NAD+-binding site sequence is diverged.

The NAD+-binding site has been consistently targeted for
the design of IMPDH inhibitors [33, 43, 44]. Three sub-
domains make up the NAD+-binding site, namely nicotina-
mide riboside-binding site (N-subdomain), the pyrophosphate-
binding site (P-subdomain); and the adenosine-binding site

(A-subdomain) [44]. The N-subdomain lies in the same
monomer as IMP, and it is also strongly conserved, being the
site of chemical transformation [42]. On the contrary, the
adenosine subsite is highly divergent in different organisms
[41]. In eukaryotic organism, it is in the same monomer as
IMP [45] while in the prokaryote, it interacts with a pocket in
the adjacent monomer [41].

A Cryptosporidium drug discovery program targeting
IMPDH was undertaken by Hedstrom et al. research group,
which led to the synthesis and production of a battery of
Cryptosporidium inhibitors [9, 46–55]. Of all these inhibi-
tors, in a murine model, P131 at a single dose demonstrated
an equivalent activity when administered at 250 mg/kg
bodyweight in comparison to the control group, which was
treated with paromomycin at 2000 mg/kg body weight.
Following a thrice-daily administration of both drugs at the
same concentration stated earlier, P131 elicited a superior
parasiticidal activity when compared to paromomycin. This
was followed by a crystallographic determination of the
structure of CpIMPDH with P131 bound at the
NAD+-binding site [41].

Although the selectivity of anticryptosporidial drugs for
Cryptosporidium parvum IMPDH (CpIMPDH) has been
established [34, 42], the molecular mechanism of it leaving
the hosts’ IMPDH unaffected is quite vague. Herein, we
attempted to explain from bioinformatics and molecular
biocomputation point of view, the molecular mechanisms
associated with the selectivity of P131 toward CpIMPDH.
We further compare the structural and conformational
dynamics of P131 when bound to the NAD+ site of
CpIMPDH and mouse IMPDH (mIMPDH). Findings from
this study could present an attractive prospect in informing
the design of new and potential inhibitors that possess
improved binding, pharmacokinetics, and pharmacody-
namics properties and selectivity for parasitic targets that
are able to overcome the problems of drug resistance.

Computational Methodology

Sequence Mapping and Alignment

There was a need to determine the disparity among the
binding site residues of CpIMPDH and mIMPDH as regards
P131. The divergence in these residues may unravel the
basis for the differential drug activity. Clustal Omega was
used in performing sequence mapping and alignment. The
well-suited match for the selected sequences is calculated
and presented in a form in which their identities, simila-
rities, and differences can be seen [56]. The FASTA
sequences of the IMPDH of the two different hosts were
retrieved from UNIPROT. CpIMPDH (ID: Q5CPK7) [57]
and mIMPDH2 (ID: P24547) [58]. All these sequences were
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fed into the Clustal Omega webserver, and the output was
retrieved. Residues that make up the P131 binding sites
were then investigated for their variations.

Systems Retrieval, Preparation and Molecular
Dynamics (MD) Simulations

Two systems were constituted (mIMPDH and CpIMPDH)
as investigated in the experimental paper [48]. X-ray crystal
structure of the catalytic domain of CpIMPDH co-
crystallized with inhibitor P131, was obtained from the
RSCB Protein Data Bank (Entry code: 4RV8) [41]. The
protein (4RV8) retrieved was a tetramer, however, we only
made use of a dimer (Chain A and D) to minimize com-
putational cost and reflect experimental study [41]. The
dimer used had 652 residues in total. The crystallized
structure of mIMPDH is not available therefore we retrieved
the FASTA sequence from UNIPROT (ID: P24547) [58]
for homology modeling using the Swiss-Model algorithm
[59]. Moreover, the crystal structure of Cricetulus griseus
IMPDH in complex with mycophenolic acid (PDB entry:
1JR1.A) [60], which has a 99.22% identity with mIMPDH
was used as the template for modeling. The modeled
structure was then validated using RAMPAGE, PRO-
CHECK, and VERIFY3D webservers [61–63].

Using the Clustal Omega sequence alignment, CpIMPDH
and mIMPDH have 35.1% sequence similarity. It is important
to note that mIMPDH shares 98.83% sequence similarity to
human IMPDH (hIMPDH). The dissimilarities in both
sequences hIMPDH and mIMPDH are in ILE192, ASP215,
GLN265, ASP292, and ASN296 in hIMPDH, which are
replaced by VAL192, ASN215, LEU265, GLU292, and
SER296 in mIMPDH. The two proteins also share 100%
sequence similarity in the co-factor binding site. This could
explain the choice of selection of murine subject as a repre-
sentative eukaryotic model in the report by Gorla et al. [48].
Although, the CgIMPDH on which the mIMPDH was built
shared a higher similarity with hIMPDH (99.6%) than
mIMPDH did (98.83%), we made use of the putative structure
of mIMPDH rather than CgIMPDH to keep in line with the
experimental model used in the investigating the in vivo
efficacy of P131 as reported by Gorla et al. [48].

In CpIMPDH, the binding of P131 has been established
to span both adenosine and nicotinamide subdomains of the
co-factor (NAD+) binding site in IMPDH. Having a pro-
karyotic antecedent, the binding of P131 at the adenosine
subsite interacts with chain D of the IMPDH [41]. The
target protein structures (CpIMPDH and mIMPDH) were
prepared using the graphical user interface (GUI) of UCSF
Chimera [64], which involves the removal of ions, crystal
waters, and nonstandard residues. Missing residues were
added using MODELLER [65]. The co-crystallized P131 in
CpIMPDH (4RV8) was retained and its binding orientation

to chains A and D was used as the starting structure for MD
simulation. However, ligand P131 retrieved from 4RV8 was
docked to mIMPDH using Autodock Vina [66], which has
been widely used over other docking algorithms due to its
high scoring power [67]. The co-factor binding site of the
mIMPDH was defined using the coordinates of co-
crystallized P131 in the NAD+-binding site of CpIMPDH
achieved by the superimposition of CpIMPDH and
mIMPDH. The grid-box was defined as center (X= 2.6487,
Y= 21.9974, Z= 77.3995) and size (X= 11.1647, Y=
9.4625, Z= 7.3236). The best docked pose (most negative
score) was aligned with the co-crystallized P131 in
CpIMPDH to obtain similar binding orientation for P131 in
mIMPDH, which was also used as the starting MD structure
[64]. The proteins were prepared further by Molegro
Molecular Viewer software prior to MD simulation.

Molecular Dynamics Simulation

This was performed by using standard simulation protocol,
which has been extensively employed in previous studies
[68–70]. Each system was further subdivided into apo
(IMPDH bound to IMP in its active site) and complexes
which comprised of apo bound by P131 in the co-factor site.
Afterward, these were set up for MD simulations according
to previously reported protocols [71–73]. MD simulation
was performed using Graphical Processor Unit version of
the Particle Mesh Ewald Molecular Dynamics engine in
AMBER18 suite coupled with integrated modules [74].
FF14SB forcefield was used in defining protein parameters.
P131 parameterization was done using the ANTE-
CHAMBER module, which generated atomic partial char-
ges (Gasteiger—gaff) through the bcc charge scheme [75].
Sequel to this is the generation of topology and parameter
files for complexes using the LEAP module, which neu-
tralized the complexes by adding counter ions at a constant
pH and solvated them in a 10 Å TIP3P water box. Partial
minimization was executed in 2500 steps, using a 500 kcal/
mol Å restraint potential followed by full minimization for
5000 steps with no energy restraints. The systems were
heated for 50 ps from 0 to 300 K in an NVT canonical
ensemble using a Langevin thermostat [76] and a harmonic
restraint of 5 kcal/mol Å2. The systems were then equili-
brated at 300 k for 1000 ps without energy restraints while
the Berendsen barostat was used to maintain atmospheric
pressure at 1 bar [77]. The MD production run was carried
out for 280 ns with the SHAKE algorithm used in con-
stricting all atomic hydrogen bonds [78]. The trajectories
obtained were analyzed by the integrated CPPTRAJ and
PTRAJ modules [79]. Origin data analytical tool was used
in creating the needed plots [80]. 3D visualization of the
structures and corresponding analyses were carried out on
the GUI of UCSF Chimera.
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Post Dynamic Analysis

Thermodynamics calculations

This calculation was used to probe the selective binding of
P131 to CpIMPDH and mIMPDH. The estimation of free
binding energy is vital as it gives insight into the binding
affinity and stability of ligands in a complex. Molecular
Mechanics/Poisson–Boltzmann Surface Area (MM/PBSA)
method was used in the estimation of the binding free
energy. MM/PBSA is a reliable analytical tool widely used
for evaluating the interaction of ligands with biological
macromolecules [81–84]. Mathematically, binding free
energy is depicted by the following equation:

ΔGbind ¼ Gcomplex � ðGreceptor þ GinhibitorÞ; ð1Þ

ΔGbind ¼ ΔGgas þ ΔGsol � TΔS; ð2Þ

ΔGgas ¼ ΔEint þ ΔEele þ ΔEvdW; ð3Þ

ΔGsol ¼ ΔGPB þ ΔGnp;sol; ð4Þ

ΔGnp;sol ¼ � γSASAþ βð Þ: ð5Þ

From the above equation, ΔGgas depicts the gas-phase
energy while the internal energy is represented as ΔEint. In
the same vein, the coulomb and van der Waals energies are
represented as ΔEele and ΔEvdw, respectively. In addition,
ΔGsol depicts the free energy of solvation while the polar
solvation contribution is represented as ΔGPB. On the other
hand, ΔGnp,sol depicts the nonpolar contribution and is
determined by the linear relationship between the surface
tension proportionality constant (γ), solvent accessible sur-
face area (SASA) (Å2), and a constant β. The surface ten-
sion proportionality constant (γ) is given as 0.0072 kcal/
(mol Å2) and β as 0.92 kcal/mol, which is estimated by the
SASA that is determined by using a water probe of radius
1.4 Å with a surface tension constant, γ of 0.0072 kcal/(mol
Å2). Per-residue decomposition analysis was also carried
out to obtain the different energies each binding site resi-
dues contributed to ligand affinity and stabilization.

Result and Discussion

Structural Validation of the Putative Model of
mIMPDH

The modeled structure of mIMPDH retrieved from Swiss-
Model webserver was validated and cross-validated on three
online platforms—RAMPAGE, PROCHECK, and VER-
IFY3D. From Ramachandran plot, 85.6% of the total

residues fell in the favored region, 12.6% of the residues
were in the allowed region, 0.4% was found in the generally
allowed region while 1.4% of the total residues were found
in the outlier region. This result improved the confidence in
the modeled structure. We cross-validated with ProSA and
the overall quality of modeled TcHK had a Z-score of
−7.43. According to Supplementary Fig. 1, the Z-score is
within the range found for other experimentally determined
proteins of similar size. Verify 3D estimated 80.52% of the
residues to have averaged 3D-1D score ⩾0.2 score which
corroborated the good quality of the modeled protein. The
graphical representations of the quality of TcHK on VER-
IFY3D and PROSA webservers are represented in Supple-
mentary Fig. 1.

Relative Sequence Analysis and its Effect on P131
Selectivity

The basis of selectivity has been the subject of numerous
researches with the intent to underpin the targetability of
small-molecule inhibitors of CpIMPDH. For instance, pre-
vious studies by Gollapalli et al., Gorla et al., and Mac-
Pherson et al., have established that the selectivity of
CpIMPDH inhibitors is based on the extension of the
inhibitor binding across the subunit interface into a pocket
in the adjacent monomer [34, 41, 47, 55]. These findings
therefore serve as the premise for this study (Figs. 1 and 2).

Pairwise sequence alignment between CpIMPDH and
mIMPDH revealed variations in their amino acid sequences.
Zoning in on the co-factor (NAD+) binding regions of both
proteins, we further identified variations among residues
involved in direct contact or interaction with P131 upon
binding. As observed, most variations unique to CpIMPDH
occurred at chain D, which were, SER22, VAL24, LEU25,
PRO26, SER354, GLY357, TYR358, LYS73 while some
occurred at the main chain (chain A), which were ALA165,
HIS166, ASN171, LYS200, ILE213, VAL305, MET326,
PRO328, GLU329. Corresponding residues in mIMPDH
are shown in Fig. 3.

We further explored the differential binding modes of
P131 at the co-factor (NAD+) site of mIMPDH and
CpIMPDH as it involved varying residues among both
proteins as earlier mentioned. As shown in Fig. 4, using
averaged snapshot generated across the simulation period,
the molecular interaction profiles of P131-CpIMPDH rela-
tive to mIMPDH were dissimilar. These differences in
interaction modes could in turn influence the binding affi-
nity and stability of P131 at the NAD+ regions of both
proteins.

More specifically, unique CpIMPDH residues such as
ALA165, HIS166, GLU329, PRO26, TYR358 (denotes
chain D) facilitated strong hydrogen and salt bridge inter-
actions with P131, which were not observed in mIMPDH.

14 Cell Biochemistry and Biophysics (2021) 79:11–24



These high-affinity and favorable interactions observed in
CpIMPDH could explain the preferential binding of P131
over mIMPDH. Also, unfavorable O–O interactions seen in
the mIMPDH-P131 complex could further reduce the
binding affinity of the compound at the NAD+ site. Thus,
this particular sequence variation, with accompanying dis-
tinct interactions, could explain the basis of selectivity and
favorable binding of P131 toward CpIMPDH. Taken toge-
ther, these findings also suggest that the interactions of
P131 with residues of chain D of the CpIMPDH could be
crucial to the selectivity of P131 due to the sequence var-
iation observed on this chain as shown. These finding lend

credence to previous reports which posited that interaction
of the adenosine subsite with adjacent monomer in pro-
karyotic IMPDH and the absence of this in eukaryotic
IMPDH could underpin basis of selectivity of IMPDH
inhibitors [34, 41, 47, 55].

Peculiar Sequence Variation Favors P131 Binding to
CpIMPDH

The MM/PBSA method was used to estimate the binding
energies (ΔG) of P131 in CpIMPDH, and mIMPDH. As
presented in Table 1, P131 had a total ΔG of −37.0 kcal/
mol when bound to CpIMPDH and −17.0 kcal/mol in
mIMPDH. This notable energy difference could suggest that
P131 was bound more favorably to CpIMPDH, which could
involve more high-affinity interactions, particularly with
residues unique to the NAD+ site of CpIMPDH as earlier
indicated in Fig. 4. To quantify the roles of these residues to
the binding and stability of P131 in CpIMPDH, we
decomposed the overall energy and measured the per-
residue contributions compared to mIMPDH.

Fig. 2 2D structure of P131, a novel Cryptosporidium inhibitor that
elicited a superior parasiticidal activity when compared to
paromomycin

Fig. 1 Reaction pathway
showing the conversion of
inosine monophosphate (IMP) to
guanine monophosphate (GMP)
and adenosine monophosphate
(AMP). IMP dehydrogenase
(IMPDH) catalyzes the rate-
limiting step in the conversion to
GMP [98]
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Fig. 3 A Superimposed
structures of the CpIMPDH and
mIMPDH (colored blue and red,
respectively). B ClustalW
sequence alignment of
CpIMPDH and mIMPDH. Red
box highlight residues that are
identical between both
organisms. Binding site amino
acid sequences that interacted
directly with P131 but where
peculiar to only CpIMPDH are
highlighted in yellow. The
position of nonidentical
sequences at both CpIMPDH
and mIMPDH are without
annotations, while the positions
of highly conserved sequences
are denoted by (*). Positions of
less conserved sequences are
denoted by (:) and (.),
respectively. These annotations
are defined by the ClustalW
prediction method (Color figure
online)

Fig. 4 Interaction analyses
showing differences in the types
and nature of interactions
mediated by P131 at the NAD+

sites of CpIMPDH and
mIMPDH. Unique residues
involved in P131 binding at the
NAD+ site of CpIMPDH are
indicated in black text
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Per-residue energy plots are presented in Fig. 5, and
accordingly, residues with energies >−1 kcal/mol were
considered favorable. In CpIMPDH and their respective
nonconserved counterparts in mIMPDH, identified residues
include CpGLU329 (−3.26 kcal/mol)/mGLN441
(−3.46 kcal/mol), CpALA165 (−2.89 kcal/mol)/mSER276
(−2.63 kcal/mol), CpHIS166 (−1.11 kcal/mol)/mGLN277
(−0.49 kcal/mol). The conserved residual energy contribu-
tions in CpIMPDH/mIMPDH are MET302 (−1.82 kcal/
mol)/MET414 (−0.6 kcal/mol), GLY303 (−1.63 kcal/mol)/
GLY417 (−0.49 kcal/mol). TYR358 (−2.69 kcal/mol) and
PRO26 (−1.67 kcal/mol) are present in the chain D of
CpIMPDH and have no corresponding residues in
mIMPDH as the P131 binding is confined to one chain in
the eukaryotes.

SER276 and GLN441 were the only residues in
mIMPDH that contributed above −1 kcal/mol to the bind-
ing of P131. This was different in CpIMPDH where we had
seven amino acid residues contributing above −1 kcal/mol
to the binding of P131. This disparity could have facilitated
the higher binding free energy of P131 in CpIMPDH
compared to the weaker binding free energy of P131 in
mIMPDH. Interestingly, almost all the residues on chain D
of CpIMPDH that interacted with P131 contributed sig-
nificantly toward the binding, as shown in Fig. 5 (LEU25=
−0.85 kcal/mol, PRO26=−1.67 kcal/mol, SER354=
−0.7 kcal/mol, and TYR358=−2.69 kcal/mol). This fur-
ther suggests they could be critical to P131 selectivity in
CpIMPDH.

Peculiar P131 Binding within Parasite IMPDH Active
Site Favors Selectivity

The conformational dynamics and orientations of P131
upon binding to either CpIMPDH, or mIMPDH could be
crucial in its preferential binding toward CpIMPDH and the
resultant therapeutic effect. This is because the varying
orientations and the mobility of P131 could somewhat
influence the motion of P131 into deep regions of the
binding pocket of the enzyme to elicit its therapeutic
activity. We, therefore, analyzed the differential binding
modes of P131 at the binding site of CpIMPDH over the
simulation period, as shown in Fig. 6. The first repre-
sentative snapshots (P131-mIMPDH and CpIMPDH) were
selected at 100 ns, indicative of the starting postequilibrated
timeframes. Subsequent snapshots were selected at 220 and
280 ns representing intermediate and final postequilibrated
timeframes across both proteins. Likewise, associated
binding pocket amino acids that interacted with P131 over
the MD simulation were also explored. It was observed that
in mIMPDH, a relatively fewer number of residues engaged
in interactions with P131 over the simulation period as
shown Fig. 6A.

On the contrary, there was a consistently higher number
of residues interacting with P131 in CpIMPDH as the
simulation proceeded, which could have favored the
selective binding of P131 toward CpIMPDH as shown in
Fig. 6B. Prominent and recurring residues toward the
binding of P131 during the simulation period include

Table 1 MM/PBSA-based
binding free energy profile of
P131 toward CpIMPDH and
mIMPDH

Complexes Energy components (kcal/mol)

ΔEvdw ΔEele ΔGgas ΔGsol ΔGbind

CpIMPDH −49.82 ± 0.08 −61.69 ± 0.32 −111.51 ± 0.31 74.5 ± 0.28 −37.00 ± 0.11

mIMPDH −21.70 ± 0.48 −28.55 ± 0.66 −50.26 ± 1.09 33.25 ± 0.73 −17.01 ± 0.38

ΔEele= electrostatic energy; ΔEvdW= van der Waals energy; ΔGbind= total binding free energy; ΔGsol=
solvation free energy; ΔGgas= gas phase free energy.

Fig. 5 A Per-residue energy
decomposition analysis of P131
binding site residues in
CpIMPDH. B Per-residue
energy decomposition analysis
of P131 binding site residues in
mIMPDH. Both figures
represent the energies
contributed by the binding sites
residues to the total binding free
energy of P131 in CpIMPDH
and mIMPDH
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ASP163, SER164, ASP252, and MET302. Again, these
peculiar residues were unique to only CpIMPDH, suggest-
ing their essential contributions to P131 stability, possibly
its eventual selectivity. As shown in Fig. 6B, the peculiar
orientations of PI31 and the unique interacting residues
likely defined the motion of P131 into the deep regions of
CpIMPDH hydrophobic pocket unlike in mIMPDH

The binding of a small-molecule inhibitor can induce a
significant conformational change in a protein structure,
which could consequently influence its known function
[85–88]. As such, the selective binding of P131 toward
CpIMPDH could be affected by peculiar structural
dynamics and conformational changes on CpIMPDH.
Using known computational techniques, root-mean-square
deviation (RMSD), SASA, root-mean-square fluctuation
(RMSF), and radius of gyration (RoG), we explore the
varying structural dynamics associated with P131 binding

to both CpIMPDH and mIMPDH. RMSD calculations
allow for the estimation of the structural deviation and
stability of an IMPDH structures [89–92]. From the RMSD
plot (Fig. 7A, B), both protein systems had high deviations
at starting timeframes of the MD run but attained stability at
about 250 ns in both systems. The average RMSD for
CpIMPDH-P131 complex and mIMPDH-P131 complex
was found to be 2.84 and 2.92 Å, respectively, as shown in
Fig. 7. The RMSD plot suggests that the binding of
PI31 stabilizes the CpIMPDH structure and leads to a few
conformational changes relative to a more unstable structure
in the mIMPDH (Fig. 7). The initial jump in average RMSD
for both simulated models could be attributed to the initial
orientation of P131 in the binding pocket of both
CpIMPDH and mIMPDH.

SASA of the bound enzymes were also calculated to
ascertain how both enzymes interact with surrounding

Fig. 7 A Comparative RMSD
plots of C-atoms of bound and
unbound conformations of
CpIMPDH over the simulation
period. B Comparative RMSD
plots of C-a atoms of bound and
unbound conformations of
mIMPDH over the
simulation period

Fig. 6 Binding interaction dynamics of P131 at the NAD+ sites of
mIMPDH and CpIMPDH. A Time-based analyses of P131 interactions
with constituent residues of mIMPDH NAD+ sites at 100, 220, and
280 ns. B Time-based analyses of the interaction of P131 with

constituent residues of CpIMPDH NAD+ site at 100, 220, and 280 ns.
As shown, binding site residues involved in P131 binding are more in
CpIMPDH complex across the simulation timeframes compared to
mIMPDH. Legends representing interaction types are also shown
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solvents [93, 94]. SASA gives information about the
mobility of the residues and side reorientation as it alter-
nates between the hydrophilic and hydrophobic phases [95].
The repositioning of the side chains from the hydrophilic to
the hydrophobic phase signifies protein folding while the
converse depicts protein unfolding. The binding of P131 to
CpIMPDH increased the SASA values minimally when
compared to the apo (Fig. 8). The mean SASA values were
25630 and 24986 Å2. In the mIMPDH model, the binding of
p131 did not significantly impact the reorientation and
alternation of the protein side chains.

We further investigated the local vibrations in both
CpIMPDH and mIMPDH upon the binding of P131 by
estimating the average residual fluctuations. These were
plotted as RMSF as shown in Fig. 9. The RMSF plot
highlighted several residual fluctuations in different regions
of both CpIMPDH and mIMPDH. Nonetheless, the average
fluctuation of mIMPDH in the presence of P131 was rela-
tively higher than the CpIMPDH, suggesting the binding of
P131 increased the vibration of individual residues. The
lower RMSF in the CpIMPDH models suggests that P131
possibly engaged in stronger and steady interactions, which
could have impeded individual residue motions as con-
sistent with the minimal deviations observed in the RMSD
calculations. An average RMSF of 8.57 and 38.34 Å was
estimated for the CpIMPDH-P131 and mIMPDH-P131
complexes, respectively.

To further explore the conformational dynamics of both
CpIMPDH and mIMPDH upon binding of P131, we cal-
culated the RoG of each enzyme. RoG provides insights
into stability and folding patterns of studied models
[96, 97]. Relative to their respective unbound models, the
bound CpIMPDH and mIMPDH systems exhibited slightly
higher average RoG values throughout the simulation. Here,
no conformational shift was observed in the RoG plot as
shown in Supplementary Fig. 2, which suggests an insig-
nificant structural deviation or unfolding in both CpIMPDH
and mIMPDH upon P131 binding. The apo and complex
CpIMPDH exhibited mean RoG values of 27.63 and
28.07 Å, respectively. The average RoG for unbound and
bound mIMPDH were also found to be 26.01 and 26.55 Å,
respectively. The juxtaposed RoGs of P131-bound
CpIMPDH and mIMPDH is represented graphically in
Supplementary Fig. 2.

Conclusion

MD simulation, bioinformatics, and advanced post-MD
tools were employed in this study to explore the structural
basis of P131 selectively toward CpIMPDH rather than
mIMPDH as reported by previous in vitro reports, regard-
less of the substantial structural and sequence similarity of
all the organisms. Using MD simulation, Clustal Omega

Fig. 8 A A 3D surface
representation of SASA of the
inhibitor binding pocket
structure of CpIMPDH upon
P131 binding. B A 3D surface
representation of SASA of the
inhibitor binding pocket
structures of mIMPDH.
C Comparative solvent
accessible surface area of
CpIMPDH (blue), and mIMPDH
(violet) upon binding of P131
(Color figure online)

Cell Biochemistry and Biophysics (2021) 79:11–24 19



sequence alignment techniques, MM/PBSA analysis of
binding free energies, and per-residue decomposition, the
structural basis of P131 selectivity was provided. Sequence
alignment of the P131 binding sites of both CpIMPDH and
mIMPDH revealed variations among constituent amino
acids. This allowed the identification of crucial residues
within the binding pockets of CpIMPDH that are required
binding for P131 binding, however, absent in mIMPDH.
Some of the residues though identical in both organisms, it
was noted that in mIMPDH, they contributed only little to
the binding free energy of P131, suggestive of a weaker
binding affinity. Per-residue decomposition plots further
consolidated this finding by giving information about the
energy contributions of each binding site residue to the
affinity and stabilization of P131 within the binding pocket.
Amino acid residues such as GLU329 (−3.26 kcal/mol),
ALA165 (−2.89 kcal/mol), HIS166A (−1.11 kcal/mol),
TYR358 (−2.69 kcal/mol), MET302 (−1.82 kcal/mol),
GLY303A (−1.63 kcal/mol), and PRO26 (−1.67 kcal/mol)
in the CpIMPDH binding site had higher energy contribu-
tions. However, compared to the mIMPDH complex,
energy contributions of binding site residues toward P131
binding were relatively lower, consistent with weaker
binding. Calculated binding free energy revealed that P131
binds stronger to CpIMPDH than mIMPDH with total

binding free energy of −37.00 and −17.01 kcal/mol,
respectively. Analysis of the binding modes and orienta-
tions of P131 using representative snapshots showed that
the orientations of P131 at the binding site of CpIMPDH
over the simulation period possibly enhanced its movement
into the deep regions of the P131 binding pocket. This was
corroborated by the peculiar and higher number of inter-
acting residues observed as the simulation progressed. On
the contrary, the movement of P131 appeared to be
restricted in mIMPDH binding sites as the simulation pro-
gressed, since interacting residues slightly changed and
were relatively fewer. Altogether, these findings provide
structural insights into the selectivity of P131 toward
CpIMPDH. These findings are in line with earlier reports
which showed that interaction of the adenosine subsite with
adjacent monomer in prokaryotic IMPDH and the absence
of this in eukaryotic IMPDH could underpin basis of
selectivity and potency of IMPDH inhibitors. Findings
could also aid the optimization of P131 with the aim of
designing new P131 analogs with improved inhibitory
activity and selectivity.
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Fig. 9 A Comparative RMSF
plots of individual residues of
bound and unbound
conformations of CpIMPDH
over the simulation period. B
Comparative RMSF plots of
individual residues of bound and
unbound conformations of
mIMPDH over the simulation
period. C 3D representation of
superimposed post-MD X-ray
crystal structures of bound
CpIMPDH (red) and mIMPDH
(gold) (Color figure online)
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