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Abstract The increasing complexity and the technology
advancement of equipment pose challenges to the mainte-
nance operators nowadays. In this paper, a context-aware
augmented reality (AR) system is proposed to assist the oper-
ators in routine and ad hoc maintenance tasks by providing
them with context relevant information. This system inte-
grates AR technology and context-awareness. It is able to
analyze the contexts of the maintenance tasks and provide
relevant and useful information to the operators through ren-
dering the information on the real equipment and environ-
ment. In addition, the authoring of context-aware AR con-
tents, which is essential for developing such applications, is
explored. The properties of AR contents and their context-
adaptation schemes are discussed, and a low-level author-
ing approach is proposed for constructing context-aware AR
information. Finally, a case study is conducted to evaluate the
system performance, and the results demonstrated that the
system can adapt to dynamic maintenance situations to pro-
vide context relevant information to assist the maintenance
operators.
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1 Introduction

Maintenance plays an important role in the equipment life
cycle as it updates and improves the equipment performance
and safety. However, the increasing complexity and tech-
nology advancement of the equipment nowadays has led to
the difficulties and challenges for the maintenance opera-
tors to retrieve relevant and correct maintenance information
and complete the preventive or corrective maintenance tasks
efficiently.

Augmented reality (AR) technology is the superimposi-
tion of computer graphics over real objects/scenes, viewing
through Head-Mounted Devices (HMD) or handheld dis-
plays [1]. AR has been used to replace the paper-based manu-
als and computers to provide maintenance instructions to the
technicians and it has been validated as a promising tool to
assist the operators [2]. For example, Morkos et al. [3] devel-
oped a system based on mobile device that connects with
the databases through mobile broadband communications,
and provides information to the users in the manufacturing
environments using AR technology. These reported works
have demonstrated the benefits of employing AR to assist
the operators in the maintenance activities.

Context is any information that can be utilized to char-
acterize the situation of an entity, where the entity can be a
place, a person, or an object that is relevant to the interaction
between a user and an application, such as time, location,
activities [4]. A system can be deemed as context-aware if it
can collect, reason, and utilize context information, and adapt
its functionality to the varying contexts [5]. For example, the
operator’s location can be used as the context to infer the
equipment information that the operator may be interested
in. When the operator is within the vicinity of a specific
equipment, the information of the equipment is deemed as
useful and can be rendered to him.
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The integration of context-awareness and AR is a rela-
tively new research topic, and several generic frameworks
and application systems of context-aware AR have been
reported recently [6–8]. In these reported systems, differ-
ent information can be provided to the users according to the
various contexts, and these prototype systems have demon-
strated the usefulness of integrating context-awareness with
AR technology. However, the information augmented is gen-
erally assumed to be available and prepared a priori by AR
system developers. The properties of the AR contents and
their adaptation scheme have yet to be thoroughly explored,
and there is a lack of authoring approach for the system devel-
opers to create context-aware AR contents.

In this paper, a context-aware AR-assisted system is pro-
posed to assist the maintenance operators by providing them
with context relevant information. The system is an integra-
tion of AR technology and context-awareness. This research
highlights the issue of providing useful and relevant informa-
tion, and the proposed system is novel as it is able to collect
and analyze the operator’s contexts, i.e., context-awareness.
A low-level authoring approach that can be used to construct
context-aware AR information is proposed.

The rest of the paper is organized as follows. Section 2
reviews the state-of-the-art AR maintenance systems, and
discusses the motivation and importance of the proposed
research. Section 3 gives an overview of the system architec-
ture, presents the details of the proposed concept and author-
ing of context-aware AR contents, and describes the adap-
tation scheme of authored AR contents to the contexts. Sec-
tion 4 describes the system implementation and the case study
conducted. Section 5 summarizes the study and presents the
future work.

2 Related work

2.1 AR maintenance systems

The application of AR technology in assisting the mainte-
nance operator started in the early 1990s, and the objectives
of the reported work have changed from demonstrating the
benefits of applying AR to maintenance to improving the
usability of such research-based AR systems in routine and
ad hoc maintenance activities. As one of the pioneering AR
maintenance systems, Knowledge-based Augmented Real-
ity for Maintenance Assistance (KARMAR) [9] was primar-
ily designed for providing maintenance instructions to the
user. The maintenance database, which consists of mainte-
nance instructions, is developed in advance and considered as
maintenance “knowledge”. With the sensors pre-installed on
a printer, KARMAR is able to estimate the relative position
of the user’s head to the printer, retrieve the corresponding
instructions and augments them in the user’s view through

the HMD. Although rather rudimentary, this prototype sys-
tem has validated the benefits AR can bring to equipment
maintenance. To improve the usability of current research-
based AR maintenance systems in real maintenance scenar-
ios, a few issues have been worked on by several researchers
since the mid 1990s [10–19].

Tracking is a fundamental issue in AR. Accurate and sta-
ble tracking techniques are especially important for applying
AR in maintenance applications as equipment maintenance
requires a high level of skill and precision. Many works have
been reported [10–13,16–20] although the current status in
the tracking research is still considered immature. Many AR
maintenance systems [10–12] have replaced the sensor-based
tracking method used in KARMAR [9] with the marker-
based tracking methods, as they can provide a relatively
high level of accuracy and the required software and hard-
ware have become common items. However, marker-based
tracking methods require the environment to be prepared in
advance and the markers to be completely visible during the
tracking process. Thus, researchers have begun to focus on
markerless tracking techniques. Model-based tracking meth-
ods based on 3D models that match the point and edge fea-
tures extracted from each frame captured online and those
extracted from pre-built CAD models have been proposed
[13,17]. These methods remove the need to attach markers
in the maintenance area, but the CAD models are usually
unavailable a priori and it could be costly to build them in
advance. Neubert et al. [16] proposed a solution which allows
rapid generation of rough, appearance-based edge models
comprising group of planes. A handheld device with a cam-
era is used to capture a video of the object of interest, and
a list of edges can be annotated on a set of keyframes. The
models that have been generated will be used for estimating
the camera poses online through edge matching. Caponio et
al. [18] proposed a similar approach that analyzes the video
feed of the application environment to extract and label the
feature points offline, which will be used to estimate the posi-
tion and pose of the objects online.

The simultaneous localization and mapping (SLAM) tech-
nique removes the offline labeling process, and allows simul-
taneous map construction and tracking online. Klein and
Murray [20] presented the parallel tracking and mapping
(PTAM) system that is able to construct a 3D map consist-
ing of feature points and keyframes of unknown environ-
ments. The camera pose can be estimated through analyz-
ing the feature points in each incoming frame and match-
ing the features with those in the 3D map. Yan et al. [19]
explored vision-based SLAM using line features as they are
abundant in nuclear power plants. In the proposed method,
Plücker coordinates [19] are used to represent the 3D lines,
and the Gaussian sum is used to approximate the initial
state of the features and update the new observations. Such
tracking techniques require limited offline preparation of
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the application scenario and provide competitive tracking
performance.

Human-system interaction is another issue that hinders
current AR maintenance systems in routine and ad hoc main-
tenance activities. There is yet a commonly acceptable inter-
action approach, and many useful techniques and tools have
been reported [21–24]. The prevalent human-system interac-
tion tools, such as mouse, keyboard, and touch screen, have
been employed and reported in several systems [12,14,15].
These tools require less user training, but they usually dis-
tract the users from the maintenance operations as they have
to halt the maintenance work temporarily and use the inter-
action tool to interact with the system.

Recently, several new interaction approaches have been
proposed [21,22]. Goose et al. [21] developed a speech-
enabled AR framework for mobile maintenance. The system
enables the user to “talk” to the equipment as if he is talking
to another person. Their system identifies the user’s location
via the markers positioned in the worksite in advance, and
triggers a context-specific speech dialog. However, speech-
based interaction should preferably be kept to a minimum
as the application environment of AR maintenance systems,
such as factories, are typically very noisy. Eye gazing based
interaction has been proposed in the wearable augmented
reality system [22]. By equipping a see-through HMD with
an eye tracker, it is able to track the user’s eye movements
for interacting with the system. However, several challenges,
such as the “Midas Touch” problem [25], have to be solved
before gaze-based interaction can be widely adopted. Virtual
Interaction Panel (VirIP) [23] has been proposed to utilize
daily pen-like objects, e.g., common pens and fingers, as
interaction tools. The interaction pen can be tracked in real
time and used to trigger the relevant buttons in the VirIP
for assembly instructions. Henderson and Feiner [24] pro-
posed the Opportunistic Controls (OC) techniques, which
were designed based on two criteria, namely, (1) limit extra-
neous hand, head and eye movements beyond the user’s
immediate vicinity, and (2) provide passive haptic feedback
without modifying the application environment. An OC inter-
face aims to enable user interaction with the system through
touching natural surfaces within the task environment. For
example, the system renders a virtual button on the raised
geometry of the engine, and a user can press the button while
receiving passive haptic feedback from the raised geometry
underneath.

The third issue is the display devices that render the
augmented environment to the users. HMDs [9–11,13] and
handheld devices [12,15] are the prevalent display devices
employed in the reported systems. HMDs are worn on the
operator’s heads, but it has been reported that these mainte-
nance operators do not like to wear any type of HMD [15].
Handheld devices require the user to have at least one hand
to hold and interact with the devices. It is inconvenient as

the user’s hands are usually engaged in maintenance tasks.
Thus, a few alternative display devices, such as chest worn
devices [26], have been proposed, but well accepted display
devices are not available yet.

2.2 Motivations

Although significant efforts have been devoted to applying
AR technology to equipment maintenance, no single AR sys-
tem has yet been proven to be well accepted by the industry as
a solution to the maintenance tasks [27]. An important issue
that has generally been neglected is the provision of context
relevant information to the users and the real-time authoring
and updating of this information. In real maintenance scenar-
ios, there can be many maintenance operators with varying
levels of expertise who are carrying out different maintenance
tasks, and these users may need totally different information.
Thus, AR maintenance systems have to be context-aware,
i.e., providing information that will be useful for each partic-
ular user by analyzing his contexts in order that these systems
can be applied in routine and ad hoc maintenance activities.
In addition, the authoring of context-adaptable AR contents,
which is essential for developing context-aware AR services,
has yet to be thoroughly explored. This research fills these
gaps through exploring the development of a context-aware
AR maintenance system and proposes a low-level authoring
approach for constructing context-aware AR contents.

3 System overview

The proposed system consists of five modules, namely, Con-
text Collection (CC) module, Context Management (CM)
module, AR-based Visualization (ARV) module, and Virtual
Content (VC) module, and Information Instance (II) mod-
ule (Fig. 1). The CC module interfaces with the users and
data sources, e.g., web servers and sensors, and interprets
the collected raw data to form the low-level contexts. The
CM module updates the collected low-level contexts in the
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Fig. 1 System framework
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Fig. 2 Information instance
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context knowledge base, derives the high-level contexts, and
processes the context knowledge queries from the ARV mod-
ule. The VC module stores the virtual content that can be ren-
dered in the AR environment, including texts, images, and
CAD models. These virtual objects are authored as informa-
tion instances that can be adapted to the contexts and stored
in the II module (Sect. 3.1). The ARV module adapts the
authored information instances to the contexts provided by
the CM module and renders context relevant information vir-
tually to the user. Details of each module will be described
accordingly.

3.1 Information instances module

Providing the appropriate information with suitable presenta-
tion format to the users is one of the objectives of integrating
context-awareness with AR technology. To achieve this, the
virtual objects stored in the VC module are authored as infor-
mation instances and stored in the II module. An information
instance (Fig. 2) comprises of a combination of virtual objects
that are used to represent certain information, and it has the
following context-adaptable properties that are used to relate
the content and rendering of the information instances to the
contexts:

• Content-related properties: these properties characterize
the information that is described in the instance and the
group of virtual objects used to describe this instance;
they allow the content of an information instance to be
linked to the contexts.

• Rendering-related properties: these properties character-
ize the rendering of the virtual objects, and relate the
presentation of the information instances with respect to
the contexts.

The content-related properties are item and presentation.
Property item represents an instance of the domain knowl-
edge, e.g., instructions on the lubrication of an equipment,
and it can be related to the contexts of the various status of a

task, the user’s interest, etc. The presentation property refers
to the combinations of virtual objects used to represent an
item, and it can be intuitive presentation, symbolic presenta-
tion, and textual presentation. Intuitive presentation is easier
for the users to comprehend, and textual presentation con-
sumes least computing power of the mobile devices. Thus,
the presentation type selected should correspond to the per-
ceptual capabilities of the users and the computing power of
the mobile device, etc.

Rendering-related properties refer to the display of the
information instance in the real environment, and they are
classified into two categories, namely, Format and Regis-
tration. Format manages the visual properties of augmented
information, and it consists of color, transparency, etc. Based
on the requirements of an application, certain properties can
be defined and adapted to the contexts in this application, e.g.,
user’s preference. Registration influences the registration of
the virtual content in the AR environment, and this category
of properties include translation, rotation, and scale, These
properties can also be adapted to specific contexts, e.g., the
scale of the virtual objects can be adapted based on the dis-
tance from the user so that the objects can appear larger when
the user moves closer to the objects.

Authoring an information instance consists of adding vir-
tual objects, defining the properties of this instance, and relat-
ing the properties to the contexts. ARToolKit [28], which
provides a tracking approach based on physical markers and
interfaces to insert virtual objects through extending the pro-
vided program, is employed in the system. As shown in Fig. 3,
various virtual objects can be loaded into the scene, arranged
spatially relative to the physical marker, and the rendering
parameters, e.g., color and transparency, can be adjusted; a
rectangle is added to outline the switches, an arrow is inserted
to point to the relay connection, and the texts are added
to describe the components. Finally, the virtual objects in
the information instance and their rendering parameters are
recorded and stored in the II module. The properties of an
information instance and their adaptation to the contexts will
be discussed in the next section.
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Fig. 3 Virtual objects of an
information instance
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3.2 Context management module

The CM module consists of the context provider, context
reasoner and context knowledge base. The CM module sends
real time context information to the ARV module so that
context-aware AR services can be provided to the users.

3.2.1 Context knowledge base

The context knowledge base stores the context model of the
application environment and the rules defining the logical
relationships among the contexts. Ontology is used to model
the contexts of the application environment as it is indepen-
dent of programming languages and supports first-order logic
context reasoning. An ontology-based model, Context Ontol-
ogy for AR-assisted Maintenance Service (COARMS), is
constructed based on CONON [29]. There are three con-
cepts in the ontology model, namely, class, subclass and
property. Each class can have several subclasses, and each
class/subclass can have certain properties.

As shown in Fig. 4, COARMS has five classes, namely,
CompEntity, Location, Person, Activity, and Information-
Instances. The Activity class represents the abstraction
of the various maintenance works, and it has a set of
properties including Name, Status, etc. It has two sub-
classes, namely, CorrectiveMaintenance and Preventive-
Maintenance. The Person class represents all the personnel
involved in the maintenance work, and it has properties of
Name, ExpertiseLevel, etc. The Location class represents the
abstraction of physical locations, and it has properties, such
as Name and Time. In the CompEntity class, various sensors
in the context-aware environment can be registered in the
SensorDevice subclass, e.g., camera. The properties Transla-
tion and Rotation encode the real time spatial information of
the camera. The CompDevice subclass represents the mobile
devices used, e.g., laptop and PDA, and it has the proper-
ties of BatteryLevel, CPUUsage, etc. The Equipment class

represents different kinds of equipment in the maintenance
environments, and it has the properties of Model, ID, etc.

The InformationInstances class models the context-aware
AR contents, i.e., each information instance authored should
be registered in this class. The InformationInstances class
has the properties of display and those discussed in Sect. 3.1.
The display property is the property that indicates whether
the information instance should be displayed in the particular
contexts, i.e., value of True or False where True would mean
the instance will be displayed.

Thus, COARMS specifies the intrinsic semantics of main-
tenance environments and it provides a basis for context man-
agement in various maintenance scenarios. To construct a
context ontology for a specific maintenance environment,
instances of the concepts (class, subclass, and property) can
be inserted or deleted. As shown in Fig. 4, the activity to
restore the equipment which fails to start can be modeled
as a subclass of the CorrectiveMaintenance class, and the
properties of each class/subclass can be edited.

Besides ontology, logical rules defining the logical rela-
tionships among the instances of concepts in ontology are
stored in the context knowledge base. The rules are used for
context reasoning and linking the properties of the infor-
mation instances to the contexts. SWRL (Semantic Web
Rule Language) [30], an expressive OWL-based rule lan-
guage is employed in the proposed system to define the rules.
A SWRL rule consists of a body (a set of conditions) and a
head (a set of actions to be taken if all the conditions are sat-
isfied). A condition and/or action in a rule is a rule atom, and
the instances of the concepts defined in the ontology can be
referred in the rules. The rules can be defined via the inter-
faces provided by OWL API, and will be encoded in OWL
descriptions in ontology.

To adapt the information instances to the contexts, two sets
of rules, namely, content adaptation rules and rendering adap-
tation rules need to be defined. The content adaptation rules
filter relevant information instances according to the contexts
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Fig. 4 COARMS
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Fig. 6 Rendering adaptation rule

as they define the relations between the contexts and the con-
tent of information instances. Each rule consists of a body
that specifies a set of relevant contexts and a head that defines
the value of the display property of the information instance.
For example, the content adaptation rule as shown in Fig. 5
defines the information instance Switch&Relay using texts
and symbols (symbolic presentation) to outline the switches
and relays that should be checked (item) to be provided to
the maintenance engineer at the second step of the preventive
maintenance activity of Overhaul.

Rendering adaptation rules relate the rendering-related
properties of an information instance to the contexts. Adapt-
ing a particular rendering related property to the contexts
comprises of two steps. Firstly, the property should be regis-
tered in the context ontology as a property of the information
instance. Next, logical rules have to be defined to link the
properties to the contexts. For example, to render the infor-
mation instance Switch&Relay in the user’s preferred color,
color can be added as a property of the information instance
Switch&Relay and the logical rule can be defined (Fig. 6).

3.2.2 Context provider

The context provider acquires the low-level context data pro-
vided by the CC module (Sect. 3.3) and encodes them in
OWL descriptions to update the context knowledge base. For
example, the values of the property ExpertiseLevel collected
from user inputs and the property OperationTime of Equip-
ment CNC1 acquired from the digital timer are encoded as
Fig. 7a, b respectively. Whenever new contexts are collected,
the CM module will notify the ARV module to update the
AR services.

3.2.3 Context reasoner

The context reasoner derives high-level contexts from the
low-level contexts that have been collected and handles con-
text knowledge queries from the ARV module. The high-level
contexts are derived based on the real time contexts and log-
ical rules defined. For example, the display property of the
information instances Switch&Relay is inferred as true when
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(a)

(b)

Fig. 7 Context provider

the status of the Overhaul activity is Step 2 (Fig. 5). Pellet rea-
soner [31], which is commonly used for ontology-based data
management, is employed in the system as the context rea-
soner. OWL API provides interfaces with the Pellet reasoner
and functions for context reasoning and knowledge queries.

3.3 Context collection module

The CC module acquires the low-level contexts from the
users and other sources, e.g., web servers and sensors. A
mobile user interface based on the fingertip tracking [32]
and virtual panel [23] techniques have been developed for
user inputs. The fingertip tracking technique tracks the user’s
fingertips in the image plane in real time, and the single fin-
gertip pointing gesture is supported in the system for the
user to interact with the virtual panel. Single pointing finger-
tip tracking is a three-step process. First, the user’s hand is
segmented from the background based on the color feature.
Next, all the fingertips are detected from the hand contour
using a curvature-based algorithm. Among all the detected
fingertips, the one that is farthest away from the center of the
hand region is deemed as the pointing fingertip.

A virtual panel used in the system is based on the screen
coordinate, and it is a virtual display of computer augmented
information, such as virtual buttons. Therefore, with the
tracked pointing fingertip, the user can activate the virtual
buttons to achieve the interactions with the system. As shown
in Fig. 8, the user’s tracked fingertip is drawn as a yellow dot,
and there are two virtual buttons, Previous and Next, dis-
played in the virtual panel. To activate a virtual button, the
user can place his fingertip on it for a predefined time range.

In addition, the data interpreter collects the context infor-
mation through processing the raw data provided by various
sources, e.g., web servers, applications and sensors. The data
interpreter has individual functional modules to interact with

Fig. 8 Tracked fingertip and Virtual Panel

each data source. For example, the data interpreter collects
the local time from the digital timer, and derives the equip-
ment operating time through subtracting the local time by
the start operating time. The data interpreter has the track-
ing functional module which processes the real time images
of the real environment captured by the camera, and outputs
the desired low-level contexts in the ontology, e.g., transla-
tion and rotation of the camera, and ID of the marker in view.
The acquired low-level contexts will be transmitted to the
CM module to update the context knowledge base.

3.4 AR-based visualization module

The ARV module realizes the integration of context-aware-
ness and AR technology. This module queries the real time
context knowledge and adapts the authored information
instances, so that information with the right content and
presentation can be provided to the users. There can be
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many information instances authored and stored in the II
module, and providing context relevant information involves
adapting the properties of the authored information instances
according to the contexts. The context adaptation scheme of
the information instances consists of content adaptation and
rendering adaptation that correspond to the content-related
and rendering-related properties of an information instance
respectively (Sect. 3.1).

In content adaptation, the information instances that
should be rendered in the current contexts will be filtered
through querying the value of their property display, i.e.,
information instances with the value of their display prop-
erty as True will be filtered for rendering (Fig. 5). In ren-
dering adaptation, the rendering parameters of the virtual
objects are determined from two sources. The parameters that
are context adaptable are queried from the context knowl-
edge base, and their values are set according to the real
time contexts (Fig. 6). The rest of the rendering parame-
ters are queried from the authoring records stored in the II
module (Sect. 3.1). Finally, a set of rendering units which
consist of the file path of the filtered virtual objects and
their rendering parameters will be generated (Fig. 9). The
rendering units will be drawn in the AR environment using
OpenGL.

4 System implementation and case study

A prototype system has been developed based on the method-
ologies presented in the previous section to provide context-
aware information to the maintenance operators. The CC
module and the ARV module are developed using C++ with
Visual Studio 2005. The CM module has been developed
using OWL API [33] and the Pellet reasoner [31] in Java,
and it communicates with the other modules via socket com-
munications. In addition, a mobile platform, comprising a
Wrap 920 HMD equipped with a web camera, and a laptop,
is constructed.

4.1 Case study

To validate the proposed concept, the adaptation schemes,
the method for authoring context-aware AR contents and
test the prototype context-aware AR maintenance system,
a case study is conducted. The application scenario is the
CNC milling machine in the manufacturing laboratory in the
authors’ institution, and context-aware AR information will
be provided to the various users of the equipment, which are
as follows:

• Instructions on the maintenance of the equipment will be
provided to the engineers according to the task status and
the engineers’ expertise level;

• Alerts on the periodic preventive maintenance tasks will
be provided to the equipment operators;

• Information on the equipment configuration will be pro-
vided to the trainees;

• The virtual objects will be rendered in the users’ preferred
colors.

The context ontology is constructed based on COARMS
(Fig. 10). The person class has three subclasses, i.e., the three
target users of this case study, namely, the engineer, opera-
tor and the trainee. They have the properties of Expertise-
Level, PreferredColor, etc. There are three activities, namely,
ReplaceMillingCutter, CleanWorkSpace and LearnEquip-
Info. ReplaceMillingCutter is a corrective maintenance activ-
ity that requires the engineer to replace a broken cutting
tool to restore equipment performance. CleanWorkSpace is a
preventive maintenance activity that requires the operator to
clean the workspace at 5pm daily. LearnEquipInfo is a train-
ing task that requires the maintenance trainee to understand
the configuration of the milling machine. The location class
has a subclass of MillingArea that represents the surround-
ings of the milling machine, and it has properties of name
and time. In the CompEntity class, the MillingMachine is
registered in Equipment, the Laptop of the mobile platform
is registered in CompDevice, the camera and clock are reg-
istered in the SensorDevice, and a physical marker, kanji, is
registered in Marker and attached on the CNC machine.

There are six information instances authored and to be
provided to different operators involved in the various activ-
ities. ReplaceCutter_H is a brief instruction on the activity
ReplaceMillingCutter, and ReplaceCutter_L1, ReplaceCut-
ter_L2 and ReplaceCutter_L3 describe the instructions on the
three sub-steps of the activity. AlertCleaning is a reminder to
the operator on the activity CleanWorkSpace, and EquipInfo
describes the equipment configuration to the trainee engaged
in the activity LearnEquipInfo using texts, symbols and CAD
models.

Several logical rules are defined for context reasoning and
adaptation. For example, the Status of the activity Clean-
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Fig. 10 Context ontology

CompEntity

Location
Person

Activity

Information 
Instances

Legend: owl: Class rdfs: subClassOf owl: Property

Corrective 
Maintenance

CompDevice

SensorDevice

Item

Presentation

Color

Equipment

Camera

Laptop

Name
Time

Name

ExpertiseLevel

PreferedColor

Marker

ID

Display

Rotation
Translation

Operator

EngineerPreventive 
Maintenance

Name

Status

Trainee
ReplaceMill

CleanWork

TrainingLearnEquipInfo

MillingArea

Milling
Machine

Ren
ReplaceCutter_L1

ReplaceCutter_H

ReplaceCutter_L2

ReplaceCutter_L3

AlertCleaning

EquipInfo

Clock

space

ingCutter

(a)

(b)

(c)

Fig. 11 Logical rules

WorkSpace is derived from the local time obtained from the
CPU timer of the mobile device (Fig. 11a), the information
instance ReplaceCutter_H will be displayed when the engi-
neer has a high level of expertise (Fig. 11b), and the color of
the virtual objects will be configured according to the user’s
preference (Fig. 11c).

The user interface allows information of the contexts of
ExpertiseLevel, PreferredColor, etc., to be obtained from the
user inputs. The time property of the location class is obtained
from the CPU timer of the mobile device, and the translation
and rotation properties of the camera are determined through
analyzing the captured images.

To validate the context adaptation of the authored infor-
mation instances, on-site testing was conducted. The users
carry the mobile platform and log into the system via the
user interface, and different information will be rendered on
the equipment. Brief maintenance instruction is provided to
the experienced engineer to highlight the cutting tool and
describe the operation using texts (Fig. 12a). Detailed instruc-
tions are provided to the engineer with low level of expertise
(Fig. 12b–d). The reminder on cleaning the workspace is
rendered to the operator to indicate the places to be cleaned
when the task is due (Fig. 12e), and the information on the
equipment configuration is displayed to the trainee (Fig. 12f).
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Fig. 12 On-site testing

4.2 Discussion

The case study demonstrates the validity of the proposed con-
cept, the adaptation scheme, as well as the low-level author-
ing method for context-aware AR contents. In addition, the
developed prototype system can obtain and analyze the con-
texts, and adapt the authored information instances to the
contexts correctly. Different information can be provided to
the users according to their roles, levels of expertise, task sta-
tus, preferred color, etc. Thus, the objectives of this research
have been achieved.

However, a few issues that could be improved in future are
identified from the case study. Firstly, the proposed author-
ing method requires programming skills, and domain experts
without such knowledge are hindered in this process. Thus,
the user interfaces that abstract the low-level programming
skills will be developed in future so that more AR develop-
ers can participate in the authoring process to create context-
aware AR contents easily. In addition, the proposed authoring
method use physical markers as real world references to reg-
ister the virtual objects. However, the on-site test conducted
indicates that the virtual information jitters when the user
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moves further away from the marker. In future, using natural
features in the environment for tracking will be explored.

5 Conclusion

The integration of context-awareness and the AR technol-
ogy has been proposed to assist the maintenance personnel
to perform maintenance tasks. The proposed system acquires
and reasons the contexts, based on which, it renders con-
text relevant information to the user. The feature of context-
awareness can improve the usability of AR maintenance sys-
tems in routine and ad hoc maintenance activities. In addi-
tion, the concept and adaptation scheme of context-aware AR
contents are explored, and a low-level authoring method is
proposed.

A case study has been conducted to evaluate the proposed
concepts and techniques. In the case study, various infor-
mation instances are authored using the proposed approach
and a prototype system is developed to validate the system
performance. The case study demonstrates that the authored
information instances can be adapted to the contexts cor-
rectly, and the system is able to provide context relevant AR
services to the users. In future, several research issues will be
explored. A user interface for authoring AR contents will be
developed to abstract the low-level programming skills, so
that users with no programming knowledge are able to par-
ticipate in the authoring process. In addition, using natural
features in the environment as real world references will be
explored to replace the physical markers.
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