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Abstract A fast and interactive implementation for cam-
era pose registration and 3D point reconstruction over a
physical surface is described in this paper. The method
(called SRE—Smart Reverse Engineering) extracts from a
continuous image streaming, provided by a single cam-
era moving around a real object, a point cloud and the
camera’s spatial trajectory. The whole per frame procedure
follows three steps: camera calibration, camera registra-
tion, bundle adjustment and 3D point calculation. Cam-
era calibration task was performed using a traditional
approach based on 2-D structured pattern, while the Opti-
cal Flow approach and the Lucas-Kanade algorithm was
adopted for feature detection and tracking. Camera regis-
tration problem was then solved thanks to the Essential
Matrix definition. Finally a fast Bundle Adjustment was
performed through the Levenberg-Marquardt algorithm to
achieve the best trade-off between 3D structure and cam-
era variations. Exploiting a PC and a commercial web-
cam, an experimental validation was done in order to verify
precision in 3D data reconstruction and speed. Practical
tests helped also to tune up several optimization parame-
ters used to improve efficiency of most CPU time consum-
ing algorithms, like Optical Flow and Bundle Adjustment.
The method showed robust results in 3D reconstruction and
very good performance in real-time applications.
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1 Introduction

1.1 Motivation and state-of-the-art

Visual navigation, entertainment, robotics and augmented
reality are just few examples of industrial applications where
real time camera pose estimation and computation of 3D
objects location within a scene has great relevance. Until the
development of ARToolkit [7] optical tracking was really not
interactive and real-time applications were based on ded-
icated hardware equipment. Several industrial fields may
exploit a real-time software capable to mix interactively real
and virtual geometries in a virtual or in a real environment.
So real and virtual may get closer and user-friendly. In 3D
reconstruction process with optical technique, camera pose
estimation is defined as the problem of determining posi-
tion and orientation of pre-calibrated cameras, through the
image analysis of 3D reference points, provided by exter-
nal known pictures (markers) or 2D features tracked over
a video sequence. Since its great influence on final perfor-
mance, camera tracking appears as one of the most critical
aspect, not only for Mixed Reality applications but also for
many of the state of the art vision systems. In order to obtain
a robust estimation of the 3D points in the scene, camera
calibration has to be accurately performed (Fig. 1).

In the last years many authors have developed algorithms
for camera calibration and registration. A fundamental result
about camera calibration is contained in the work of Zhang
[12], who described a very efficient method, based on the
analysis of two or more views of a calibration pattern (usu-
ally a chessboard of known dimensions). Similar techniques
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Fig. 1 From camera calibration
to 3D point reconstruction

are presented by Kato [7], who focused on retrieving cam-
era location using fiducial markers, as squares of known
size with high contrast patterns in their centre, located in
the 3D environment. Kutulakos [8], without metric infor-
mation about the camera calibration parameters, proposed
artificial markers for camera motion tracking, implementing
a video-based AR system where users interactively select
four or more no-coplanar points to obtain the desired values.
The Structure From Motion (SFM) methodology proposes
a different approach in which recovers 3D geometry from a
couple of two consequent images, avoiding the use of any
marker. Broida [2] developed a method based on SFM tech-
niques using recursive algorithms that allow to estimate the
position of objects in the scene, following several 2-D fea-
tures in image sequence. Also [10] developed algorithms for
camera position and orientation calculation starting from two
shifted images. Bolles and Baker [1], as an alternative, ana-
lyzed a dense sequence of images (shot at high frequency),
simulating a stereo vision with a single camera. Remaining
under the assumption of a single camera use, the Optical Flow
technique can be applied to recover the camera pose between
two views, as it is argued in Horn [6]. Fischler and Bolles
[4] developed a method which become very popular in com-
puter vision when they introduced their RANSAC paradigm
for detecting outliers from data.

In this paper the problem of interactive and monocular
optical tracking, progressive 3D object reconstruction and
completely marker-less statement is described and ad hoc
software has been developed, overcoming the performance
issue with intelligent thread based code and multiprocessing
application.

1.2 Reverse Engineering and Smart Reverse Engineering

The Reverse Engineering activity is commonly considered a
complex procedure that, starting from point acquisition on a
physical object external surface, deals to a 3D CAD model.
Conventional reverse engineering involves two main steps:
the measurement of the physical object and its reconstruction
as a 3D virtual object. The physical object can be measured
using 3D scanning technologies such as coordinate measur-
ing machines or computed tomography scanners, which pro-
vide outputs in the form of an unstructured point cloud, i.e. a

Fig. 2 From physical to virtual model: the reverse engineering steps

large set of vertices in a three dimensional coordinate system,
which lacks topological information and therefore is gener-
ally not directly usable in most 3D applications. The point
cloud is then usually converted to a mesh model, NURBS
(Non Uniform Rational B-Spline) surface model, or CAD
model through a process commonly referred to as 3D recon-
struction so that it can be used for CAE and CAM. This
second step of reconstruction of the virtual 3D object from
the dense point cloud is an inverse problem and generally
does not admit a unique solution. Most proposed approaches
to reconstruction from unstructured data points build poly-
gon meshes that interpolate or approximate the input points.
In Fig. 2 a general flowchart for Reverse Engineering is
represented: after the first step, where the combination of
hardware and software provides the 3D point cloud, a very
long time is taken by the following steps needed to integrate
these very large and accurate models in a CAD system or
in an interactive Virtual Reality environment. This is due to
CAD, that need mathematically described surfaces and not
huge meshes, and visualization and real-time systems that
selected, cleaned and significantly reduced meshes.

SRE (Smart Reverse Engineering) approach is signifi-
cantly different because leads to skip the data acquisition
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Real-time 3D features reconstruction through monocular vision 105

Fig. 3 a Camera equipment included in a CAD system for SRE. b SRE at work with external video on the graphics window background

stage in order to return interactively a geometry directly
inside the CAD system. Furthermore SRE exploits optical
low cost equipments (camera or webcam) in order to get data
from physical surfaces. In Fig. 3a the camera equipment used
by SRE software is showed while in Fig. 3b a SRE software
prototype is working as a plug-in within Rhinoceros CAD,
giving the proof that interactive reverse modelling is possible.
Of course the reconstruction precision level is significantly
lower than using a classic Reverse Engineering procedure,
but the time needed by the whole process is reduced by over
50%.

Once introduced in a CAD environment, 3D data can
be easily shared with other designers through collaborative
modules already available in several commercial systems.
Moreover the SRE approach may greatly help the designer
in the very first project stage, where a “starting geometry”
available in seconds is a good hint for the further develop-
ment.

As shown in Fig. 3b, SRE reconstructs few points, refines
and adds 2D features through optical flow parameters, adjust-
ing and immediately returning them to the modelling envi-
ronment. So the method is incremental: more time is spent
over a surface, more 3D points may be captured. Unfortu-
nately the optical tracking is not so accurate as, for exam-
ple, laser scanning system; the final reconstruction lacks in
precision, but is accurate enough to be used in a reverse mod-
elling environment.

The paper is organized as follows. The next section treats
the camera calibration process, exploited through the anal-
ysis of several image of the same calibration pattern. Sec-
tion 2.1.1 is focused on the feature detection and tracking
steps, based on the Optical Flow technique (Sect. 2.1.2)
and the Lucas-Kanade algorithm (Sect. 2.1.3). Section 2.2
describes the epipolar geometry (Sect. 2.2.1) and the camera
pose estimation task (Sect. 2.2.2). Section 2.3 and 2.4 refer
to 3D reconstruction and point refinement, realized adopting
the Bundle Adjustment optimization technique. The last two

sections summarize the implementation details and the most
important modifications introduced in algorithms for reduc-
ing the global computational cost and achieving good real
time performance, validated by synthetic and real tests per-
formed through a simple device composed by a video device
and a tablet PC.

2 SRE implementation

2.1 Camera calibration

Camera calibration is crucially important for any 3D recon-
struction task, because it allows to extract metric informa-
tion from 2-D images. It is usually performed off-line by
observing a calibration object, whose geometry and size in
3D space are known with high precision. One of the most
used technique in practice requires the camera captures min-
imum two different orientation of a planar pattern, similar
to the board shown in Fig. 4. The mathematical model of
the camera, widely assumed as a pinhole, is based on the

Fig. 4 2-D planar pattern used for calibration and its coordinate system
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calibration matrix K, which is 3 × 3 upper triangular and
non-singular:

K =
⎛
⎝

αx s x0

0 αy y0

0 0 1

⎞
⎠

where:

• αx and αy are the focal lengths along the x-axes and
y-axes, measured in pixels (in general, αy = r ·αx , where
r is the aspect ratio of pixels, but it is usually equal to 1);

• C0 = [x0, y0] is the principal point, which is the projec-
tion center on the image plane, obtained as the intersection
between the image plane and the line perpendicular to it
and passing through the camera center;

• s = tan θ, where θ is the angle between the x and y axes
of the image, is the skew coefficient (the images axes are
generally perpendiculars so θ = 90◦).

External parameters depend on position and orientation of
the real camera with respect to the world reference system.
The six external parameters are computed starting from the
t vector and the R matrix:

• three parameters for the translation vector t = [
tx , ty, tz

]
;

• three parameters for the rotation matrix

R = [r1, r2, r3]

with:

r1 =
⎛
⎝

cos (β) · cos (γ )

− cos (β) · sin (γ )

sin (β)

⎞
⎠

r2 =
⎛
⎝

sin (α) · sin (β) · cos (γ ) + cos (α) · sin (γ )

− sin (α) · sin (β) · sin (γ ) + cos (α) · cos (γ )

− sin (α) · cos (β)

⎞
⎠

r3 =
⎛
⎝

− cos (α) · sin (β) · cos (γ ) + sin (α) · sin (γ )

cos (α) · sin (β) · sin (γ ) + sin (α) · cos (γ )

cos (α) · cos (β)

⎞
⎠

During the calibration stage a printed marker is projected
and then acquired by the camera. Through the analysis of
several images of this pattern, at least n corresponding points
(xi , Xi ) , i = 1, . . . , n, need to be provided, where Xi is a
point on the scene and xi is its image on the projection plane.

According to [12], the calibration algorithm for the cam-
era is composed of three fundamental parts:

1. computing the homography between the model plane and
its image, for each image considered;

2. imposing the homography constraints and solve an
homogeneous linear system to find the matrix K;

3. computing matrix R and vector t.

The model plane is defined as the plane where the calibra-
tion pattern lies, with respect to the world reference system.
Without loss of generality, the model plane can be assumed as
Z = 0. If we call P the projection matrix P = KR [I |−t ] , I
is the 3 × 3 Identity matrix, the following equation can be
written:

λxi = PXi = KR [I |−t ] Xi (1)

Such relation is valid for each xi in the image plane and
for each Xi in the 3D scene, where λ ∈ R is an arbitrary scale
factor. Writing Eq. 1 in homogeneous coordinate:

λ

⎡
⎣

xi

yi

1

⎤
⎦ = K [R |R (−t) ] = K

[
r1 r2 r3

∣∣t̃ ]
⎡
⎢⎢⎣

Xi

Yi

0
1

⎤
⎥⎥⎦

K [R |R (−t) ] = K
[
r1 r2

∣∣t̃ ]
⎡
⎣

Xi

Yi

1

⎤
⎦

with t̃ = R (−t). Denoting with X̃i = [Xi , Yi , 1]T an homo-
geneous point in the plane Z = 0, point X̃i is related to its
image x̃i = [xi , yi , 1]T by the following equations:

λx̃i = HX̃i H = K
[
r1 r2

∣∣t̃ ] (2)

Matrix H is the 3×3 Homography matrix between the model
plane and the image plane:

H = K
[
r1 r2

∣∣t̃ ] = [h1 h2 h3]

The columns of a rotation matrix are orthonormal, so [12]:

hT
1 K−T K−1h2 = 0 (3)

and

hT
1 K−T K−1h2 = hT

2 K−T K−1h2 (4)

The following 3 × 3 symmetric matrix, called B,

B = K−T K−1

can be defined by a 6-dimensional vector b = [B11, B12,

B22, B13, B23, B33]T . Denoting the i-th column of matrix H
as hi = [hi1, hi2, hi3]T ; the following relation is valid:

hT
i Bh j = vT

i j B (5)

where

vi j = [
hi1h j1, hi1h j2 + hi2h j1, hi2h j2, hi3h j1

+ hi1h j3, . . . , hi3h j2 + hi2h j3, hi3h j3
]T
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Equations 3 and Eq. 4 can be rewritten as:
[

vT
12

(v11 − v22)
T

]
b = 0 (6)

Considering n images of the model plane, written as in (6)
the following system can be obtained:

Vb = 0

where V is a 2n ×6 matrix. This system can be solved apply-
ing the Singular Value Decomposition Theory. Once b is
estimated, camera intrinsic matrix K can be computed. See
Zhang [12] for a more detailed algorithm description. Once
K is known, also the camera extrinsic parameters for each
image are easily computed:

r1 = λK−1h1

r2 = λK−1h2

r3 = r1 × r2

t = λK−1h3

with λ = 1‖K−1h1‖ . Applying the Maximum Likelyhood Esti-

mate algorithm, matrices K, R and vector t can be refined and
the desired precision can be obtained.

2.1.1 Feature detection and extraction

Feature detection and feature correspondence are widely con-
sidered as the key steps for an accurate 3D reconstruction.
Such features, also called points of interest, can be defined as
locations characterized by large intensity variations in every
direction [9]. Two points, belonging to two different images
I j−1 and I j , are conjugated if they are the projection of the
same 3D point in the scene. These conjugated points can be
found using the corner method. According to this method, a
point on the image is classified in dependence of its direc-
tional variation:

• it is a plane point if there is no variation;
• it is an edge point if there is a variation along one direc-

tion;
• it is a corner point if the variations are along all directions.

Given the point P (u, v) on the first image and its neigh-
bourhood W and d ∈ W, then the following function can be
defined:

Eh (P) =
∑
d∈W

[I (P + d) − I (P + d + h)]2 (7)

where I represents the image intensity. Function Eh com-
putes the variation of brightness between two points of W
for a displacement h, where h is the maximum limit of the
computable disparity. Using truncated Taylor’s series, Eh (P)

has the following form:

Eh (P) =
∑
d∈W

[
∇I (P + d)T h

]2

=
∑
d∈W

hT (∇I (P + d)) (∇I (P + d))T h

=
∑
d∈W

hT
(

I2
u IuIv

IuIv I2
v

)
h

where ∇I (P + d) = [IuIv]2. A Gaussian weight function
w (∗) can be introduced on W in order to smooth the result
and to limit the affect of noise in the window; w has the
expression:

w (d) = 1

σ
√

2π
e

−‖d‖2

2σ2

The Taylor’s series can be now rewritten as:

Eh (P) = hT

⎛
⎜⎝

∑
d∈W

I2
uw (d)

∑
d∈W

IuIvw (d)

∑
d∈W

IuIvw (d)
∑

d∈W
I2
vw (d)

⎞
⎟⎠h (8)

Considering the following pseudo-hessian 2 × 2 matrix M:

M =
⎛
⎜⎝

∑
d∈W

I2
uw (d)

∑
d∈W

IuIvw (d)

∑
d∈W

IuIvw (d)
∑

d∈W
I2
vw (d)

⎞
⎟⎠ (9)

Equation 8 can be rewritten in the following form:

Eh (P) = hT Mh

M is symmetric and positive-defined, so it is diagonalizable
and its eigenvalues are not-negative. In order to classify the
point P, the eigenvalues λ1, λ2 of M (for unitary displace-
ments h) have to be computed:

• if λ1 ≈ λ2 ≈ 0, P is a plane point (the considered window
region has approximately a constant intensity);

• if λ1 ≈ 0 and λ2 > 0, P is an edge point (only shifts
along the edge cause little change in E);

• if λ1 > 0 and λ2 > 0, P is a corner point (shifts in any
direction will increase E).

Let λ1 > λ2: according to this classification, P is a corner if:

λ1 > 0
λ2

λ1
→ 1.

Thanks to such approach a good number of feature points
can be located on the first image with high accuracy.

2.1.2 Feature matching by optical flow

After having determined a sufficient number of points of
interest on the first image, the same points have to be
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Fig. 5 Finding the optical flow vector

found on the second frame, through a process called match-
ing of corresponding points. Seven pairs of corresponding
points minimum are needed to correctly determine the geo-
metric relationship between two images. Image matching
represents a fundamental aspect of many problems in com-
puter vision, including object or scene recognition, 3D recon-
struction from multiple images, stereo correspondence and
motion tracking. Feature extraction on different images can
be done applying the concept of Optical Flow. The expres-
sion “Optical Flow” denotes a vector field defined on the
image plane and obtained following the motion of some
points of interest in the scene (Fig. 5), due to a relative
motion of the objects with respect to the viewer. The Opti-
cal Flow method is based on the widely accepted assump-
tion that points laying at the same location (confirmed by
corresponding pixel values) maintain their brightness con-
stant over time. Defined as I (x, y) and J (x, y) the greyscale
values of two images at the location x = [x, y]T , x and
y are the two pixel coordinates of a generic image point
p. Considering an image point p = [

px , py
]T on the first

image x = [x, y]T , the feature tracking goal is finding the
location q = p + v = [

px + vx , py + vy
]T on the second

image J such as I (p) and J (q) show similarities. The vector
v = [

vx , vy
]T is the image velocity at p, also known as the

Optical Flow at p.

2.1.3 Lucas-Kanade algorithm for feature tracking

One of the most efficient feature tracking algorithms is
the Lukas-Kanade differential algorithm. Such approach
addresses the local Taylor series approximation for the image
signal to calculate the motion between two frames. The
assumption of this method is that the image intensity remains
constant for small shifting displacements:

I (x, y, t) = I (x + δx, y + δy, t + δt) (10)

where I (x, y, t) is the image intensity at point (x, y) at time t .

Assuming the movement as small enough to avoid spatial
discontinuities in reflectance, the image constraint at time
t + δt can be developed, with Taylor series, to get:

I (x + δx, y + δy, t + δt) = I (x, y, t) + ∂I
∂x

δx + ∂I
∂y

δy

+∂I
∂t

+ o
(

t2
)

After the substitution in Eq. (10), the constraint equation
becomes:

dI (x, y, t)

dt
= o

(
t2
)

Or

Ix (x, y) vx + Iy (x, y) vy + It (x, y) = 0 (11)

The “brightness change constraint equation” expressed by
Eq. (11) is a linear constraint on the image velocity com-
ponents vx and vy with the partial derivatives of brightness,
Ix , Iy and It as coefficients. Equation (11) is equivalent to

Ix (x, y) vx + Iy (x, y) vy = −It (x, y) (12)

Equation (12) shows two unknowns and cannot be immedi-
ately solved without additional constraints. This is known as
the aperture problem of the Optical Flow algorithms. Another
set of equations, given by some additional constraint, is
needed to solve the Optical Flow ambiguity. The solution
given by Lucas and Kanade in is a non-iterative method
which assumes that the flow is locally constant (brightness
smoothness constraint). Using the Optical Flow equation for
a set of adjacent pixels and assuming that all of them have
the same velocity, the Optical Flow computation task can be
reduced to solve a linear system and the approximate solu-
tion is found using the least squares method. Adding the
brightness smoothness constraint, the following system can
be obtained:
⎡
⎢⎢⎣

Ix1 Iy1

Ix2 Iy2

· · · · · ·
Ixn Iyn

⎤
⎥⎥⎦
[

vx

vy

]
=

⎡
⎢⎢⎣

−It1

−It2

· · ·
−Itn

⎤
⎥⎥⎦ (13)

valid for n pixels in the considered neighbourhood of point
(x, y).

System (13) can be rewritten in a more compact form:

Av = b (14)

Applying the least squares method a solution of (14) is:

v =
(

AT A
)−1

AT b (15)

The Optical Flow estimated in (15) is then interpolated and
refined in order to achieve a correct velocity vector for the
point movement. A Gaussian weighting function w (i, j),
where i, j ∈ [1, . . . , m] and m is the window size in two
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dimensions, should be added to give more prominence to
the center pixel of the window. The iteration can be stopped
when the computed pixel residual value is smaller then a
given threshold (usually fixed at 0.03 pixels) or when a max-
imum number of iterations is reached (usually 20 iterations).
The Lukas-Kanade iterative method provides sufficient local
tracking accuracy.

2.2 Camera registration

Section 3 described the method used to obtain feature extrac-
tion and correspondence between given images. If the process
can be leaded on images acquired from different directions
and for a sufficent number of points and lines, then camera
pose during its motion may be calculated.

2.2.1 Epipolar geometry

Realized a good correspondence of features, the geometric
constrains between different views can be established, as
described by the Epipolar Geometry theory for two images
of a single scene (Fig. 6). Such images can be taken by dif-
ferent cameras or by a moving single camera at different
time. However, when the motion between the two images
is not known, the epipolar geometry is also undetermined.
During the 1990s, the concept of Fundamental Matrix F was
introduced by Faugeras [3], in order to generalize Epipolar
Geometry for uncalibrated cameras.

Given two images I j and I j+1, taken from the same cam-
era in different positions, the fundamental 3 × 3 matrix F
establishes the relation between an epipolar line on I j+1 and
the corresponding point on I j .

Each camera position is described by its centre
(
O, O ′)

and the relative image plane. The epipolar plane contains
the 3D object point P and the camera centres of projec-
tion. Epipoles

(
e, e′) represent the intersection between the

image plan and the baseline connecting O and O ′ and lay-
ing on the epipolar plane. Epipolar lines are defined as the
intersection between the epipolar plane and the image plane.

Fig. 6 Epipolar geometry

After introducing the 3 × 3 skew matrix N associated to the
vector t:

N =
⎛
⎝

0 −tz ty

tz 0 −tx
−ty tx 0

⎞
⎠

the Fundamental Matrix has the following expression, (the
scale factor is not included):

F ∼= K−T NRK−1 (16)

where R and t are the relative rotation and translation
between the two positions of the moving camera. If n pairs
of corresponding points

(
x, x′) in the two images are known,

the following epipolar equation is valid:

x′T Fx = 0

The epipoles e and e′, respectively of I j and I j+1, are
the eigenvectors of F corresponding to the eigenvalue
zero:

Fe = 0 Fe′ = 0

Appling the epipolar equation to all the n corresponding
points, an homogeneous system, whose solution is the matrix
F, is obtained. This system can be rewritten in a more com-
pact form:

BX = 0 (17)

for an appropriate matrix B and it is usually an over-
determinated system. Such system can be solved exploiting
the Singular Value Decomposition, so F can be determined.
It is important to normalize the image coordinates before
solving the linear equations previously mentioned. Normal-
ization avoids the columns of matrix B in Eq. (17) differing
even several orders of magnitude and avoids error concen-
trating on the coefficients corresponding to the smaller col-
umns. Some important properties of the matrix F for the pair
of positions

(
C, C′) are that FT is the fundamental matrix

for
(
C′, C

)
and the matrix is not of full rank, so det (F) = 0.

2.2.2 Camera pose estimation

Given the matrix K and the Fundamental Matrix F for a cou-
ple of subsequent images, camera pose during the real video-
camera movement can be interactively extracted. Without
loss of generality, the world reference system is supposed to
coincide with the first camera reference system and, under
this assumption, the method presented here guarantees an
efficient computation of the rotation and translation of the
second camera position with respect to the first one. This
movement is expressed by a 3 × 3 rotation matrix R and a
1×3 translation vector t. Hartley [5] analyzes the properties
of the Essential Matrix E, which is a 3 × 3 matrix derived
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from the Fundamental Matrix F:

E = KT FK = NR

As the fundamental matrix, the essential matrix E is not of
full rank (det (E) = 0) and it can be used to solve the regis-
tration problem through the Singular Value Decomposition
method. Thanks to this decomposition, E can be rewritten as

E = USVT

where U, V are orthogonal 3×3 matrices (UUT = VVT = I)
and S is a 3 × 3 diagonal matrix whose diagonal elements
are the singular values of matrix E. Let W be the matrix:

W =
⎛
⎝

0 −1 0
1 0 0
0 0 1

⎞
⎠

The algorithm now finds two possible rotation matrices R1

and R2 between the two positions:

R1 = UWVT

R2 = UWT VT

and two possible translation vectors:

t1 = U3 t2 = −U3

where U3 is the last column of matrix U. The difference in
sign of the two possible translation vectors is due to the fact
that t can have opposite direction (from the first camera to
the second one and vice versa) and the two rotation matrices
differs of a rotation of 180 degrees around the baseline. This
ambiguity, called projective ambiguity, can be immediately
eliminated finding the unique transformation which maps
2-D points in front of both positions and for which all the 3D
points have positive z-values.

2.3 3D reconstruction

Obtained the values of the matrices K and F, the camera loca-
tion at the j-th frame is well-known. Exploiting an inverse
projection computation, keeping the world coordinate sys-
tem coinciding with the system of the first camera, the most
visual feature 3D coordinates can be calculated. The projec-
tion matrix P j−1, which maps an image point xi from the
first image to a 3D point Xi , has the following form:

P j−1 = K [I |0 ] ⇒ xi = P j−1Xi (18)

The projection matrix P j analogously transforms an image
point x′

i from the second image to a 3D point Xi :

P j = KR [I |−t ] ⇒ x′
i = P j Xi (19)

Having already determined P j−1 and P j , the coordinates
of the point X corresponding to the two projection points

considered may be calculated. Define now

P j−1 = [c1 c2 c3]T P j = [
c′

1 c′
2 c′

3

]T

Equation (18) can be rewritten as:

ω [xi yi 1]T = [c1 c2 c3]T Xi (20)

where ω stands for the homogeneous coordinate, and Eq. (19)
becomes:

ω [xi yi 1]T = [c1 c2 c3]T Xi (21)

Developing Eq. (20), a system of three equations is obtained:
⎧⎨
⎩

ωxi = c1Xi

ωyi = c2Xi

ω = c3Xi

and it can be reduced to
{

c3Xi xi = c1Xi

c3Xi yi = c2Xi
⇒

{
c3Xi xi − c1Xi = 0
c3Xi yi − c2Xi = 0

⇒
[

c3xi − c1

c3 yi − c2

]
Xi = 0 (22)

In the same way, starting from Eq. (21) the final system is:
[

c′
3x ′

i − c′
1

c′
3 y′

i − c′
2

]
Xi = 0 (23)

Combining together the relations (22) and (23), the final
triangulation equation is:

⎡
⎢⎢⎢⎢⎣

c3xi − c1

c3 yi − c2

c′
3x ′

i − c′
1

c′
3 y′

i − c′
2

⎤
⎥⎥⎥⎥⎦

Xi = 0 (24)

which appears as a linear homogeneous system and it can be
solved using the Least Squares Method. For each pair of cor-
responding points on the two images, a 3D point X expressed
in the world reference system can now be determined. The
unknown scale factor in Eq. (16) is usually determined using
a known length on the scene and observing its variation.

2.4 Bundle adjustment and point refinement

Bundle Adjustment was originally conceived for photogram-
metry and then widely adopted in computer vision algo-
rithms. This technique aims to minimize the re-projection
error between observed and predicted image points, which is
expressed as sum of squares of a number of non-linear real-
valued functions. The Levenberg-Marquardt (LM) is widely
used to solve Bundle Adjustment task.
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2.4.1 The Levenberg-Marquardt algorithm

The LM algorithm is an iterative technique that locates
the minimum of a multivariate function, expressed as the
sum of squares of non-linear real-valued functions, and it is
essentially a combination of steepest descent and the Gauss-
Newton method. The LM algorithm is more robust than the
Gauss-Newton algorithm since it can find a good solution
even starting very far from the final minimum. During the
last decade, this method has been widely adopted in the field
of Computer Vision because of its low computational cost
with respect to many other algorithms.

2.4.2 The bundle adjustment algorithm

Consider n 3D points from m different views, where an image
point is denoted by xi j , which is the projection of the i-th
point on image j . The BA algorithm is used to refine a set of
initial camera and structure parameters estimated for finding
the final values that best predict the locations of the observed
n points in the m images considered. Each camera j is param-
eterized by a vector c j and each 3D point i by a vector vi .

According to the previous notation, Bundle Adjustment
minimizes the re-projection error with respect to all 3D points
and camera parameters, expressed by the following function:

min
c j ,vi

n∑
i=0

m∑
j=0

dE
(
P
(
c j , vi

)
, xi, j

)2

where P
(
c j , vi

)
is the predicted projection of point i on

image j end dE is the Euclidean distance in R2. The cam-
era parameters contained in vector c j are expressed by a

translation vector t j =
[
t j
x , t j

y , t j
z

]
and a quaternion q j =[

cos
θ j
2 , u j

1 sin
θ j
2 , u j

2 sin
θ j
2 , u j

3 sin
θ j
2

]
, which expresses the

rotation of angle θ j and axes u j =
[
u j

1, u j
2, u j

3

]
. Let B0

be an initial parameter estimate, defined by all parameters
describing the m projection matrices and the n 3D points

B0 =
(

cT
1 , . . . , cT

m, vT
1 , . . . , vT

n

)

The corresponding measurement vector M0, made by the 2D
image points, is defined by a functional relation M0 = f (B0)

and has the following form:

M0 =
(

xT
11, . . . , xT

1m, . . . , xT
n1, . . . , xT

nm

)

If
∑

M denotes the covariance matrix corresponding to the
measurement vector M, the BA problem consists of mini-
mizing the squared Mahalanobis distance:

εT
−1∑
M

ε

with ε = M − M0 over B. Applying the LM non-linear
least squares algorithm to iteratively solve the problem, an
equation with a regular sparse block structure is obtained,
because of the lack of interaction between parameters of dif-
ferent cameras and different 3D points. Considerable com-
putational benefits can be gained and a good solution can be
finally obtained, especially when a good starting point for
BA, i.e. obtained from the previous matrix estimations of R
and t, is given. In conclusion, Bundle Adjustment does not
only increase the accuracy of the camera trajectory, but also
prevents error build up in a way that decreases the frequency
of total failure of the camera tracking.

3 Results

In order to test the overall performances of the previous
described algorithms, a piece of C++ code has been devel-
oped and compiled either in standalone executable, either in
Dynamic Link Library (DLL) form.

3.1 Real-time performances

A big effort has been dedicated to improve the performances
of this algorithm and to enforce the robustness of the method,
the following modifications were introduced:

• Threaded code was used to exploit multi-core CPUs;
• The calibration matrix K was obtained by the analysis

of five different images, so a good compromise between
precision and performances was achieved;

• The angle between two following images processed was
kept fixed around 40 degrees so the Optical Flow per-
formed a fast evaluation of the corresponding points. This
choice was related to the fact that in the case of a video
sequence, consecutive frames are very close together and
the computation of epipolar geometry could be ill condi-
tioned due to the short baseline;

• The conditioning number of the problem of finding matrix
F can be augmented by an appropriate rescaling of the
2-D points extracted from the images;

• The RANSAC algorithm [4] was used to compute the
fundamental matrix F; RANSAC method is capable of
smoothing data containing a significant percentage of
gross errors, and thus is ideally suited for applications in
automated image analysis, where interpretation is based
on the data provided by error-prone feature detectors.
Thanks to this method, the outliers contained in the initial
set of feature points were detected and isolated, avoiding
the least-squares approach to fail.

• For the Optical Flow computation, the Lucas-Kanade
algorithm was chosen because of its robustness in pres-
ence of noise.

123



112 A. Liverani et al.

Fig. 7 Frames skipped during the session

• In the Bundle Adjustment process the Jacobian of the
projection function was explicitly specified in order to
reduce the computational cost of the method;

• The Bundle Adjustment was applied to the projection
matrices and not only to the 3D points, to improve the
result accuracy;

• Final 3D point were expressed with respect to the first
camera reference system, so the number of changes of
the coordinate system was reduced, in order to limit pos-
sible propagation of numerical errors.

3.2 Experimental

The proposed camera registration and 3D reconstruction
method has been extensively validated with the aid of both
synthetic and real image sequences. A low cost system com-
posed by an elementary video device (such as a camera or
a webcam) was used to acquire a video sequence of a fixed
scene while a multi-core tablet PC was used for image pro-
cessing and data analysis.

The reconstruction performances are also greatly affected
by the camera resolution that, on one hand improves the fea-
ture identification and recover, but on the other hand induces
a non linear performance reduction. In Fig. 7 an experimental
data graph has been introduced in order to appreciate the rela-
tion between the camera picture resolution and the number
of frames skipped during the session.

In fact frames are automatically skipped by the software
on the basis of a setup file defined by the user. The opera-
tor defines the correct frame rate from several experimental
tests, keeping also in count the CPU power. An automatic
procedure is under development.

4 Conclusions

The paper presents the design and implementation of real-
time 3D camera registration and geometry reconstruction,
realized in order to be perform with a singular handheld

camera freely moved and combined within a CAD envi-
ronment. SRE plug-in has been designed for performance
optimization, consolidating and modifying several algo-
rithms used in different 3D computer vision fields.
The very relevant amount of calculations needed to perform
feature extraction from camera pose and 3D points recon-
struction over a real object has been solved as needed in
most industrial applications, like robotics and digital visuali-
zation, beneath the precision is never better than 0.5–1 mm in
3D coordinates. On the other hand, SRE seems to be partic-
ularly useful in CAD reverse modelling, where interactivity,
much more than precision, helps to overcome the well-known
problem of the slow geometry reconstruction.
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