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Abstract
One of the objectives in the field of artificial intelligence for some decades has been 
the development of artificial agents capable of coexisting in harmony with people 
and other systems. The computing research community has made efforts to design 
artificial agents capable of doing tasks the way people do, tasks requiring cogni-
tive mechanisms such as planning, decision-making, and learning. The application 
domains of such software agents are evident nowadays. Humans are experiencing 
the inclusion of artificial agents in their environment as unmanned vehicles, intel-
ligent houses, and humanoid robots capable of caring for people. In this context, 
research in the field of machine ethics has become more than a hot topic. Machine 
ethics focuses on developing ethical mechanisms for artificial agents to be capable of 
engaging in moral behavior. However, there are still crucial challenges in the devel-
opment of truly Artificial Moral Agents. This paper aims to show the current status 
of Artificial Moral Agents by analyzing models proposed over the past two decades. 
As a result of this review, a taxonomy to classify Artificial Moral Agents according 
to the strategies and criteria used to deal with ethical problems is proposed. The pre-
sented review aims to illustrate (1) the complexity of designing and developing ethi-
cal mechanisms for this type of agent, and (2) that there is a long way to go (from 
a technological perspective) before this type of artificial agent can replace human 
judgment in difficult, surprising or ambiguous moral situations.
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Introduction

An objective in the field of artificial intelligence (AI) for some decades has been the 
development of Artificial Agents (AAs) capable of doing the same tasks as humans 
(Cervantes et al. 2017; Choi and Langley 2018; Kishi et al. 2017; Metta et al. 2010; 
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Shigemi 2018; Vernon et al. 2007). These tasks can be very simple such as making 
basic decisions to move from one point to another in the office, but some tasks can 
be extremely complex such as caring for people. Humans currently live in a digital 
society where new concepts and services are arising, including the Internet of things 
and smart cities (Arkin 2009; Bandyopadhyay and Sen 2011; Batty et al. 2012). In 
fact, technology is highly embedded in people’s daily life (Beauvisage 2009; Cook 
and Das 2012). Mobile devices such as smartphones and tablets are a good example 
of how people are involved in a digital world. People use these smart devices to 
access a wide variety of services, including e-commerce, sharing information, read-
ing/listening to news, health care, and augmented reality applications. In this con-
text, a key consideration when developing AAs is that they should be designed to be 
capable of coexisting in harmony with people and other systems. The development 
of AAs that operate in dynamic environments involves a series of challenges such 
as providing them with autonomy and with mechanisms for improving their internal 
functions, including perception, decision-making, planning, and learning. Adjust-
able autonomy is an approach used to mitigate some of these challenges (Mostafa 
et al. 2019). Adjustable autonomy can be defined as those mechanisms implemented 
in AAs that enable humans to share, oversight, and intervene in the control of AAs 
when they cannot deal with complex situations (Mostafa et  al. 2018, 2019; Zieba 
et al. 2010). This approach promotes the development of AAs with different auton-
omy levels that provide flexibility and reliability to the AAs’ performance. Particu-
larly, adjustable autonomy proposes to endow AAs with a flexible and incremental 
autonomy to transfer the decision of critical, uncertain, or unseen situations from the 
AAs to the humans. The objective of implementing adjustable autonomy in AAs is 
to maintain human’s global control over AAs in order to avoid undesirable or inap-
propriate autonomous behaviors (Mostafa et  al. 2019). In addition, in the field of 
machine ethics, a crucial challenge has been to endow AAs with ethical mechanisms 
in order to provide them with the ability to address issues that may arise in the rela-
tionship between AAs and human beings, such as moral dilemmas where the action 
or inaction of an AA may lead a human to suffer harm (Alaieri and Vellino 2016; 
Borenstein and Arkin 2019; Deng 2015; Gogoll and Müller 2017). In the academic 
field, different scholar groups may be recognized that (1) support the development 
of ethical agents (Han and Pereira 2018; Malle 2016), or (2) argue against the devel-
opment of such type of agent (Van Wynsberghe and Robbins 2018; Yampolskiy 
2013). Rather than contributing to this debate, the objective of the present paper is 
to provide a review of computational models for developing ethical agents reported 
in the literature.

Brachman (2002), philosopher and research-professor predicted that in the near 
future there will be cognitive computers (intelligent systems) capable of learning 
by themselves from their experience in order to improve their behavior. Cognitive 
computers of this type will be able to use their previous experience to reason, learn, 
and respond intelligently to things they have never encountered before. In the last 
decades, neuroscience and psychology have been two disciplines that have pro-
vided theories and models that represent a rich source of inspiration for the field 
of AI. In particular, these theories have enabled the design of new types of algo-
rithms and cognitive architectures based on how cognitive functions of human and 
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non-human brains work (Hassabis et al. 2017; Laird et al. 2017). For example, there 
are some research projects focused on developing cognitive computers such as iCub 
(Kishi et al. 2017; Tikhanoff et al. 2011). This is a humanoid robot for research in 
embodied cognition. iCub aims to replicate the physical and cognitive abilities of 
a 2.5-year-old baby. ASIMO (Shigemi 2018) is another humanoid robot developed 
with the goal of coexisting with people to assist them in their daily lives. Its cogni-
tive functions let ASIMO become capable of responding to the surrounding situ-
ations through recognizing objects and people around it. Soar (Laird 2008; Laird 
et al. 2012), ACT-R (Borst and Anderson 2015; Trafton et al. 2013), LIDA (Wal-
lach et  al. 2010), and Icarus (Choi and Langley 2018) are examples of computa-
tional models based on human cognition. These computational models are known 
as cognitive architectures. These models have been implemented in both virtual and 
physical artificial agents in order to test their cognitive functions. However, despite 
relevant advances achieved in the field of AI in the last decades, human beings are 
still far from seeing those cognitive computers predicted by Brachman (2002).

The idea of a society that coexists with artificial agents has led to the analysis of 
the behaviors that these AAs must exhibit in several potential situations. The com-
puting research community has made efforts over the last two decades to develop 
moral and ethical agents to achieve systems capable of facing moral situations that 
may arise in the interaction with humans (Anderson and Anderson 2007a; Belloni 
et  al. 2015; Gogoll and Müller 2017; Podschwadek 2017; Wallach 2008, 2010; 
Wellman and Rajan 2017). However, studying and analyzing the concepts of moral-
ity and ethics in order to define a formal computational model for AAs is still a chal-
lenging task (Bringsjord et al. 2014; Govindarajulu et al. 2018).

A new field has emerged in recent years to address the issues discussed above 
regarding ethical and moral agents that is known by a number of names: machine 
ethics, machine morality, artificial morality, computational morality, roboethics, 
and friendly artificial intelligence (Anderson and Anderson 2007a; Cervantes et al. 
2016; Podschwadek 2017; Wallach 2008; Wallach et al. 2010). In this field, mecha-
nisms to endow AAs with ethical behavior have been proposed, taking inspiration 
from the concepts of human ethics and morality (Belloni et al. 2014; Bonnemains 
et al. 2018; Gogoll and Müller 2017; Greene et al. 2016; Podschwadek 2017; Wal-
lach 2008, 2010; Wallach et  al. 2008). In the literature of machine ethics, ethical 
artificial agents are commonly known as Artificial Moral Agents (AMAs) (Allen 
et al. 2005; Arkin 2010; Podschwadek 2017; Wallach 2008, 2010). The term AMA 
will be used throughout the paper to refer to artificial agents capable of making ethi-
cal and moral decisions.

This paper analyzes models reported in the literature that seek to endow AAs 
with mechanisms to exhibit ethical behavior. This paper aims to show the current 
status of Artificial Moral Agents based on the analysis of models proposed over the 
past two decades. As a result of this review, a taxonomy to classify ethical and moral 
agents according to the strategies and criteria used to deal with ethical problems is 
proposed. The remainder of this paper is structured as follows. In “Ethics and Arti-
ficial Agents” section, an explanation of the concepts of ethics and AMAs as well as 
a discussion of theories and models of human ethics that have inspired their under-
lying design are presented. “Moral Dilemma as a Case Study for Ethical Agents” 
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section illustrates the complexity of making ethical decisions and the aspects 
involved in this type of decision-making by describing situations involving moral 
dilemmas. In “Taxonomy” section, a taxonomy to classify AMAs is proposed. This 
taxonomy is based on the review of ethical computational models reported in the lit-
erature. After that, in “The Current State of AMAs” section, the proposals reported 
in the literature for developing ethical agents are analyzed and classified. This clas-
sification is based on the proposed taxonomy. Finally, “Conclusion” section provides 
some concluding remarks about the current state of AMAs.

Ethics and Artificial Agents

Humans are looking to delegate part of their decision-making power to artificial 
agents, thus increasing the scope of their activities (Abbass et al. 2016; Czubenko 
et al. 2015; Kahn Jr. et al. 2012; Vernon et al. 2007; Waldrop 2015). Every day, it 
is possible to find important applications where AAs are becoming a major issue in 
current human’s digital society. For instance, it is becoming common for people to 
see autonomous vehicles in their cities (Reig et al. 2018), robots behaving as car-
egivers (Bedaf et al. 2016), assisting kids (Feil-Seifer and Matarić 2011), taking care 
of critical systems in industry (Wang et al. 2016) or even acting in the field of war 
(Arkin 2018).

Given that systems are more open, decentralized, and intelligent, these systems 
can be equipped with mechanisms to deal with ethical problems in different contexts 
where AAs could operate, such as transportation, customer service, healthcare, sur-
veillance, among others (Arkin 2010; Borenstein and Arkin 2019). The computing 
research community that supports the development of ethical agents often ask them-
selves what moral capacities an AA should have and how these capabilities could 
be computationally modeled and implemented (Malle 2016). An option for address-
ing these questions has been studying and analyzing the concepts of morality and 
ethics of human beings from philosophical and computational approaches in order 
to define a formal computational model of these concepts for AAs (Govindarajulu 
et al. 2018; Malle 2016; Wallach 2010).

From a philosophical approach, Aristotle, ancient Greek philosopher and scien-
tist, first used the term ethics in his book titled Nicomachaean Ethics (Andino 2015; 
Hughes 2001). The term ethics is rooted in the Greek ethos, meaning custom or 
common practice. This paper considers the term ethics as the philosophical disci-
pline that studies the moral dimension of human beings. This means that ethics is a 
rational reflection on moral behavior (Andino 2015). Furthermore, moral or moral-
ity comes from the Latin root mores, meaning manner, custom, usage, and habit 
(ethos is the Greek equivalent of Latin mores) (Andino 2015). Amstutz (2013), phi-
losopher and professor of political science, defines morality as follows:

The word morality derives from the Latin mores, meaning custom, habit, and 
way of life. It typically describes what is good, right, or proper. These con-
cepts, in turn, are often associated with such notions as virtue, integrity, good-
ness, righteousness, and justice.



505

1 3

Artificial Moral Agents: A Survey of the Current Status﻿	

In this context, morality is generally recognized by people as a system of moral 
values and good behaviors used to live in peace and harmony with others. Neverthe-
less, from a meta-ethics approach, there are two different views of morality named 
moral realism and moral anti-realism (Erdur 2018; Young and Durwin 2013). 
Whereas moral realism maintains that moral facts are objective facts like mathemat-
ical truths (e.g., 1 + 1 = 2), moral anti-realism denies the existence of moral facts, 
maintaining that there are no real answers to moral questions (Erdur 2018; Young 
and Durwin 2013). This last approach considers that moral values and good behav-
iors are defined according to inherent characteristics of each culture, which have a 
social history that helps to define a set of well-established values, traditions, reli-
gious beliefs, among other characteristics that define the morality of a specific com-
munity or person (Walker and Hennig 2004; Wallach et al. 2008). In other words, 
moral anti-realists affirm that moral values reflect the beliefs of a person or a com-
munity, rather than immutable facts that exist independent of human psychology 
(Erdur 2018; Young and Durwin 2013). Therefore, meta-ethics is concerned pri-
marily with the meaning of ethical judgments and seeks to understand the nature 
of ethical properties, statements, and judgments and how they may be supported or 
defended (Kirchin 2012). A meta-ethical theory, unlike a normative ethical theory, 
does not attempt to evaluate specific choices as being better, worse, good, or bad; 
rather it tries to define the essential meaning and nature of the problem being dis-
cussed (Kirchin 2012; Schroeder 2017).

Normative ethics is concerned primarily with the articulation and the justifica-
tion of the fundamental principles that govern the issues of how people should live 
and what they morally ought to do (Schroeder 2017). The utilitarian and deontologi-
cal approaches are two types of normative ethical theories (Von der Pfordten 2012). 
Currently, these theories are the main ethical theories used in AI for developing 
AMAs (Belloni et al. 2014; Bonnemains et al. 2018; Cervantes et al. 2016; Gogoll 
and Müller 2017; Greene et al. 2016; Podschwadek 2017; Wallach 2008, 2010; Wal-
lach et al. 2008). Utilitarian ethics focuses on utility maximization; the concept of 
ethics appears in utility functions in the form of moral preferences (Van Staveren 
2007). Researchers using this approach argue that a utilitarian person should make 
a decision based on what would be best for all affected social units. In other words, 
a utilitarian behavior can be ethical only if the sum of utility produced by the action 
is greater than that produced by any other action (Cervantes et  al. 2016; Ferrell 
and Gresham 1985). As for deontological ethics, this approach is concerned with a 
behavior characterized by duties and limitations (Bringsjord et al. 2014; Dehghani 
et al. 2008; Govindarajulu et al. 2018; Wallach et al. 2010). This theory of ethics 
is about following norms that prescribe what people have to do, establishing what 
is right or wrong and how a person should behave. This approach focuses on indi-
vidual principles and not on the consequences of an action (Cervantes et al. 2016; 
Van Staveren 2007).

This paper defines an AMA as follows: an AMA is a virtual agent (software) or 
physical agent (robot) capable of engaging in moral behavior or at least of avoid-
ing immoral behavior. This moral behavior may be based on ethical theories such 
as teleological ethics, deontology, and virtue ethics, but not necessarily. AMAs 
can be classified according to their design approach. Moor (2006), philosopher and 
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research-professor, and Allen et al. (2005), philosopher and research-professor, pro-
posed a classification of ethical agents and AMAs, respectively. The classification 
proposed by Moor (2006) is more generic than the one offered by Allen et al. (2005) 
because it includes both biological and artificial agents. However, these classifica-
tions must be seen as complementary in order to obtain more detailed information 
about artificial ethical agents. According to the classification proposed by Moor 
(2006), ethical agents can be divided as follows:

•	 Implicit ethical agents. Agents unable to distinguish between good and bad 
behaviors. However, they are able to act ethically because their internal func-
tions implicitly show ethical behavior or at least avoid unethical behavior. Moor 
(2006) affirms that computers are implicit ethical agents when the machine’s 
construction addresses safety or critical reliability concerns. For instance, an Air 
Traffic Control (ATC) system can be considered an implicit ethical agent. Pilots 
trust in these critical systems because ATCs are designed ethically in order to 
prevent collisions, organize and expedite the flow of air traffic, and provide infor-
mation and support for pilots.

•	 Explicit ethical agents. Agents capable of dealing with ethical rules. These rules 
are implemented explicitly in their code through certain formalisms such as 
deontic logic, epistemic logic, deductive logic, and inductive logic (Anderson 
and Anderson 2007b; Fagin et al. 1990; Mermet and Simon 2016; Mikhail 2007; 
Von Wright 1951). Thus, AMAs in this category are capable of calculating the 
best action by referring to an ethical approach.

•	 Full ethical agents. Agents like human beings with “beliefs, desires, intentions, 
free will, and consciousness of their actions”. Currently, only human beings 
are considered capable of being fully ethical. However, there is a debate about 
whether a machine could ever be a full ethical agent (Brundage 2014; Coeckel-
bergh 2010; Howard and Muntean 2016; Moor 2006). Ethical approaches used 
by human agents are based on teleological ethics, deontological ethics, virtue 
ethics, among other ethical theories (Van Staveren 2007). Studies have demon-
strated that people are able to use more than one ethical approach to determine 
the right behavior in different circumstances (Capraro and Rand 2018; Conway 
and Gawronski 2013; Greene et al. 2008). Furthermore, human agents are capa-
ble of making appropriate decisions based on incomplete or inaccurate informa-
tion (Cervantes et al. 2016; Kruglanski and Gigerenzer 2011).

Regarding the classification proposed by Allen et al. (2005), AMAs can be cat-
egorized according to their design approach as follows:

•	 Top-down. Ethical agents whose ethical decision-making process follows a top-
down approach are based on ethical theories such as utilitarian or deontological 
ethics.

•	 Bottom-up. Ethical agents that employ this approach do not impose an ethical 
theory as part of their ethical decision-making process. Instead, they make use of 
learning mechanisms and inherent values to guide their behavior. This approach 
proposes that agents can develop their own moral judgment.
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•	 Hybrid. Ethical agents whose ethical decision-making process is based on both 
top-down and bottom-up mechanisms. This approach proposes that agents are 
able to show an evolving and flexible moral judgment.

Moral Dilemma as a Case Study for Ethical Agents

The development of AMAs in the field of AI has focused on addressing ethical 
problems based on moral dilemmas (Belloni et  al. 2015; Blass 2016; Cervantes 
et al. 2016; Wallach 2010; Wallach et al. 2010). In this section, we first discuss some 
aspects of moral dilemmas and then analyze some scenarios in which AMAs could 
be involved, such as autonomous transportation, customer service, and healthcare. 
We aim to illustrate the implications of these moral dilemmas for the design of 
AMAs as well as the complexity of the ethical mechanisms necessary for AMAs to 
be able to deal with ethical problems.

There are two basic non-exclusive situations where ethical conflicts may arise: 
(1) within an agent, when two or more of the agent’s ethical norms are in conflict; 
and (2) between two agents, when they have different ways of reasoning about what 
is ethical or not. The second situation involves both an agent-agent interaction as 
well as an agent-human interaction because the root of conflict could be the same (a 
different form of reasoning about what is ethical or not).

Additional situations can arise from these two basic situations based on the num-
ber of agents involved in the dilemma, the types of these agents, their level of rela-
tionship, and the type of dilemma. The number of agents involved in the dilemma 
includes all those agents who could be affected by the decision-maker. The types of 
agents refer to whether all the agents involved in the dilemma are artificial agents, 
human agents or a mix. The relationship level is related to the types of agents 
involved in the dilemma, such as unknown agents, friends, and relatives (Cervantes 
et al. 2016). Finally, the types of dilemmas can be classified as follows (Cristani and 
Burato 2009):

•	 Obligation dilemma. Based on the AMA’s ethical rules, all feasible actions are 
mandatory, but the AMA cannot choose and carry out more than one action.

•	 Prohibition dilemma. Based on the AMA’s ethical rules, all feasible actions are 
forbidden, but the AMA needs to choose one.

In order to illustrate the complexity of making decisions within a moral dilemma, 
this section describes representative scenarios in which an AMA could be involved.

•	 A single agent. This case is based on the well-known trolley dilemma (Epting 
2016; Greene et al. 2001; Malle et al. 2015; Schaich Borg et al. 2006). Consider 
the case of an autonomous car totally controlled by an AMA. This agent knows 
and respects all traffic rules, but it is able to break them when the life of a human 
being is in danger. Also, the agent has a set of ethical norms that guide its behav-
ior. The car is going down a narrow road with a single lane when five people 
imprudently decide to cross the road. The car tries to stop, but its brakes do not 
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work. Therefore, these five people will be killed if the car proceeds on its present 
course. The only way to save them is to change the course and go over the side-
walk, but there are two people there. These two people do not know the current 
situation of the car. In this scenario, the AMA has only two options. The first 
option is to stay on the road where it will kill five people. The second option is to 
redirect the car and climb onto the sidewalk where it will kill two people instead 
of five. Indeed, it is a difficult decision where some controversial questions arise: 
What should the AMA do in this situation? What would be the correct behavior?

•	 A cooperative agent. For this example, consider a service ecosystem (Viroli et al. 
2012; Zambonelli and Viroli 2011). Among the characteristics of this ecosystem 
is that devices are governed by AMAs. Also, they are capable of cooperating 
with other AMAs. Then, suppose that a person is using a cell phone to gam-
ble. However, this application needs more resources than those included in the 
cell phone (such as computing power and memory). Before beginning the game, 
the AMA in charge of the cell phone requests resources from a second AMA 
(in another device). This AMA agrees to cooperate with the cell phone, but in 
the middle of the game, a third AMA capable of monitoring people’s vital signs 
detects an emergency and requests help from the second AMA. However, the 
second AMA is unable to handle both services (gambling and contacting a hos-
pital). In this case, the AMA has two options. The first option is to ignore the 
request to find and contact a hospital in order to respect its agreement to help 
the first AMA. The second option is to deal with the emergency; however, in 
this second option, the player will be disconnected from the game and conse-
quently will lose money. This example of ethical decision-making might seem 
easier than the previous example because an emergency is more important than 
gambling. However, each option involves different ethical consequences. For 
example, if the AMA chooses to deal with the emergency, it could turn out to be 
a false positive. Also, after being disconnected, the player will be angry because 
she/he trusted the service and will be disappointed. Who will be responsible for 
remedying the loss of money? On the other hand, if the AMA chooses to ignore 
the emergency, the consequences of that decision could endanger a person’s life.

•	 A social commitment robot. Consider the case of a physical autonomous agent 
(robot) that needs to take care of an old person (Mordoch et al. 2013; Scheutz 
and Malle 2014; Sharkey and Sharkey 2012). The person decides to walk for a 
couple of minutes in a park in order to do exercise, but when she/he is walking 
on the street, a thief tries to attack her/him with a knife. So, the old person asks 
the agent to hit and disarm the thief. In this case, the agent has two options. The 
first option is to hit and disarm the thief, but as a consequence of this option, the 
thief will be harmed. The second option is to do nothing, but in this option the 
old person could be harmed by the thief. How should the robot deal with this 
dilemma? Some of its rules indicate that it must not harm or kill people, but 
other rules establish that it needs to protect and help people.

•	 An electronic partner. Consider the case of a smart health device that is used to 
remotely monitor a person (Van Riemsdijk et al. 2015). Its task is to monitor and 
record the vital signs og the patient. Also, if an irregular vital sign is presented, the 
smart health device is supposed to communicate with the patient’s family and doc-
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tor. Suppose that the device is sensing some signals that cross a stability threshold, 
but the patient feels well. Thus, the patient may not want to report this situation to 
the family or doctor, because it may be a false alarm. The patient does not want to 
scare or worry anyone. In this case, the AMA is involved in a dilemma because it 
has two options. The first is to respect the patient’s decision and privacy and do 
nothing, and the second is to ignore the patient’s wish and report the current situ-
ation and location. The same question of the previous case arises in this situation: 
how should the AMA deal with this dilemma if some of its rules are in conflict?

The scenarios described above emphasize the complexity of equipping AMAs with 
appropriate mechanisms to deal with ethical problems. AMAs may encounter a wide 
variety of situations in which they need to interact with agents based on different ethi-
cal approaches, act on behalf of human beings, or share decisions with them. As shown 
above, some ethical decisions can be more complex than others. Moreover, some of 
them can be critical. Exhibiting truly ethical behavior could be essential in many cases. 
An easy way to solve this problem might be to delegate the decision problem to human 
beings, but that option could be impossible to implement in cases where making a deci-
sion in a few seconds could make the difference between saving or killing someone. 
Moreover, even for excellent human thinkers, these types of moral dilemmas present 
challenges that cannot be easily solved. Thus, the questions discussed above and others 
are still open.

Taxonomy

A new taxonomy for classifying AMAs according to the strategies and criteria used to 
deal with ethical problems is proposed in this section. This taxonomy is based on the 
classifications proposed by Moor (2006) and Allen et al. (2005). In particular, Moor 
(2006) classifies ethical agents as implicit, explicit, or full ethical agents. This classi-
fication is very relevant for AI, but it does not offer technical details associated with 
the design of ethical agents. The classification proposed by Allen et al. (2005) focuses 
mainly on the design strategy used to develop ethical agents: top-down, bottom-up, and 
hybrid. However, this classification does not contribute to discerning whether an ethical 
agent is an implicit, explicit, or full agent. Table 1 shows the proposed taxonomy that 
integrates both the classification by Moor (2006), and the design strategies proposed by 
Allen et al. (2005). The taxonomy proposed in this paper offers a classification of avail-
able criteria to develop different types of ethical agents. This taxonomy aims to provide 
guidelines to choose the most appropriate strategy to implement AMAs according to 
specific domains.

Implicit Ethical Agent Category

According to Moor (2006), one way for developing implicit ethical agents is to 
constrain the agent’s actions to avoid unethical outcomes. Moor (2006) affirms that 
computers are implicit ethical agents when the machine’s construction addresses 



510	 J.-A. Cervantes et al.

1 3

Ta
bl

e 
1  

T
ax

on
om

y 
an

d 
cl

as
si

fic
at

io
n 

of
 e

th
ic

al
 a

ge
nt

s

C
at

eg
or

y
St

ra
te

gy
C

rit
er

io
n

D
es

cr
ip

tio
n

Im
pl

ic
it 

et
hi

ca
l a

ge
nt

Im
pl

ic
it

N
on

-m
al

ic
io

us
 c

od
es

A
ge

nt
s a

vo
id

 u
ne

th
ic

al
 b

eh
av

io
rs

, b
ut

 th
ey

 a
re

 n
ot

 aw
ar

e 
of

 it
Ex

pl
ic

it 
et

hi
ca

l a
ge

nt
To

p-
do

w
n

N
or

m
at

iv
e 

et
hi

cs
Th

es
e 

ag
en

ts
 a

re
 b

as
ed

 o
n 

a 
no

rm
at

iv
e 

et
hi

ca
l t

he
or

y 
su

ch
 a

s t
el

eo
lo

gi
ca

l e
th

ic
s, 

de
on

to
lo

gy
, a

nd
 v

irt
ue

 
et

hi
cs

. T
he

se
 a

ge
nt

s u
se

 a
 sp

ec
ifi

c 
no

rm
at

iv
e 

et
hi

ca
l t

he
or

y 
to

 m
ak

e 
de

ci
si

on
s

Si
tu

at
io

ni
sm

Th
es

e 
ag

en
ts

 u
se

 m
or

e 
th

an
 o

ne
 n

or
m

at
iv

e 
et

hi
ca

l t
he

or
y 

to
 m

ak
e 

de
ci

si
on

s. 
Th

ei
r d

ec
is

io
ns

 a
re

 in
flu

-
en

ce
d 

by
 sp

ec
ifi

c 
si

tu
at

io
ns

B
ot

to
m

-u
p

Em
pi

ric
al

Th
es

e 
ag

en
ts

 d
er

iv
e 

et
hi

ca
l b

eh
av

io
r b

y 
th

em
se

lv
es

 b
as

ed
 o

n 
le

ar
ni

ng
 m

ec
ha

ni
sm

s t
hr

ou
gh

 tr
ia

l a
nd

 e
rr

or
H

yb
rid

Si
tu

at
io

ni
sm

Th
es

e 
ag

en
ts

 a
re

 b
as

ed
 o

n 
bo

th
 to

p-
do

w
n 

et
hi

ca
l c

rit
er

ia
 a

nd
 b

ot
to

m
-u

p 
et

hi
ca

l c
rit

er
ia

 m
ea

ni
ng

 th
ei

r 
de

ci
si

on
s a

re
 si

tu
at

io
n-

sp
ec

ifi
c

Fu
ll 

et
hi

ca
l a

ge
nt

To
p-

do
w

n
N

or
m

at
iv

e 
et

hi
cs

Th
es

e 
ag

en
ts

 a
re

 b
as

ed
 o

n 
a 

no
rm

at
iv

e 
et

hi
ca

l t
he

or
y 

su
ch

 a
s t

el
eo

lo
gi

ca
l e

th
ic

s, 
de

on
to

lo
gy

, a
nd

 v
irt

ue
 

et
hi

cs
. T

he
se

 a
ge

nt
s u

se
 a

 sp
ec

ifi
c 

no
rm

at
iv

e 
et

hi
ca

l t
he

or
y 

to
 m

ak
e 

de
ci

si
on

s
Si

tu
at

io
ni

sm
Th

es
e 

ag
en

ts
 u

se
 m

or
e 

th
an

 o
ne

 n
or

m
at

iv
e 

et
hi

ca
l t

he
or

y 
to

 m
ak

e 
de

ci
si

on
s. 

Th
ei

r d
ec

is
io

ns
 a

re
 in

flu
-

en
ce

d 
by

 sp
ec

ifi
c 

si
tu

at
io

ns
B

ot
to

m
-u

p
Em

pi
ric

al
Th

es
e 

ag
en

ts
 d

er
iv

e 
et

hi
ca

l b
eh

av
io

r b
y 

th
em

se
lv

es
 b

as
ed

 o
n 

le
ar

ni
ng

 m
ec

ha
ni

sm
s t

hr
ou

gh
 tr

ia
l a

nd
 e

rr
or

H
yb

rid
Si

tu
at

io
ni

sm
Th

es
e 

ag
en

ts
 a

re
 b

as
ed

 o
n 

bo
th

 to
p-

do
w

n 
et

hi
ca

l c
rit

er
ia

 a
nd

 b
ot

to
m

-u
p 

et
hi

ca
l c

rit
er

ia
 m

ea
ni

ng
 th

ei
r 

de
ci

si
on

s a
re

 si
tu

at
io

n-
sp

ec
ifi

c



511

1 3

Artificial Moral Agents: A Survey of the Current Status﻿	

safety or critical reliability concerns. The agents belonging to this category have 
three relevant characteristics: (1) they do not have mechanisms to differentiate ethi-
cal from unethical actions, (2) the agents’ qualities such as their functional suitabil-
ity and security have been tested satisfactorily, and (3) they do not have malicious 
code. This means that any machine with these characteristics can be considered as 
an implicit ethical agent. These ethical agents promote good behaviors because their 
internal encoding implicitly avoids unethical behavior. Automatic teller machines, 
autopilot systems for flying a plane, and navigation systems are some examples of 
this type of agent. People trust in them in different ways. For example, transactions 
involving money are ethically important. However, when people use automatic teller 
machines, they never think that those machines could try to steal them because the 
internal encoding of these systems implicitly avoids unethical behavior. On the other 
hand, implicit agents such as trojans, worms, virus, among other malware can be 
considered as implicit unethical agents. However, this type of agent and its study are 
out of the scope of this work.

Explicit Ethical Agent Category

The agents belonging to this category can be classified according to their design strat-
egy to make ethical decisions. The design strategy used in the decision-making mod-
ule is a key aspect when endowing AMAs with appropriate criteria to make ethical 
decisions. These strategies are known as top-down, bottom-up, and hybrid (Allen et al. 
2005; Wallach 2010; Wallach et al. 2008). Agents based on top-down strategy contain 
ethical rules derived commonly from a specific ethical theory. This ethical theory is 
basically the criterion used by the AMA to make ethical decisions. Thus, these ethi-
cal agents or AMAs are capable of deriving their behavior for particular cases from 
a specific ethical theory. MoralDM (Blass 2016; Blass and Forbus 2015; Dehghani 
et al. 2008), Jeremy (Anderson and Anderson 2008; Anderson et al. 2004), and conse-
quence engine (Vanderelst and Winfield 2018; Winfield et al. 2014) are computational 
models based on this approach. On the other hand, ethical agents based on bottom-up 
strategy do not impose a set of ethical rules derived from a specific ethical theory as 
part of their criteria for making ethical decisions. Instead, this strategy seeks to pro-
vide environments in which appropriate behavior is selected or rewarded. This design 
approach considers to endow agents with learning algorithms for the development of 
moral sensibility to entail gradual learning through experiences based on trial and error. 
Agents based on a bottom-up approach seek to develop and improve their own eth-
ics without the need to implement rules derived from a specific ethical theory. This 
design approach proposed by Allen et al. (2005) is inspired on reasoning done by Alan 
Turing, British scientist and pioneer in computer science, in his classic paper ‘Comput-
ing machinery and intelligence’. This reasoning considers that if engineers could put a 
computer through an educational regime comparable to the education a child receives, 
they may hope that machines will eventually compete with men in all purely intellec-
tual fields (Allen et al. 2005). Allen et al. (2005) consider this educational regime might 
include a moral education similar to the manner in which human beings acquire a sen-
sibility regarding the moral ramification of their actions. Casuist BDI-agent (Honarvar 
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and Ghasem-Aghaee 2009) and GenEth (Anderson and Anderson 2014) are examples 
of computational models based on this approach. Finally, the agents based on a hybrid 
approach consider both top-down ethical criteria and bottom-up ethical criteria. This 
means their decisions are situation specific. They may adhere to a top-down ethical 
position or choose to customize their ethical beliefs based on their moral sensibility 
(developed by a bottom-up approach) and situation circumstances. LIDA (Madl and 
Franklin 2015; Wallach et al. 2010), MedEthEx (Anderson and Anderson 2008; Ander-
son et  al. 2005, 2006a), Ethical Multiple-Agent System (Cristani and Burato 2009), 
and the ethical decision-making model (Cervantes et al. 2016) can be classified as ethi-
cal agents based on a hybrid strategy. AMAs based on this last design strategy show 
that exceptions are accepted behaviors because an action can be good in a specific case 
but bad in another similar case. The objective of the hybrid approach is to make the 
agent’s morality dynamic, flexible, and evolutionary, the way human moral behavior is 
(Fumagalli and Priori 2012; Greene et al. 2001; Lombrozo 2009; Pellizzoni et al. 2010; 
Schaich Borg et al. 2006). Hybrid ethical agents seek to mimic the moral judgment of 
humans within limited and well-defined domains. These limitations are related to the 
complexity of imitating the cognitive processes of the human brain.

Full Ethical Agent Category

According to Moor (2006), full ethical agents are similar to explicit ethical agents. 
However, full ethical agents have metaphysical features that people usually attribute 
to ethical agents such as human beings, which include consciousness, intentionality, 
and free will. However, there is a debate about whether a machine could be a full ethi-
cal agent in the near future (Han and Pereira 2018; Malle 2016; Van Wynsberghe and 
Robbins 2018; Yampolskiy 2013). Despite of this debate, a great effort has been made 
by researchers to endow AMAs with these and other human features in order to mimic 
human behavior (Abbass et al. 2016; Ashrafian 2015; Laird 2008; Laird et al. 2017; 
Long and Kelley 2010; Rodríguez and Ramos 2014; Wallach et al. 2010).

The Current State of AMAs

This section presents an analysis of computational models for developing ethical agents 
found in the literature. This analysis focuses on explaining their design, ethical criteria 
used for making decisions, and how they have been implemented and tested. These 
computational models are classified according to the taxonomy proposed in the previ-
ous section.

Top‑Down

•	 MoralDM. This is a computational model that tries to imitate the human moral 
decision-making process (Blass 2016; Blass and Forbus 2015; Dehghani et  al. 
2008). This model integrates several techniques of AI such as the processing of 
natural language to produce formal representations from psychological stimuli, a 
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qualitative reasoning algorithm for modeling and measuring the impacts of secu-
lar versus sacred values, an analogical reasoning algorithm to determine conse-
quences and utilities when making moral judgments, among other AI algorithms. 
Figure 1 shows the MoralDM architecture. Currently, this model is capable of 
exhibiting both utilitarian and deontological behavior depending on the problem 
faced (Dehghani et al. 2008; Guerini et al. 2015). As shown in Fig. 1, the process 
begins when a new dilemma is given. The following paragraph shows an exam-
ple of dilemmas processed by MoralDM. These dilemmas are written in simpli-
fied English (Dehghani et al. 2008):

	   A convoy of trucks is transporting food to a refugee camp during a 
famine in Africa. 1000 people in a second refugee camp will die. You can save 
them by ordering the convoy to go to that refugee camp. The order will cause 
100 people to die in the first refugee camp.

	 	     The natural language understanding system processes the dilemma to 
construct a formal representation of the dilemma. This representation includes 
information about events (e.g., dying, ordering, and saving), entities (e.g., two 
quantified sets of people and the convoy), and an explicit reference to the lis-
tener (“you”‘). After that, the Orders of magnitude reasoning module provides 
the kind of stratification for modeling the impact of sacred values on reasoning. 
MoralDM utilizes a hybrid reasoning approach consisting of a First-principles 
reasoning module and an Analogical reasoning module to choose a decision. The 
information given by the Orders of magnitude reasoning module is sent in paral-
lel to these two modules, where the First-principles reasoning module suggests 
decisions based on rules of moral reasoning. The Analogical reasoning module 
compares a given scenario with previously solved decision cases to determine 
whether sacred values exist in the new case and to suggest a course of action 

Fig. 1   MoralDM architecture (Dehghani et al. 2008)



514	 J.-A. Cervantes et al.

1 3

(Dehghani et  al. 2008; Guerini et  al. 2015). Then, if there are no sacred val-
ues involved in the case being analyzed, MoralDM shows utilitarian decision-
making behavior by choosing the action that provides the highest outcome util-
ity. However, if MoralDM determines that there are sacred values involved, it 
operates in the deontological mode, preferring inaction to action. This model 
has been evaluated using some moral decision-making scenarios taken from two 
psychological studies. Decisions made by the MoralDM model were compared 
with responses of participant subjects, and the results obtained were considered 
satisfactory (Dehghani et al. 2008).

•	 Jeremy and W.D. These two systems use machine learning to resolve ethical 
dilemmas. Inductive-logic programming is used in the training process so that 
the system learns the relationships among the duties involved in a particular 
dilemma. Jeremy is an advice system based on utilitarian theory, implementing 
Hedonistic Act Utilitarianism (HAU). The logic involved in HAU holds that an 
action is right when of all the possible actions open to the agent, it takes the 
one likely to result in the greatest net pleasure or happiness, taking into equal 
account all those affected by the action. Also, when two or more actions are 
likely to result in the greatest net pleasure, the theory considers these actions 
equally correct (Anderson and Anderson 2008; Anderson et  al. 2004, 2006a). 
Thus, in order to select the right action, Jeremy’s algorithm requires as input the 
number of people affected, and for each person, the intensity of the pleasure/
displeasure (e.g., on a scale of 2 to − 2), the duration of the pleasure/displeasure 
(e.g., in days), and the probability that this pleasure/displeasure will occur for 
each possible action. For each person, the algorithm computes the product of 
the intensity, the duration, and the probability of obtaining the net pleasure. The 
algorithm then adds the individual net pleasures to obtain the Total Net Pleasure 
as shown in Eq. 1:

where n is the total number of people affected by the action. The action with 
the highest Total Net Pleasure is the right action. On the other hand, W.D. is 
another advice system that extends the Jeremy’s algorithm through implement-
ing Ross’ theory (Anderson et  al. 2004). Then, instead of computing a single 
value based only on pleasure/displeasure, W.D. computes the sum of up to seven 
values related to fidelity, reparation, gratitude, justice, beneficence, non-malefi-
cence, and self-improvement. The value for each such duty could be computed 
using HAU theory, as the product of intensity, duration and probability (Ander-
son et al. 2004).

•	 A consequence engine. This is an internal model implemented in robots to esti-
mate the consequences of future actions. In contrast to other methods focused 
on the verification of logic statements, this architecture uses internal simulations 
that allow the robot to simulate actions and predict their consequences to steer 
its future behavior (Vanderelst and Winfield 2018; Winfield et  al. 2014). The 

(1)Total Net Pleasure =

n
∑

i=1

(

Intensityi ⋅ Durationi ⋅ Probabilityi
)
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core of this architecture is the consequence engine (see Fig.  2). For each can-
didate action, the consequence engine simulates the robot executing that action 
and generates a set of model outputs ready for evaluation by the action evalua-
tor layer. The action evaluator assesses physical consequences, which are then 
passed to a separated safety/ethical logic layer where 0 indicates safe action and 
10 fatal action. This process is repeated for each possible next action through a 
loop. After all next possible actions are tested, the consequence engine passes 
weighted actions to the robot controller’s action selection mechanism to select a 
safe action (Winfield et al. 2014). The consequence engine was implemented on 
an e-puck mobile robot. This robot was equipped with a Linux extension board 
and a virtual sensor using the Vicon tracking system. Also, an objective con-
sequentialism approach was considered to implement the robot’s consequence 
engine. Three sets of experimental trials for testing this robot were designed and 
implemented in the real world. Results in these tests show that the robot was able 
to avoid falling into a virtual hole simulated in the environment with 100% reli-
ability (first set of experimental trials); the robot succeeded in rescuing a second 
robot from falling in a hole by intercepting and diverting it in all trials (second 
set of experimental trials with an additional robot); and the robot was able to res-
cue at least one robot in 58% of runs, and two robots in 9% (third set of experi-
mental trials with two additional robots) (Winfield et  al. 2014). A second ver-
sion of this model was implemented on a humanoid NAO robot (Vanderelst and 
Winfield 2018). The sets of experimental trials like those used on e-puck mobile 
robot were designed and implemented to test this second version of the architec-
ture. Results reported were not expressed in a quantifiable way.

Fig. 2   Consequence engine architecture (Winfield et al. 2014)
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•	 A mechanism to appropriately reject directives in human–robot interactions. 
This is a proposal to endow AAs with a mechanism to reject directives and 
provide associated explanations (Briggs and Scheutz 2015). This mechanism 
has been implemented in DIARC/ADE cognitive robotic architecture. This 
robot was tested in a simple human–robot interaction scenario. Directive 
acceptance or rejection reasoning process involves five categories of felicity 
conditions that must hold in order to explicitly accept a proposal by a robotic 
agent: knowledge, capacity, goal priority and timing, social role and obliga-
tion, and normative permissibility. The normative permissibility condition 
takes into account a set of rules that indicate what actions are wrong and, con-
sequently, a robot must reject them. This mechanism can be implemented on 
agents based on top-down approach.

Bottom‑Up

•	 Casuist BDI-agent. This model is an architecture that extends a BDI architecture 
by combining the case-based reasoning method with BDI agent models (Honar-
var and Ghasem-Aghaee 2009). It combines a casuistry approach with a conse-
quentialist theory of ethics. However, the Casuist BDI-agent model is based on 
previous experiences and does not use any codes of ethics. When the agent faces 
a new case, its behavior is like a normal BDI-agent. For that reason, this model 
has been classified as a bottom-up model because the consequentialist theory is 
implicit in the agent’s activity rather than explicitly articulated in terms of a gen-
eral theory (Wallach et al. 2008). Agents based on this model can adapt ethically 
to their application domain and can augment their implicit ethical knowledge, 
behaving more ethically. Figure 3 shows the general architecture of the Casuist 
BDI-agent (Honarvar and Ghasem-Aghaee 2009). A BDI-agent senses the envi-
ronment and makes a representation of the current situation that consists of the 
current agent’s beliefs, desires, and details of such environment. After that, the 
current situation is delivered to the Case-Retriever module, which is responsible 
for retrieving previous cases similar to the current situation. If a case is retrieved, 
the agent should accept the solution part, adapt it, and behave similar to the solu-
tion part of the retrieved case. However, when the agent faces a new problem that 
is not associated with any past experience, it behaves like a normal BDI-agent. 
Regardless of the case presented, the agent’s behavior is evaluated by the Case-
Evaluator module. To do that, the agent is capable of considering three kinds of 
entities: human beings, organizations, and AAs. Also, the weight of each entity, 
the probability of affecting the entity, and the duration of pleasure/displeasure of 
each entity after the agent’s behavior are considered by the Case-Evaluator mod-
ule in order to compute and integrate the total net pleasure of entities affected by 
the agent’s behavior (see Eqs. 2, 3, 4, and 5).

(2)TNPH =

n
∑

i=1

Whi ⋅ Phi ⋅ Thi
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TNPH is the total net pleasure of people. Whi is the weight assigned to each per-
son, which represents her/his importance in a specific situation. Phi is the proba-
bility that a person is affected. Thi is the duration of pleasure/displeasure of each 
person. n indicates the number of people in that situation.

 TNPO is the total net pleasure of organizations. Woi is the weight assigned to 
each organization, which represents its importance in a specific situation. Poi is 
the probability that an organization is affected. Toi is the duration of pleasure/
displeasure of each organization. n indicates the number of organizations in that 
situation. 

TNPA is the total net pleasure of AAs. Wai is the weight assigned to each AA, 
which represents its importance in a specific situation. Pai is the probability that 
an AA is affected. Tai is the duration of pleasure/displeasure of each AA. n indi-
cates the number of AAs in that situation. Equation 5 shows how the Case-Eval-
uator module integrates the total net pleasure computed for each type of entity:

where Wh, Wo, and Wa illustrate the degree of participation of humans, organiza-
tions and AAs, respectively. Finally, the Case-Updater module creates a new case 
in the Case Memory when the agent does not have past experiences about the 
current situation or updates a case when the agent has past experiences related to 
the current situation.

(3)TNPO =

n
∑

i=1

Woi ⋅ Poi ⋅ Toi

(4)TNPA =

n
∑

i=1

Wai ⋅ Pai ⋅ Tai

(5)TNP = TNPH ⋅Wh + TNPO ⋅Wo + TNPA ⋅Wa

Fig. 3   Casuist BDI-agent archi-
tecture (Honarvar and Ghasem-
Aghaee 2009)
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•	 GenEth. This is a general ethical dilemma analyzer. GenEth’s knowledge is 
based on concepts of ethically relevant features, duties, actions, cases, and 
principles (Anderson and Anderson 2014). Ethically relevant features include 
the degree of presence or absence of a set of given duties. An action is repre-
sented in the GenEth system as a tuple of integers where each value represents 
the degree to which it satisfies or violates a given duty. A case relates two 
actions and is represented as a tuple of the differentials of the correspond-
ing duty satisfaction/violation degrees of the actions being related. Finally, a 
principle of ethical action preference is defined as a disjunctive normal form 
predicate p in terms of the lower bounds of a case’s duty differentials. The fol-
lowing example shows the general way to define a predicate in GenEth:

where Δdi denotes the differential of a corresponding duty i of actions a1 and a2; 
vi,j denotes the lower bound of that differential such that p(a1, a2) returns true if 
action a1 is ethically preferable to action a2 and false otherwise. The next situa-
tion explains how the GenEth model makes ethical decisions based on examples 
by Anderson and Anderson (2014). Suppose that a car driver is going very fast 
and changes from one lane to the other to avoid hitting an animal that is cross-
ing the road. Should an AA take the control of the car? Some of the ethically 
relevant features involved in this example might be (1) prevention of collision, 
(2) staying in one lane, (3) respect for driver’s autonomy, (4) keeping within the 
speed limit, and (5) prevention of harm to living beings. For this example, the 
first action is a1 = take control of car, where duty values are (1, − 1, − 1, 2, 2); 
the second action is a2 = don’t take control of car, where duty values are (1, − 1, 
1, − 2, 2). In this example, the ethically preferable action for GenEth is to take 
control. The differentials of the corresponding degrees of duty satisfaction/viola-
tion of the actions involved in this example are (0, 0, − 2, 4, 0). This analyzer has 
been used to codify principles in a number of domains pertinent to the behavior 
of autonomous systems and these principles have been verified using an ethical 
Turing test (Anderson and Anderson 2014; Gerdes and Øhrstrøm 2015). Also, an 
implementation of GenEth was instantiated at the prototype level on a humanoid 
NAO robot. The task of NAO robot was basically to remind when a patient needs 
to take a medication. The robot receives initial input from a physician, includ-
ing what time to take a medication, the maximum amount of harm that could 
occur if this medication is not taken, how long it would take for this maximum 
harm to occur, the maximum amount of expected good to be derived from taking 
this medication, and how long it would take for this benefit to be lost. From this 
input, the robot calculates its levels of duty satisfaction or violation for each of 

(6)

p
(

a1, a2
)

← Δd1 ≥ v1,1 ∧⋯ ∧ Δdm ≥ v1,m
∨

⋯

∨

Δdn ≥ vn,1 ∧⋯ ∧ Δdm ≥ vn,m
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the three duties and takes different actions depending on how those levels change 
over time. Results obtained in this test case were reported as satisfactory (Ander-
son and Anderson 2010).

Hybrid

•	 LIDA. This is a general cognitive architecture of human cognition that considers 
the moral aspect as a relevant issue (Wallach 2010; Wallach et al. 2010). LIDA 
proposes that moral decisions can be made in many domains using the same 
mechanisms that enable general decision-making (Madl and Franklin 2015; Wal-
lach et  al. 2010). LIDA groups its cognitive processes in two ways: top-down 
and bottom-up. Top-down processes entail the implementation of ethical theo-
ries through rules whereas bottom-up processes are used to include mechanisms 
of learning. LIDA proposes bottom-up preferences in the form of feelings and 
inherent values that influence morality (Wallach et al. 2010). The approach fol-
lowed by LIDA offers associations between objects, people, contexts, actions, 
and situations, as well as specific feelings and their valence (positive or negative) 
as the primary way the values and bottom-up propensities form in the agent’s 
mind. This model has been partially implemented on CareBot (Madl and Frank-
lin 2015), a mobile assistance robot operating in a simple simulated 2D environ-
ment. This robot is designed to provide aid for supporting autonomous living of 
people who have limitations in motor and/or cognitive skills. Results of these 
simulations show that CareBot was able to perform some tasks such as fetch-
ing and carrying food, drinks, or medicine, and recognizing the absence of vital 
signs in order to alert caregivers (Madl and Franklin 2015).

	   Fig. 4 shows the cognitive process of LIDA in detail and helps illustrate how 
the CareBot agent makes a decision. The environment is inspected periodically 
by the CareBot using the sensory memory module. Low level features identified 
from the environment are passed to the perceptual memory module. Then, per-
ceptual memory nodes represent semantic knowledge about concepts or objects 
in the environment. After that, all identified percepts are passed to the workspace 
module. Both episodic and declarative memory modules retrieve relevant memo-
ries related to the current percepts. The workspace can also contain recent per-
cepts and the models associated that have not decayed. Also, a new model of 
the current situation of the CareBot is assembled from the percepts. In this way, 
portions of all models compete for attention (these competing portions take the 
form of coalitions of structures from the model). The agent has decided what to 
address when one of the coalitions wins the attention competition. The purpose 
of this processing is to help the agent decide what to do next. The winning coali-
tion is broadcasted globally, constituting a global workspace. Furthermore, the 
procedural memory module stores templates of possible actions including their 
contexts and possible results.

	   Templates whose contexts intersect sufficiently with the contents of the con-
scious broadcast instantiate copies of themselves in order to be used in the cur-
rent situation. These instantiations are passed to the action-selection module, 
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which chooses a single action from one of these instantiations. Then, the action 
selected passes to the sensory-motor memory module in order to be executed 
(Madl and Franklin 2015; Wallach et al. 2010). This process can be repeated by 
the CareBot agent as many times as needed in order to conclude a task.

•	 Ethical decision-making model. This is a computational model based on neuro-
science designed to endow autonomous agents with ethical decision mechanisms 
(Cervantes et al. 2016). Figure 5 shows the ethical decision-making process of 
this model. This model considers four evaluations, defined as primary evalu-
ation, evaluation of reward, evaluation of punishment, and evaluation based 
on ethical norms. The OFC module carries out a primary evaluation, which is 
focused on persons or things that can be affected by each likely action. The result 
of this initial evaluation is defined as the level of pleasure/displeasure related to 
each item (persons and objects) in the environment. After that, the MPFC mod-
ule is responsible for computing both the expected reward and the likely pun-
ishment related to actions. The MPFC uses past experiences related to the cur-
rent situation to compute the expected reward. These experiences are classified 
as good or bad experiences in order to know whether the expected reward will 
be a favorable reward or an unfavorable reward. Finally, the ACC module per-
forms an evaluation based on ethical norms. These norms are expressed as rules. 
The structure of a rule includes the agreement level of the rule, its meaning, and 
emotional information related to respecting or violating such rule. This informa-
tion is used to define what rule can be violated when the agent faces an ethical 
dilemma. However, before making a decision, the OFC module integrates the 
results of all the evaluations in a single value and the agent chooses the action 
with the highest value.

	   This model was implemented in a virtual agent and tested using some hypo-
thetical study cases. Three types of case studies were identified: (1) simple deci-
sion-making, characterized by scenarios where none of the available options 

Fig. 4   LIDA cognitive cycle diagram (Madl and Franklin 2015; Wallach et al. 2010)
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involves breaking any ethical rule; (2) ethical decision-making, which occurs 
when one of two options involves breaking an ethical rule for the purpose of 
obtaining a better reward; and (3) ethical decision-making with a dilemma, char-
acterized by scenarios in which all options include breaking one or more rules 
in order to respect other ethical rules. Results reported show how agent’s actions 
can be influenced by emotional information (Cervantes et al. 2016).

•	 MedEthEx. This is an ethical healthcare agent whose underlying architecture 
consists of three components (see Fig. 6): a knowledge-based interface that pro-
vides guidance in selecting duty intensities for a particular case, an advisor mod-
ule that determines the correct action for a particular case by consulting learned 
knowledge, and a learning module that abstracts the guiding principles from par-
ticular cases supplied by a biomedical ethicist acting as a trainer (Anderson and 
Anderson 2008; Anderson et al. 2005). A finite state automaton is used to rep-
resent MedEthEx’s knowledge for each duty entailed. Questions pertinent to the 
dilemma serve as the initial and intermediate states, and intensities of duties as 
the final states (Anderson et al. 2005, 2006a). This system combines a bottom-up 
casuistry approach with a top-down implementation of an ethical theory. MedE-
thEx has implemented Beauchamps and Childress Principles of Biomedical Eth-
ics that uses machine learning and prima facie duties to resolve biomedical ethi-
cal dilemmas (Anderson et al. 2005, 2006a). A prima facie duty is defined as an 
obligation that people should try to satisfy but that can be overridden on occa-
sion by another, currently stronger duty (Anderson and Anderson 2008). Prima 
facie duty theory implemented in this system has only four duties that include 
the principle of respect for autonomy, the principle of nonmaleficence, the prin-
ciple of beneficence, and the principle of justice. However, MedEthEx only con-
siders the first three principles (Anderson and Anderson 2008). These principles 
can use values from 2 to − 2, where a positive value represents the level of sat-
isfaction with a specific principle, zero means the absence of a principle, and a 
negative value represents the level of violation of a specific principle. These val-

Fig. 6   General architecture of MedEthEx (Anderson et al. 2006b)
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ues are in function of potential actions involved in a decision-making problem. 
Nevertheless, the principle of autonomy does not consider the values of 0 and 
− 2 because the types of dilemmas implemented on MedEthEx always involve 
autonomy, but never to the extent of forcing a treatment on the patient. Thus 0 
and − 2 are not options (Anderson and Anderson 2008).

	   The following example is used to illustrate how MedEthEx offers advice. This 
example is based on a training case presented by Anderson et al. (2006b). The 
patient refuses to take an antibiotic that is almost certain to cure an infection 
that would otherwise most likely increase the health problem. The decision is the 
result of an irrational fear that the patient has to the injections. The options are 
to try to change the patient’s mind or accept the patient’s decision. The values 
of autonomy, non-maleficence, and beneficence, associated with changing the 
patient’s mind, are (− 1, + 2, + 2) whereas the values associated with accepting 
the patient’s decision are (+ 1, − 2, − 2). Therefore, the best ethical advice is to 
try to change the patient’s mind because the positive differentials of the actions 
involved in this example are (− 2, 4, 4).

	   MedEthEx was tested using case simulations. MedEthEx was considered as a 
computer-based learning program as part of a required Bioethics course. In par-
ticular, 173 American medical students participated in the program assessment 
phase of this project. Subjects were divided into two groups. The first group did 
not have access to MedEthEx whereas the second group did. Results were com-
pared overall taking into account the final exam grades between the two groups 
and found no statistically significant difference (Fleetwood et al. 2000).

•	 Ethical Multiple Agent System. This system deals with problems related to pref-
erential-ethical reasoning (Cristani and Burato 2009). The algorithms proposed 
in this work endow multi-agent systems with the capability of making decisions 
on moral dilemmas in the presence of conflicting decision criteria. This model 
considers that agents coexist in an uncooperative environment, where they either 
compete to achieve their own goals, or collaborate, but they do not cooperate. 
Also, agents have their own viewpoint of the world with which they interact. The 
system is specified in terms of agents with ethical commitments, both as obli-
gations and as prohibitions. The algorithm proposed in this system was formal-
ized using the notion of commitment in multiple agent systems. Also, the algo-
rithm includes the notion of coherence for commitments and specifies a notion of 
degree of incoherence that allows agents to solve moral dilemmas in an approxi-
mate way. Thus, the agent is capable of performing those actions that are the 
maximum positively committed and the least incoherent ones in order to let the 
best reward go to the agent. Finally, this computational model was tested using 
formal demonstrations and theoretical cases (Cristani and Burato 2009).

Table  2 shows a summary of the computational models described in subsec-
tions Top-Down, Bottom-Up and Hybrid. These models have been classified accord-
ing to the taxonomy proposed in “Taxonomy” section. Most computational models 
described in this section have been implemented and tested. However, the test envi-
ronments were well-defined and controlled, in contrast to real scenarios where criti-
cal or uncertain moral situations could arise unexpectedly.
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Other Related Work

In the previous subsections (Top-Down, Bottom-Up, Hybrid), computational 
models for developing AMAs have been described and classified. In this sub-
section, some frameworks and methods to formally evaluate ethical rules imple-
mented in AMAs are described. This is a relatively new area of study in machine 
ethics.

•	 A framework for the formal verification of ethical properties in multi-agent sys-
tems. This framework offers a formal specification and verification of the behav-
ior of AMAs. This framework implements the GDT4MAS method (Mermet and 
Simon 2016). This method proves that AMAs’ moral and ethical rules have been 
expressed as invariant properties. Furthermore, as part of the framework, a pred-
icate transformation system is proposed. This system turns predicates associated 
with moral rules into other predicates with formal properties useful to verify 
such moral rules in order to ensure that an agent follows a given moral rule.

•	 Athena. This is another logical framework. It is an interactive theorem-proving 
system for polymorphic multi-sorted first-order logic that incorporates facili-
ties for model generation, automated theorem proving, and structured proof rep-
resentation and checking for evaluating ethical reasoning of agents (Arkoudas 
et  al. 2005). Athena has been used to implement a natural deduction calculus 
for a developed deontic logic of agency based on indeterminate branching-time 
semantics augmented with dominance utilitarianism. Also, this framework has 
been used to encode a natural deduction system for reasoning about what agents 
have to do (Arkoudas et al. 2005).

•	 Methodology for the verification of decision-making components in agent-based 
autonomous systems. This methodology has been proposed to be used in the 
verification of autonomous systems (e.g., autonomous vehicles) based on two 
types of agents named general agent (implicit ethical agent) and rational agent 
(explicit ethical agent). In these systems, a general agent is an autonomous agent 
capable of making low-level choices such as avoiding obstacles and following a 
path. A rational agent is an autonomous agent based on a BDI-agent architecture 
(beliefs, desires, and intentions) capable of making high-level choices such as 
ethical decisions, goal selection, plan selection, communication, and prediction 
(Dennis et al. 2016b). The methodology for the verification of decision-making 
components in agent-based autonomous systems uses a model checking approach 
to perform formal verification of the decision-making module of a rational agent 
(BDI-agent) that interacts with an underlying control system (general agent). A 
model checking approach takes an executable model of the system in question, 
defining all the model’s possible executions, and then checks a logical property 
against this model (and, hence, against all possible executions). Additionally, a 
BDI agent language called Ethan for a prototype implementation was proposed 
(Dennis et al. 2016a). In this prototype, ethical reasoning was integrated into a 
BDI-agent programming language via the agents’ plan selection mechanism. 
This prototype was useful to formally prove that the BDI-agent only performs an 
unethical action when the rest of the actions available are less ethical.
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Conclusion

As described in this paper, human beings are looking to delegate part of their deci-
sion-making power to AAs, thus increasing the scope of their activities. Endowing 
AAs with ethical mechanisms has been an initial approach in the field of machine 
ethics that attempts to deal with some likely issues that may arise in the relationship 
between AAs and human beings and coexist in a safe way, in harmony, and with 
confidence. This paper presented an analysis of the current status of ethical artificial 
agents. As a result of this review, a new taxonomy was proposed that aims to be 
useful for understanding advantages and limitations of AMAs based on the design 
strategy (i.e., top-down, bottom-up, hybrid, and implicit) and criteria (i.e., normative 
ethics, situationism, empirical, and non-malicious code) employed to make ethical 
decisions.

From the review presented, it is evident that currently there are no general artifi-
cial intelligence systems capable of making sophisticated moral decisions as humans 
do. However, there are a few prototypes that deal with certain moral issues, but 
these prototypes are still in their early stages of development. All these prototypes 
have been tested using basic cases where the test environment is well-defined and 
controlled, in contrast to real scenarios where critical or uncertain moral situations 
could arise unexpectedly. Moreover, the review illustrates that there is a long way to 
go (from a technological perspective) before this type of artificial agent can replace 
human judgment in difficult, surprising or ambiguous moral situations.

This paper concludes that because of the current interaction between AAs sys-
tems and humans, ethical mechanisms for AMAs are not a potential option for future 
autonomous systems, but an actual need to deal with. Perhaps their ethics could be 
different from human ethics, but at this moment, models of human ethics are the 
guides most used by researchers to develop AMAs.
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