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Abstract Early automatic detection of fungal infections in
post-harvest citrus fruits is especially important for the
citrus industry because only a few infected fruits can spread
the infection to a whole batch during operations such as
storage or exportation, thus causing great economic losses.
Nowadays, this detection is carried out manually by trained
workers illuminating the fruit with dangerous ultraviolet
lighting. The use of hyperspectral imaging systems makes it
possible to advance in the development of systems capable
of carrying out this detection process automatically.
However, these systems present the disadvantage of
generating a huge amount of data, which must be selected
in order to achieve a result that is useful to the sector. This
work proposes a methodology to select features in multi-
class classification problems using the receiver operating
characteristic curve, in order to detect rottenness in citrus
fruits by means of hyperspectral images. The classifier used
is a multilayer perceptron, trained with a new learning

algorithm called extreme learning machine. The results are
obtained using images of mandarins with the pixels labelled
in five different classes: two kinds of sound skin, two kinds
of decay and scars. This method yields a reduced set of
features and a classification success rate of around 89%.
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Introduction

Decay pathogens can enter fruit through wounds sustained
during harvesting. This implies that the pathogen is already
in the fruit before any treatment is applied in post-harvest
(Obagwu and Korsten 2003). Early detection of fungal
infections in citrus fruits is especially important in packing-
houses because a very small number of infected fruits can
spread the infection to a whole batch, thus causing great
economic losses and affecting further operations, such as
storage and transport. The most important post-harvest
damage in citrus packinghouses is caused by Penicillium
sp. fungi (Eckert and Eaks 1989). Nowadays, the detection
of rotten fruit on citrus packing lines is carried out visually
under dangerous ultraviolet (UV) illumination, and decay
fruits are removed manually. This procedure, however, may
be harmful for operators and operationally inefficient, since
they must work in shifts of just a few hours. This rate of
staff rotation affects the assessment of the quality. A
possible solution arises from the use of automatic machine
vision systems.

Computer vision has become widely used to automate
the inspection of all different types of food commodities
like meat (Du and Sun 2009), fish (Quevedo and Aguilera
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2010; Quevedo et al. 2010), bakery products (Farrera-
Rebollo et al. 2011), grains (Manickavasagan et al. 2010) or
fruits (Karimi et al. 2009). In most cases, its use is aimed at
the inspection of external features related with quality, such
as size, shape, colour or the presence of damage (Cubero et
al. 2011). The use of technology based on colour cameras
for the detection of external damage of citrus is currently
under research. Kim et al. (2009) used colour texture
features based on HSI and colour co-occurrence method to
detect peel diseases in grapefruit. López-García et al.
(2010) used multivariate image analysis with the same
objective in citrus fruits. However, some defects, like decay
or freeze damage, are very difficult to detect using standard
artificial vision systems since they are hardly visible to the
human eye and, consequently, by standard red–green–blue
(RGB) cameras Blasco et al. (2007). Therefore, different
technologies have to be incorporated, such as the use of
UV-induced fluorescence (Slaughter et al. 2008; Obenland
et al. 2009). In an attempt to automate the current manual
tasks of detection of decay, Blanc et al. (2009, 2010)
patented an automatic machine for decay detection using
UV illumination, and Kurita et al. (2009) developed an
inspection system based on simultaneous visible and UV
illumination using light-emitting diodes. However, it would
be desirable to avoid the use of UV radiation in these tasks
which could be achieved by finding out particular wave-
lengths in the visible or near-infrared (NIR) part of the
electromagnetic spectrum.

Images acquired in visible and NIR simultaneously were
used to detect different types of damage in citrus fruits by
Aleixos et al. (2002) and more recently by Blanc et al.
(2009), who attempted to detect common external defects
and diseases, including decay, by combining NIR, visible
and also UV-induced fluorescence. In this sense, the recent
introduction of hyperspectral sensors for the inspection of
food (Sun 2010) makes it possible to carry out a more
precise analysis of the problem by acquiring images for
specific ranges of wavelengths to detect features non-
visible features or to select particular sets of some wave-
lengths related to important physical properties, as indicated
in the review of Lorente et al. (2011).

Using spectroscopy, Gaffney (1973) found that different
external defects on citrus fruits have different spectral
signatures, stated later in the review of Magwaza et al.
(2011), which can lead to the selection of certain sets of
wavelengths that facilitate the detection of particularly
dangerous defects such as canker (Balasundaram et al.
2009). However, in real life, it is not enough just to
distinguish between fruit affected by serious diseases and
sound fruit. It is important to develop systems capable of
separating also produce affected by scars on the rind, or
other external defects that only downgrade the quality of
the fruit but do not spread among other fruits and do not

prevent its marketing in domestic markets Blasco et al.
(2009). If they are not taken into account, these cosmetic
defects may be confused with the dangerous by an
automatic system. Qin et al. (2009) used a hyperspectral
system with sensitivity in the range 450–930 nm to detect
different kinds of damage that affect the skin of citrus, with
particular attention being paid to the detection of canker
from other common defects. However, one of the main
problems of these systems is the huge amount of data
generated (Gómez-Sanchis et al. 2008a).

While a standard RGB image is composed of three
images corresponding to the red, green and blue bands, a
hyperspectral image consists of a set of monochromatic,
narrow-band images that increases the complexity of the
analysis and requires more computing time to analyse them
with an automatic system, which prevent its use in real-time
in-line inspection system. For this reason, it is very
important to select only those bands with the most relevant
information, while discarding those that do not contribute
in any significant way to improve the results. With the aim
of detecting different defects on the skin of oranges using a
hyperspectral system, Li et al. (2011) used principal
component analysis (PCA) to select two sets of six and
three optimal wavelengths and later applied PCA and band
ratios to detect the defects in these multispectral images.

Generally, statistical methods to reduce dimensionality
and select features can be divided into wrapper and filter
methods (Guyon and Elisseeff 2003). Filter methods use an
indirect measure of the quality of the selected features (e.g.
by evaluating the correlation function between each input
feature and the dependent variable—class—of the classifi-
cation problem), obtaining a faster convergence of the
selection algorithm. On the other hand, the selection criteria
used by wrapper methods are the goodness of fit between
the inputs and the output provided by the learning machine
under consideration, like, for example, a neural network.
Within these methods, a traditional measure for evaluating
classifiers is the classification success rate. However, a
more suitable way of measuring the quality of a classifier is
the area under the receiver operating characteristic (ROC)
curve, which is the measure used in the feature selection
method proposed in this work. Basic concepts related to
classification models are first reviewed for a better
understanding of the ROC curve as feature selection
method. The ROC curve is a graphical plot of the true
positive rate vs. false positive rate for a binary classifier, as
its discrimination threshold is varied, this value being
defined as that from which a positive class prediction is
made (Fawcett 2006). The area under the ROC curve
(AUC) is used as a global measure of classifier perfor-
mance that is invariant to the classifier discrimination
threshold and the class distribution (Bradley 1997). Max-
imum classification accuracy corresponds to an AUC value
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of 1, while a random guess separation involves a minimum
AUC value of 0.5.

With regard to classification methods, because of their
flexibility and the possibility of working with unstructured
and complex data like that obtained from biological
products, artificial neural networks (ANN) have been
applied in almost every aspect of food science, and it is a
useful tool for performing food safety and quality analyses.
For instance, a combination of principal components
analysis and ANN was used by Bennedsen et al. (2007)
to detect surface defects on apples. Unay and Gosselin
(2006) used a multilayer perceptron (MLP) as a promising
technique for segmenting surface defects on apples. Ariana
et al. (2006) presented an integrated approach using
multispectral imaging in reflectance and fluorescence
modes to acquire images of three varieties using two
ANN-based classification schemes (binary and multi-class).
In the case of citrus fruits, Kondo et al. (2000) used, among
other methods, ANN to detect some external and internal
features in oranges while Gómez-Sanchis et al. (2012) used
minimum redundancy maximum relevance as feature
selection method and MLP for pixel classification to detect
rottenness in mandarins.

This paper advances in the automatic detection of a
dangerous post-harvest disease of citrus fruits, such as
fungal decay, and to distinguish fruit with symptoms of
decay from sound fruit and affected by minor defects. A
feature selection methodology that expands the use of the
ROC curve to multi-class classification problems is
proposed. This methodology has been applied to the
selection of an optimal set of features that are effective in
the detection of common defects and decay in citrus fruits
using hyperspectral images.

In particular, we have used computer vision for detection
of two dangerous types of decay caused by Penicillium
digitatum Sacc (green mould) and Penicillium italicum
Wehmer (blue mould) because these pathogens occur in
almost all regions of the world where citrus is grown and
cause serious post-harvest losses annually (Palou et al.
2001). Furthermore, in order to explore the possibilities of
the ROC method as a technique for selecting important
wavelengths in fruit inspection, we used an ANN-based
classifier trained with a new learning algorithm called
extreme learning machine (ELM; Huang et al. 2006).

Feature Selection Methodology

Imaging System

In this work, a hyperspectral vision system based on liquid
crystal tunable filters (LCTF) was employed. The set of
monochrome images acquired by this system makes up a

hyperspectral image from which spatial as well as spectral
information can be obtained about the scene. A hyper-
spectral image can be interpreted as a hypercube, in which
two dimensions are spatial (pixels) and the third is the
spectrum of each pixel. The system consists of a mono-
chrome camera (CoolSNAP ES, Photometrics) with a high
level of sensitivity between 320 and 1,020 nm. It was set to
acquire 551×551 pixel images with a resolution of
3.75 pixels/mm. The camera transfers the images to a
computer by means of a proprietary frame grabber based on
PCI technology. The computer employed is based on a
Pentium 4 processor with 1 Gb of random access memory.
A lens capable of providing a uniform focus between 400
and 1,000 nm was chosen for use with the system
(Xenoplan 1.4/17MM, Schneider).

Two LCTF were used, one sensitive to the visible
between 400 and 720 nm (Varispec VIS07, CRI Inc) and
one sensitive to NIR in the 650- to 1,100-nm range
(Varispec NIR07, CRI Inc). Each fruit was illuminated
individually by indirect light from 12 halogen lamps
(20 W) inside an aluminium hemispherical diffuser in order
to provide good spectral efficiency in the visible and NIR.
The lamps were powered by a stabilised power supply
(12 V/DC 350 W). Because the sum of efficiencies of the
filter, camera and illumination system is different across the
selected wavelengths, the acquisition software was
programmed to correct the integration time for each
particular band that is acquired. Hence, these differences
in the efficiency of the filter for each band are offset by
calculating the particular integration time for each image in
each wavelength using a white reference, so that the
spectral response of the system is flat over the whole
spectral range.

The filters were placed just in front of the camera lens.
One of the main problems arose when it came to changing
between visible and infrared filters, since the camera
could move when handling the filters, which made it
difficult to acquire the exactly same scene with both
filters. This problem was solved by designing and
installing a system to hold and guide the filters. The two
filters were fitted to the support and move on a sliding
mechanism, thus allowing each filter to be set in the right
place without handling the camera. The arrangement of
the image acquisition system inside the inspection cham-
ber is shown in Figure 1.

Fruit Used in the Experiments

The experiments were carried out using mandarins cv.
Clemenules (Citrus clementina Hort. ex Tanaka) with two
kinds of defects: (1) minor defects represented by external
scars affecting only the appearance of the fruit and (2)
serious diseases that can spread to other fruits caused by
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two different fungi; P. digitatum and P. italicum. The fruits
affected by the first type of defects were chosen at random
from the packing line of a trading company. On the other
hand, damage produced by fungi was caused artificially in
sound fruits using an inoculation of spores.

A total of 240 fruits were used: 60 sound fruits, 60
presenting external scars, 60 inoculated with spores of P.
digitatum and 60 inoculated with spores of P. italicum. The
inoculation was performed using a suspension of spores
with a concentration of 106 spores/ml for both fungi, which
is sufficient to cause infestation in laboratory conditions
(Palou et al. 2001). From the point of view of the post-
harvest, it is probably not important to differentiate between
both types of decay. However, in this paper, this distinction
has been made to test the potential of this method to
discriminate between defects that are virtually identical in
their early stages to the naked human eye. The fruits were
stored for 3 days in a controlled environment at 25 °C and
99% relative humidity. After this period, all the inoculated
fruits presented a characteristic patch of rottenness with a
diameter between 10 and 35 mm. While rind scars are
clearly visible, the colour of rotten skin is similar to the
colour of the sound skin around it, thus making it difficult
for a human inspector to detect it.

The images were acquired by placing the fruit manually
in the inspection chamber and then presenting the damage
to the camera. A total of 240 hyperspectral images were
acquired from 460 to 1,020 nm, with a spectral resolution
of 10 nm. The hyperspectral image was therefore composed
of 57 monochrome images of each fruit, which gives a total
number of 13,680 monochrome images. The analysis of
images started by correcting the effects of illumination on
spherical fruits following the methodology described in
Gómez-Sanchis et al. (2008b). Then, in order to separate
the fruit from the background in the image, the hyper-
spectral images were pre-processed using masking. The
mask was created by thresholding the fruit image at

650 nm, since images at this wavelength provided the best
contrast between fruit and background.

Figure 2 shows the RGB images of four fruits
corresponding to a sound fruit, a fruit with scars on the
rind, a fruit infected by P. digitatum and a fruit infected by
P. italicum, respectively, from top to bottom. The adjoining
columns show example images of the same fruits acquired
at 530, 640, 740 and 910 nm, respectively. These images
were chosen at different wavelengths just to have an overall
impression of what could be seen in hyperspectral images
but not necessarily used in the experiments. In the RGB
images, the damage caused by fungi is hardly visible to the
naked human eye.

Labelled Set

In supervised classification, there is a set of n labelled
samples, {xi, yi}i=1..n, where xi represents the m-dimensional
feature vector for the ith pixel with label yi. Here, m
represents the spectral bands and spectral indexes, and y
defines the universe of all possible labelled classes in the
image. In this work, the supervised nature of the problem
presented here required the construction of a labelled data
set, consisting of m=74 features associated to each pixel,
specifically 57 purely spectral variables (reflectance level of
the pixel for each acquired band) and 17 spectral indexes
calculated by combining several reflectance values, as shown
in Table 1. The spectral indexes were used to know if any of
them could improve the decay detection in comparison to the
use of only purely spectral variables. In order to build this
labelled set, n=143,095 pixels were selected manually, and
then a human expert assigned them to one of the five classes
considered in this work: green sound skin (GS), orange
sound skin (OS), defective skin by scars (SC), decay caused
by P. digitatum (PD) and decay caused by P. italicum (PI).
Each sample pattern is therefore composed of 74 features
and a class label. A background class was not included, since
the background pixels were segmented earlier in the pre-
processing step.

The labelled set was divided into a training set of 35,774
samples (25% of the total), a validation set of 35,774
samples (25% of the total) and a test set of 71,547 samples
(50% of the total). The first two sets were used to build the
proposed statistical methods of feature selection and
classification and the third one to evaluate classifier
performance. The choice of a huge number of pixels in
the test set was made in order to check the generalisation
capability of the models.

Feature Selection

The feature selection methodology proposed to expand
the use of the ROC curve to multi-class classification

Fig. 1 Scheme of the image acquisition system showing the
arrangement of the visible and near-infrared liquid crystal tunable
filters
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problems consists of two parts: (1) obtaining a ranking
of features ordered according to the discriminant
relevance of the features and (2) the choice of an
optimal number of features from the feature ranking.
Both this feature selection method and the classification
procedure used in this work were implemented using
Matlab 7.9 (Mathworks, Inc.).

Obtaining a Feature Ranking

The first step consists in obtaining a feature ranking for
each class. The ROC curve is intended for binary
classification problems. However, in this work, problems
with more than two classes are considered. Therefore, the
one vs. all (OVA) approach is employed to obtain a feature
ranking for each class, which maximises the separation
between that class and the others. The OVA structure
consists in assuming that the problem has only two classes:
a class from which the ranking is obtained and another class
grouping the remaining classes (Rifkin and Klautau 2004).
In order to obtain these partial rankings, several steps were
followed for each class, these steps being similar to the
ones used by Serrano et al. (2010) in binary classification
problems; the classifier is trained using all the features,
taking into account the OVA structure, that is, considering a
classification problem with only two classes. Then, the area
under the ROC curve is obtained for the classification
model using all features (AUC0). The following parameters
are obtained for each input feature xi:

& Area under the ROC curve for the classifier without
taking into account the effect of feature xi (AUCi). For
this purpose, when using the classifier, the feature xi is
assumed to be constant for every sample, xi=0.

& Discriminant relevance of feature xi (DRi), which is
defined as the difference between the area under the
ROC curve of the classifier using all the features
(AUC0) and the area without taking into account the
effect of feature xi (AUCi). This parameter indicates the
importance of a feature for the discrimination process
carried out by the classifier, considering that the higher
the discriminant relevance of a feature is, the more
discriminatory that feature will be.

& A z statistic of feature xi (zi) is calculated from the
discriminant relevance of feature xi (DRi), as shown in
Eq. 1:

zi ¼ AUC0 � AUCiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffiffi
SE2

0 þ SE2
i þ 2 � r � SE0 � SEi

q ð1Þ

where SE0 and SEi are the standard errors of AUC0 and
AUCi, respectively, and ρ is the correlation between
AUC0 and AUCi. In this work, a feature is considered
to be relevant for the problem when its corresponding z
value exceeds 95%, this level being chosen empirically.

Features in each ranking are ordered according to the
contribution each of them makes to the discriminant
capability of the classification process, and the input
features with the highest z values are considered the most
discriminatory features.

The second step consists in obtaining a global feature
ranking. After obtaining the partial rankings corresponding
to each class, the next step is to perform a single global
ranking that includes all the classes. The z values
corresponding to the rankings for each class are combined
by means of their weighted mean (Eq. 2), which assigns a
weight to each class in proportion to its relative importance

Fig. 2 RGB and monochrome
images (530, 640, 740 and
910 nm) of a sound mandarin
and mandarins with scars,
affected by P. digitatum and
affected by P. italicum
(from top to bottom)
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in the classification problem. Thus, the global relevance of
each feature is obtained, and then each input feature is ranked
according to its global relevance. The ranking thus obtained
maximises the global separation among all the classes.

zi ¼
PN
k¼1

zik � wk

PN
k¼1

wk

ð2Þ

where zi is the global relevance of feature xi, N is the number
of different classes, zik is the z value of feature xi from the

partial ranking for the kth class and wk is the weight for the
kth class.

Choice of an Optimal Number of Features

In this stage, a minimum number of features leading to a
saturation trend in the success rate of classification are
chosen. The following steps are required to do this:

The initial step is to obtain the evolution of the success
rate of classification as a function of the number of
features. For this purpose, the classifier is trained using

Table 1 Spectral indexes used in this work as input features

Vegetative index Estimation Parameter values used
in this work

Reference

NDVI NDVI ¼ RNIR�RRED
RNIRþRRED

λNIR=800 nm Tucker (1979)
λRED=640 nm

Green NDVI.
Version I

Green NDVI I ¼ RGREEN�RRED
RGREENþRRED

λGREEN=550 nm Yang et al. (2007)
λRED=640 nm

Green NDVI.
Version II

Green NDVI II ¼ RNIR�RGREEN
RNIRþRGREEN

λNIR=800 nm Gitelson et al. (1996)
λGREEN=550 nm

WBI WBI ¼ R950 nm
R900 nm

Xu et al. (2007)

SAVI SAVI ¼ RNIR�RREDð Þ 1þLð Þ
RNIRþRREDþL λNIR=800 nm Yang et al. (2007)

λRED=640 nm

L=0.5

PRI PRI ¼ R531 nm�R570 nm
R531 nmþR570 nm

λ531 nm≈500 nm Huang et al. (2007)

RVSI RVSI ¼ R714 nmþR752 nm
2�R733 nm

λ714 nm≈710 nm Naidu et al. (2009)
λ752 nm≈750 nm

λ733 nm≈730 nm

MCARI MCARI ¼ R700 nm � R670 nmð Þ � 0:2 R700 nm � R550 nmð Þ½ � � R700 nm
R670 nm

Naidu et al. (2009)

VARI VARI ¼ RGREEN�RRED
RGREENþRRED�RBLUE

λGREEN=550 nm Naidu et al. (2009)
λRED=640 nm

λBLUE=480 nm

WI WI ¼ R900 nm
R970 nm

Naidu et al. (2009)

TCARI TCARI ¼ 3� R700 nm � R670 nmð Þ � 0:2 R700 nm � R550 nmð Þ½ � � R700 nm
R670 nm

Haboudane et al. (2002)

OSAVI OSAVI ¼ RNIR�RREDð Þ 1þ0:16ð Þ
RNIRþRREDþ0:16 λNIR=800 nm Rondeaux et al. (1996)

λRED=640 nm

CCI CCI ¼ a�1;000
L�b a, b and L are the

coordinates of the
CIELAB colour space

Jiménez-Cuesta et al. (1981)

Other indexes RNIR−RRED λNIR=800 nm Yang et al. (2007)
λRED=640 nm

RRED
RNIR

λNIR=800 nm Yang et al. (2007)
λRED=640 nm

RGREEN
RRED

λGREEN=550 nm Yang et al. (2007)
λRED=640 nm

RNIR
RRED

λNIR=800 nm Yang et al. (2007)
λRED=640 nm

Rλ is the reflectance value at band λ

NDVI normalised difference vegetation index, WBI water band index, SAVI soil-adjusted vegetation index, PRI photochemical reflectance index,
RVSI red-edge vegetation stress index, MCARI modified chlorophyll absorption in reflectance index, VARI visible atmospherically resistant index,
WI water index, TCARI transformed chlorophyll absorption in reflectance index, OSAVI optimised soil-adjusted vegetation index, CCI citrus
colour index
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the first feature of the global ranking and its success
rate is evaluated, this process is then repeated including
the next feature of the ranking and so on, until all the
features are employed sequentially. Then, the first
number of input features n satisfying the two conditions
in Eqs. 3 and 4 is chosen, where successn is the success
rate of classification using n features, successn+1 the
success rate with n+1 input features and so on.

successnþ1 � successn � 1% ð3Þ

successnþ2 � successnþ1 � 1% ð4Þ

Classifier

The classifier used to explore the possibilities of the
proposed feature selection methodology is a MLP with a
single hidden layer, which is the simplest kind of ANN.
However, the feature selection procedure is independent of
the chosen classification method. ANN is considered to be
a commonly used pattern recognition tool in hyperspectral
image processing because it is capable of handling a large
amount of heterogeneous data with considerable flexibility
and has non-linear properties (Plaza et al. 2009).

The most popular ANN is the MLP, which is a feed-
forward ANN model that maps sets of input data onto a set of
appropriate output and consists of multiple layers of nodes
(neurons) in a directed graph that is fully connected from one
layer to the next. In particular, the MLP used in this work has
an input layer, a single hidden layer and an output layer. MLP
can use a large variety of learning techniques, the most
popular being backpropagation, which is a supervised
learning method based on gradient descent in error that
propagates classification errors back through the network and
uses those errors to update parameters (Shih 2010). In these
classical learning methods, the parameters of the ANN are
normally tuned iteratively and thus entail several disadvan-
tages, such a high degree of slowness and convergence to
local minima. In order to avoid these problems, the MLP

used in this work was trained using ELM, which is a new
learning algorithm that determines the ANN parameters (not
the optimal architecture) analytically in a faster way instead
of tuning them iteratively. This increase of speed in the
learning algorithm is very important in order to search the
optimal features in our particular feature selection problem
using ROC curve. Moreover, this learning algorithm for
feed-forward neural networks with a single hidden layer, like
an MLP, provides good generalisation performance, as well
as an extremely fast learning speed (Huang et al. 2006).

Considering a set of n patterns, fxi; tigi¼1::n and M nodes
in the hidden layer, the MLP output for the ith sample is
given by Eq. 5, which is obtained in a straightforward way
taking into account the structure of an artificial neuron, as
well as the MLP structure (Fig. 3).

yi ¼
XM
j¼1

gðwj � xiÞ � bj ð5Þ

where wj is the weight vector connecting the jth hidden
node and the input nodes, βj is the weight vector connecting
the jth hidden node and the output nodes and g is an
activation function applied to the scalar product of the input
vector and the hidden layer weights.

Equation 6 can be written compactly in matrix notation
as y=G ·β, where β is the weight vector of the output layer
and G is given by:

G ¼
gðw1 � x1Þ � � � gðwM � x1Þ

..

. . .
. ..

.

gðw1 � xnÞ � � � gðwM � xnÞ

0
B@

1
CA ð6Þ

ELM proposes a random choice of the weights of the
hidden layer, wj, thus making it necessary only to determine
the weights of the output layer, β, analytically through
simple generalised inverse operation of the matrix G
according to the Eq. 7:

b ¼ Gy � t ð7Þ
where Gy ¼ GT � Gð Þ�1 � GT is the Moore–Penrose gener-
alised inverse of matrix G (Rao and Mitra 1972), GT being
the transpose of matrix G.

... ...

x1

x2 y

xn

Input
layer

Hidden
layer

Output
layer

w

β

Σ

...

w1

w2

wm

g

p1

p2

pm

output

Figure 3 Structures of a
multilayer perceptron with a
single hidden layer (left) and an
example of artificial neuron
(right)
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An important issue in practical applications of ELM is
how to obtain an optimal number of the hidden nodes in the
network architecture in order to achieve a good generalisa-
tion performance when training a neural network. The
methodology used to select the optimum number of hidden
neurons was to estimate the classification success rate for
several models, obtained by varying the number of neurons
in the hidden layer (Huang et al. 2006). In a first step,
architectures with a variable number of hidden neurons
from 25 to 1,025 in increments of 100 elements were tested
in order to obtain the range of the architectures that fit
correctly the data maintaining the generalisation capabilities

of the model. These limits were set because networks that
are too small cannot model the data properly, while
networks that are too large may lead to overfitting (Prechelt
1996). Attending the curve of success rate, the optimum
range was selected between 75 and 225 neurons. In a
second step, architectures using 75 from 225 neurons were
tested selecting finally a MLP that used M=125 neurons in
the hidden layer and the sigmoid function as the activation
function (g). The classification success rate for the model
with 125 hidden neurons was 91.4%, while the success rate
for the model with 1,025 neurons was about 95.6%, thus
improving by only 4% while the training time burst.

Figure 4 The z statistic of the
74 input features for each of the
five classes: defects by scars on
the rind, green sound skin,
orange sound skin, decay
caused by P. digitatum and
decay caused by P. italicum.
Horizontal solid lines indicate
the limit at the 95% level
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Approaches to the Problem of Decay Detection

This work considers three different approaches to feature
selection in the problem of the detection of decay in
mandarins, depending on the number of classes involved in
the problem and the weight or importance of each class. The
typical problem involves the five classes described in the
labelled set, all of them having equal importance or weight.

The first approach considers five different classes of
similar importance in the classification problem. Therefore,
when obtaining the global relevance of each feature, the
weights of all the classes were considered to be equal. The
aim of this approach is to know the behaviour of the
method by considering a quality classification of the fruit,
which separates sound fruits from those that only contain
cosmetic effects that degrade the appearance and from
dangerous infections. However, it is reasonable to assume
that in the real world, the classes belonging to decaying
skin should be more important for the problem which is the
detection of decay.

Therefore, the approach II rests on the idea that the
problem has five classes of different importance in the
classification. To know the behaviour of the proposed
method to enhance the detection of these most important
cases, empirical weights were assigned to the classes in
Eq. 2, more importance being given to decay classes (wPD=
wPI=15), medium importance was given to the scar class
(wSC=5) and less to sound classes (wGS=wOS=1).

Moreover, decay is the disease whose detection is of
most importance and which has still not been solved by
automatic systems. Hence, since the actual aim of a
potential inspection system would be to detect decay, it is
also important to study the potential of the detection of just
infected fruit, which leads to a binary problem: the
separation between infected or not infected fruit (approach
III). Two classes were defined:

& Decay. This class includes the two kinds of decay
presented in this work: infection caused by P. digitatum
and by P. italicum

& Not decay. This class groups the remaining classes:
green sound skin, orange sound skin and scars

Results and Discussion

Feature Selection

Figure 4 shows the z statistic obtained for the 74 input
features for each of the five classes. This statistic gives the
same information as the variation in AUC. In addition, it
makes it possible to study whether an input feature is
discriminant or not.

After obtaining the z values of the input features for each
class, the global relevance of each feature was computed for
approaches I and II, considering five classes of similar
importance and five classes of different importance,
respectively. The resulting optimal number of features
according to the proposed mathematical criterion, shown
in Eqs. 3 and 4, is six for the first approaches and seven for
the second. Table 2 shows the set of selected features for
the first approach, as well as the correspondence between
these features and the spectral indexes or reflectance values
associated to them. Similarly, Table 3 shows the set of
selected features, ordered according to their importance in
the classification problem, for the second approach and the
correspondence between the selected input features and the
spectral indexes or reflectance values.

When comparing Tables 2 and 3, it can be noticed that
most of the input features are coincident in both sets, except
feature 16 for approach I and features 74 and 22 in the case
of approach II. This is due to the fact that these two features
are really important for the detection of pixels belonging to
the classes of decay, the highest weights being achieved
when the global value of z is obtained, as can be
straightforwardly seen from the z values for the P. italicum
class in Fig. 4.

Furthermore, feature 16 is not selected for the second
approach, while in the first approach it is. This is due to the

Table 3 Selected features and their correspondence with the spectral
bands or indexes for approach II

Input feature Spectral index or reflectance value

24 Reflectance at 690 nm

58 NDVI

27 Reflectance at 720 nm

50 Reflectance at 950 nm

10 Reflectance at 550 nm

74 CCI

22 Reflectance at 670 nm

NDVI normalised difference vegetation index, CCI citrus colour index

Table 2 Selected features and their correspondence with the spectral
bands or for approach I

Input feature Spectral index or reflectance value

24 Reflectance at 690 nm

10 Reflectance at 550 nm

58 NDVI

27 Reflectance at 720 nm

16 Reflectance at 610 nm

50 Reflectance at 950 nm

NDVI normalised difference vegetation index
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fact that, although this feature has a high level of
importance for the classification of pixels belonging to the
orange skin class, as shown in Fig. 4, it is considered of low
importance when obtaining the global relevance in the
second approach. In addition, a general conclusion drawn
from analysing the results for both approaches is that all the
selected features are important for at least one of the five
classes.

Finally, the z values were computed for the third
approach, which considers the classification problem to be
binary. Therefore, the z statistic values were obtained
directly without employing the OVA structure which is
only necessary in multi-class problems. The resulting
optimal number of features was chosen according to the
mathematical criterion shown in Eqs. 3 and 4, being a total
of four. Table 4 shows the selected features for the third
approach and the correspondence between these features
and the spectral indexes or reflectance values.

Classifier Performance Evaluation

The MLP classifier, trained with the ELM algorithm,
was evaluated using the selected features for each
approach to the problem on the test set of labelled
data. Table 5 shows the results for the first approach using
the set of six input features provided by the proposed
feature selection methodology. An average success rate of
87.5% is achieved with this approach, this parameter
being calculated as the sum of the elements on the main

diagonal of the obtained confusion matrix divided by the
number of classes.

For the second approach, the evaluation of pixel
classification using the set of seven optimal features leads
to the confusion matrix shown in Table 7. This approach
yields an average success rate of 89.1%.

When comparing the two confusion matrixes (Tables 5
and 6), it can be observed that the number of well-classified
pixels of decay classes (PD and PI) for the second approach is
greater than that obtained for the first approach. This is due to
the fact that these two classes were given the highest weight
when obtaining the global relevance for the second approach.
Moreover, in the second approach, the classification of pixels
with scars (SC) is improved, although to a lesser extent than
the classification of the PD and PI classes. It can also be
observed that the results for the classification of the sound
classes (GS and OS) hardly vary between the two approaches,
since these classes are considered of low importance when
obtaining the global relevance in the second approach.

Tables 5 and 6 show, in both cases, that the most
difficult task in the pixel classification problem is to
discriminate the PD class from the PI class, due to the
similarity of the damage caused by the two fungi. On the
other hand, the low percentage of sound pixels (GS and
OS) classified as rotten pixels (PD and PI) in both
approaches should also be highlighted. In practice, this is
of great importance since most confusion is done between
classes that could be grouped into the same category or
commercial importance such as decay (PD and PI) and
sound (GS and OS).

To conclude the comparison between approaches I and
II, from the results obtained, it can be said that the second

Table 4 Selected features and their correspondence with the spectral
indexes or reflectance values for approach III

Input feature Spectral index or reflectance value

23 Reflectance at 680 nm

60 Green NDVI, version II

28 Reflectance at 730 nm

15 Reflectance at 600 nm

NDVI normalised difference vegetation index

Table 5 Confusion matrix of the classification of pixels for
approach I

Prediction/reality GS (%) OS (%) SC (%) PD (%) PI (%)

Green skin 96.91 0.13 0.06 0.03 0.00

Orange skin 2.42 94.69 0.01 2.77 1.22

Scars 0.11 0.03 97.34 0.17 0.83

P. digitatum 0.33 3.02 1.49 74.43 23.93

P. italicum 0.23 2.14 1.10 22.60 74.02

Average success rate=87.5%

Table 6 Confusion matrix of the classification of pixels for
approach II

Prediction/reality GS (%) OS (%) SC (%) PD (%) PI (%)

Green skin 96.61 0.09 0.03 0.06 0.00

Orange skin 2.40 94.56 0.26 2.72 1.79

Scars 0.08 0.05 98.08 0.00 1.10

P. digitatum 0.82 2.38 0.17 75.90 16.83

P. italicum 0.09 2.92 1.47 21.32 80.28

Average success rate=89.1%

Table 7 Confusion matrix of the classification of pixels for
approach III

Prediction/reality Decay (%) Not decay (%)

Decay 96.48 5.13

Not decay 3.52 94.87

Average success rate=95.5%
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approach generally provides better results than the first one,
with an increase in the average success rate from 87.5% to
89.1%. This improvement is obtained by taking into
account classes with different degrees of importance in
the classification problem.

Similarly, Table 7 shows the results of the evaluation
of classifier performance for approach III using the set of
four input features selected with the proposed method,
where an average success rate of 95.5% was achieved.
Better results are obtained for this approach, since similar
classes are grouped into a single class, thus avoiding the
confusion that occurs in the classification of these similar
classes.

Conclusions

In this work, a feature selection methodology has been
proposed that expands the use of the ROC curve to multi-
class classification problems, in order to select a reduced set
of features that are effective in the detection of decay in
citrus fruits using hyperspectral images. Once the optimal
features have been selected, pixels from the images were
classified using an MLP trained with a fast new learning
algorithm (ELM).

This selection methodology was applied specifically to the
detection of decay in citrus fruits caused by two different
fungi, P. digitatum and P. italicum, and other common types
of damage, such as scars. The conclusions drawn after
performing several tests can be summarised as follows:

& A reduced number of features have been obtained for each
of the three approaches to the problem, these numbers
being six for the first approach, seven for the second
approach and four for the third one. In addition, all the
selected features for the first and second approaches are
important for at least one of the five classes defined (two
kinds of sound skin, two kinds of decay and scars).

& The set of features selected with the second approach
provides better classification results than those obtained
with the first one and increases the average success rate
from 87.5% to 89.1% by taking into account classes
with different degrees of importance in the classification
problem. On the other hand, as expected, better results
were obtained for the third approach (95.5%), specifi-
cally aimed at the detection of decay.
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