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The purpose of this study was to examine word learning efficiency in at-risk first grade
students (N = 93) participating in a yearlong study evaluating a multicomponent inter-
vention targeting word reading and decoding skills. As part of each intervention lesson,
students participated in a 1 to 3-min sight word reading activity in which high-frequency
words were read from a list until mastered, at which point the word dropped off the list.
This study explored factors predicting the number of exposures required for item reading
mastery (N = 145 words). Specifically, we explored how the number of word exposures
required to reach mastery varied as a function of linguistic features of the words and
cognitive characteristics of the students. Using item-level crossed-random effects models,
we found students required an average of 5.65 exposures for mastery, with word features
representing word length, vocabulary grade, and imageability being significant predictors
of learning efficiency. We also found a significant interaction between pretest word
reading skill and imageability of a word, with this semantic feature being especially
important for the poorest readers. Results indicate that in the absence of typical word
recognition skills, poor readers tend to rely on other sources of information to learn
words, which tend to be related to the semantic features of words.
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Approximately one-third of fourth grade students in the USA struggle to read at a basic level
(National Center for Education Statistics, 2015). A number of factors contribute to poor
reading outcomes in developing readers suggesting that students with reading difficulties
represent a heterogeneous group (see Scarborough, Neuman, & Dickinson, 2009). One
important factor contributing to poor word reading, and consequently poor reading compre-
hension, is the lack of automatic word recognition (LaBerge & Samuels, 1974). Automaticity
of word reading frees up cognitive resources for higher level processes that contribute to
reading comprehension (see Perfetti, 1985). In light of the importance of automaticity,
efficiency of word learning is an important aspect of reading instruction. The purpose of the
present study was to explore child and word factors related to word acquisition efficiency by
examining the number of exposures required for mastery of high-frequency words in a
structured sight word reading activity within the context of a broader decoding intervention
for at-risk first grade children.

Introduction

Development of the orthographic lexicon

As children learn to read, they construct an autonomous orthographic lexicon that allows for
automatic word recognition (Perfetti, 1992). The lexicon expands through an increase in the
absolute number of orthographically addressable entries, referred to as “word-specific” repre-
sentations (Castles & Nation, 2006; Compton, 2002; Ehri, 2014; Perfetti & Stafura, 2014). A
typically developing reader’s orthographic lexicon contains approximately 10,000 word-
specific representations (excluding inflectional forms) by 8th grade (Ehri, 2005; Harris &
Jacobson, 1982). This requires a lexical system that can quickly establish and reliably retrieve
word-specific spellings that activate pronunciation and meaning. There are multiple factors
that contribute to individual differences in the number and quality of word-specific represen-
tations formed by developing readers (see Perfetti, 2007). First, as children learn more words
through aural exposure, the number of available semantic and phonological representations
grows. These oral language–based representations are then available to form connections with
the orthographic form of the word (see Ouellette, 2006), allowing readers to access pronun-
ciation and meaning directly from spelling (Perfetti, 1992; Share, 1995). Second, as children
learn decoding rules, the number of orthographic entries that can be associated with existing
semantic and phonological representations increases generatively. Application of decoding
rules by children supports the establishment of subword connections between orthographic and
phonological codes that quickly evolve into a set of abstract relationships that are “implicit,
numerous, and very fast” (Gough, Juel, & Griffith, 1992). Developing readers use these
subword associations to decode unknown words, which allows new words to be added as
word-specific representations in the evolving orthographic lexicon (see Share, 1995). Third,
the number of entries increases due to exposure to specific words that children acquire as
whole words.

Individual differences in the efficiency with which children add word-specific orthographic
representations in English are likely dependent on other child-level factors that include,
orthographic processing, phonological procesing, rapid automatized naming, and print expe-
rience (see Cunningham, Perry, & Stanovich, 2001; Harm & Seidenberg, 2004; Keenan &
Betjemann, 2008; Nation & Snowling, 1998; Plaut, McClelland, Seidenberg, & Patterson,
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1996). In addition, word-level features (e.g., frequency, length, decodability, and imageability)
likely affect the ease and efficiency with which words are added to the orthographic lexicon
(see Coltheart, Laxon, & Keating, 1988; Wang, Nickels, Nation, & Castles, 2013; Waters,
Bruck, & Seidenberg, 1985; Waters, Seidenberg, & Bruck, 1984).

The role of exposure in word learning

One way of exploring efficiency of word learning in students with and without reading
difficulties (RD) is to examine the number of times they need to be exposed to words (with
feedback) to master the words or reliably read them independently. Reitsma (1983) found that
students required on average between 4 and 6 exposures to nonwords to accurately identify
them using sight. Ehri and Saltmarsh (1995) found that high-performing readers require
approximately 4.4 exposures for mastery of nonwords while disabled and lower performing
readers require approximately 9.3 exposures. Ehri (2014) suggests that sight vocabulary is
developed through a “connection-forming process” whereby developing readers gradually
form connections based on their knowledge of grapheme-phoneme correspondences. By
focusing on the sub-lexical features of the words on multiple occasions, they gradually build
up their sight vocabulary in memory. According to Ehri, the meaning of the word is also
bonded to the representation and the word can then be retrieved from memory upon the next
exposure.

The role of lexical feedback in word reading

One factor contributing to the building of the autonomous lexicon and automatic word
retrieval may be lexical properties of the words. Growing evidence suggests that
student awareness of word meanings (see Taylor, Duff, Woollams, Monaghan, &
Ricketts, 2015 for review) and word familiarity (e.g., Kearns et al., 2016) contribute
to word reading accuracy. Students are more likely to read a word correctly if they
are familiar with the word or they have knowledge of the meaning of the word.
Connectionist models of word reading posit that the semantic properties of words
directly affect how students learn and process mappings between the written
(orthographic) and spoken (phonological) forms of words. These models suggest that
meaning is particularly important when the process of mapping the phonological and
orthographic forms of the words is difficult, particularly for words with complex
spelling patterns or for students who are poor readers (Taylor et al., 2015).

Present study

In the current study, we were interested in exploring three separate but interconnected research
questions focusing on factors related to how children learn high-frequency words: (1) on
average, how many exposures to mastery are required for beginning readers at risk for reading
difficulties (RD)?; (2) what child cognitive skills and word properties are related to efficiency
of learning?; and (3) how does initial reading skill interact with word properties to predict the
number of exposures required for mastery of the target words? This study extends the current
word reading literature by exploring individual differences in how children add entries to their
orthographic lexicons using a diverse set of child- and word-level predictors.
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Method

Participants

The participants in this study (N = 93) received 63 sessions of a decoding and fluency
intervention program. The overall program targeted skills related to word recognition: phono-
logical awareness, sight words, letter sounds, decodable words, reading sentences, reading
fluency, and sight word challenge. All students in this study were at risk for RD at the outset of
the study. Students were identified as “at risk” by their classroom teachers. They were then
given a battery of reading measures (timed and untimed tests of rapid letter naming, phonemic
decoding, and word recognition) by the research team and assigned a factor score. Children
were rank-ordered based on the factor score (derived from the timed and untimed tests of letter
naming, phonemic decoding, and word recognition) and the top 50% were excluded from the
study. Students who achieved a score below the 10th percentile on the Wechsler Abbreviated
Scale of Intelligence (WASI; Wechsler, 1999) were also excluded from the study.

Sight word challenge activity

This study focuses specifically on a timed sight word reading activity (referred to as the “sight
word challenge”). This word recognition activity was based on 500 high-frequency sight words,
presented as lists of words and ordered by their frequency of use. The words selected were the
500most frequent words based on the Educator’sWord Frequency Guide (Zeno, Ivens, Millard,
& Duvvuri, 1995). Students had 1 min to read as many words as they could. The tutor corrected
errors by providing the correct pronunciation of the word. No semantic feedback was provided.
When a student reads a word correctly on three consecutive days, the word was removed from
the student’s list. The tutor then reviewed as many as 3 words missed or not mastered over the
previous three days. The tutor tracked the student’s progress and awarded a certificate when the
student met an arbitrary benchmark (10, 50, or 200 words mastered). The sample used for this
study includes 93 students who mastered the same 145 words. Tutors in the larger intervention
study were full-time graduate students in education policy, special education, and teaching and
learning. All tutors had experience working with young children. This was a one-on-one
intervention that took place in public schools. All sessions occurred in a quiet space outside
of the students’ classroom. Tutoring sessions were approximately 30–45 min. The sight word
challenge activity was 1 to 3 min of the instructional time.

Measures

Child measures

Dependent measure The dependent measure of interest in this study was the number of
exposures required for mastery on the sight word challenge activity. Mastery was defined as
three consecutive exposures correct. Therefore, the minimum number of exposures required
for mastery was three. 1

1 Please note that this measure was developed based on word frequency. It was not developed to explore specific
questions related to the acquisition of specific grapheme-phoneme correspondences, specific vowel patterns, or
multisyllabic words.
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Word reading To test students’ real word reading fluency, the Sight Word Efficiency subtest
of the Test of Word Reading Efficiency (TOWRE; Torgesen, Wagner, & Rashotte, 1999) was
used. The student was presented with a series of words in order of increasing difficulty. The
child was asked to read aloud as many words as possible in a 45-s time period. The student’s
score was the number of words read correctly.

Decoding The Phonemic Decoding Efficiency subtest of the TOWRE was used to measure
students’ decoding skills (Torgesen et al., 1999). The student was presented with a series of
pseudowords in order of increasing difficulty. The child was asked to read aloud as many
nonwords as possible in a 45-s time period. The student’s score was the number of words read
correctly.

Rapid letter naming The rapid letter naming task (Fuchs et al., 2001) requires students to
name an array of 52 letters (all 26 letters upper and lower case) in random order in 1 min. The
score for this task was the number of letters correctly identified in 1 min.

Rapid sound naming The rapid letter sound naming task (Fuchs et al., 2001) requires
students to rapidly name letter sounds. After four practice items in which the tester modelled
how to name the sounds of the letters, students were given 1 min to name an array of 26 letter
sounds in random order. The score for this task was the number of sounds correctly identified
in one minute.

Vocabulary The vocabulary subtest from the Wechsler Abbreviated Scale of Intelligence
(WASI; Wechsler, 1999) was used to measure expressive vocabulary. The test asked students
to identify pictures and define words.

Phonological awareness Phonological awareness was assessed using the Sound Matching
subtest of the Comprehensive Test of Phonological Processing (CTOPP; Wagner, Torgesen, &
Rashotte, 1999). We presented the students with four pictures: one stimulus and three response
options. The students were required to state which of three response options begins or ends
with the same phoneme as the stimulus.

Working memory To assess WM, we used the Listening Recall subtest from the Working
Memory Test Battery for Children (WMTB-C; Pickering & Gathercole, 2001). For this task,
the child listens to a series of short sentences, judges the veracity of each by responding “yes”
or “no,” and then recalls the final word of each of the sentences in sequence. There are six trials
at each set size (1 to 6 sentences per set). The score is the number of trials recalled correctly.
To lower the floor of this assessment for first graders, we modified its administration. Testing
was discontinued when the child incorrectly answered four items within a set, rather than the
standard three incorrect items. In addition, we gave feedback to the children on the first three
test items. The score was the total number of items correct.

Word measures

Frequency The metric used for word frequency was the standard frequency index (SFI) from
the Educator’s Word Frequency Guide (Zeno et al., 1995). SFI represents a logarithmic
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transformation of the frequency of word type per million tokens within a corpus of over 60,
000 samples of texts from various sources. These sources range from textbooks to popular
literature. The range of SFI within the corpus is 3.5 to 88.3. Words in our sample ranged from
67.10 to 88.30.

Word length To account for differences in word length across items, the number of letters in
each word was used as a word-level covariate.

Number of phonemes Words were coded for the number of phoneme units in each word.

Vocabulary grade The words on the dependent measure were coded according to the EDL
Reading Core Vocabulary List (Taylor et al., 1989). This variable represents the grade at
which a given word is typically introduced in vocabulary instruction.

Orthographic and phonological Levenshtein distance (OLD and PLD) OLD and PLD were
used as measures of orthographic and phonological neighborhood size and density. For these
measures, low values indicate a denser neighborhood. OLD and PLD are calculated by taking
the mean of the closest 20 Levenshtein distance neighbors for a given word. The Levenshtein
distance between two words is the minimum number of substitution, insertion, or deletion
operations (orthographic or phonological) required to turn one word into the other. For
example, the distance from smile to similes is 2 (two insertions) while the distance from
chance to strand is 5 (three substitutions, an insertion, and a deletion; see Yarkoni, Balota, &
Yap, 2008 for a detailed overview). These values were retrieved from the English Lexicon
Project database for this study (Balota et al., 2007).

Imageability Imageability is a word-specific feature referring to the ease with which a word
can elicit a mental image in the reader (Paivio, Yuille, &Madigan, 1968). Adults were asked to
rate the difficulty of bringing about a mental image for the words. The instructions included in
the original paper by Paivio et al. (1968): “The words that arouse mental images most readily
for you should be given a rating of 7; words that arouse images with the greatest difficulty or
not at all should be rated 1; words that are intermediate in ease or difficulty of imagery, of
course, should be rated appropriately between the two extremes.” These values were retrieved
from the MRC Psycholinguistic database for this study (Coltheart, 1981). Within the sample of
words on the dependent measure in this study, high imageability words (imageability ratings
greater than 5.50) included water, house, man, and world. Low imageability words
(imageability ratings less than 2.10) included an, any, could, and then.

Decodability Decodability was coded using a 9-point rating scale based on the 7-point coding
system by Menton and Hiebert (1999), with two added categories by Compton, Appleton, and
Hosp (2004). The 9-point scale ranged from single letter words (e.g., a, I) to multisyllabic and
nondecodeable monosyllabic words. The nine categories were as follows: (1) A, I, C-V words
(e.g., me, no); (2) C-V-C, V-C words (e.g., man, it); (3) C-C-V, V-C-C-[C], C-C-[C]-V-C, C-
V-C-C-[C], C-C-[C]-V-C-C-[C] (e.g., such, than); (4) [C]-[C]-[C]-V-C-e words (e.g., came,
place); (5) C-[C]-V-V-[C]-[C] including vowel digraphs, V-V-C-[C] including vowel digraphs
(e.g., been, great); (6) C-[C]-V-r, [C]-[C]-V-r-C, [C]-[C]-V-ll, C-[C]-V-l-C, C-[C]-V-V-l-C
(e.g., about, work); (7) diphthongs (e.g., down); (8) multisyllabic words (e.g., because, water);
and (9) nondecodable monosyllabic words (e.g., have, know, what).
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Procedure

Test examiners were graduate research assistants who had been trained on tests until proce-
dures were implemented with 90% fidelity using fidelity checklists for each assessment. These
fidelity checklists were based on the standardized administration outlined in the test manuals.
All tests were given individually, audio recorded for reliability/fidelity purposes, and scored by
the original examiner. Children received small school-related prizes for participating in each
testing session. All tests were double-scored and double-entered; discrepancies were resolved
by a third examiner.

Data analysis

A series of crossed-random effects models (De Boeck, 2008; Van den Noortgate, De Boeck, &
Meulders, 2003) were used to answer the research questions outlined above. These models
allowed us to include both child- and word-level predictors in the same model as well as
address interactions between the two. These item response theory-based models are cross-
classification multilevel models that allow variance to be partitioned across the person and
item level and allow for responses to be predicted by both person and item level effects. These
models go by many names in the literature including explanatory item response models,
random item effects models, cross-classified random effects, generalized linear mixed models,
and random effects item response theory. We conducted these analyses using Laplace approx-
imation available through the lmer function (Bates & Maechler, 2009) from the lme4 library in
R (R Development Team, 2012). The default for estimation is Restricted Maximum Likeli-
hood (REML). The analyses included 93 children and 145 words. For these models, words and
persons are assumed to be random samples from a population of words and a population of
persons. Since words are not nested within persons, these models are not strictly hierarchical
models, but instead cross-classified. Words and persons are on the same level and crossed in
the design and responses are nested within persons and within words. Power for these analyses
has been addressed through simulation studies (see Cho, Partchev, & De Boeck, 2012).
Various methods for examining model parameters indicate little difference in fixed effect
estimates across methods with precision being relatively robust to sample size and number of
items (Cho et al., 2012). We estimated the variability explained by calculating the reduction in
child and word variance from the base model using the formula (r010 (Base model) − r010(Model n))/
r010(Base model), where n represents the model to which the base model was compared (Bryk &
Raudenbush, 1992). The dependent measure of these models is a continuous measure of the
number of exposures required for mastery. All child and word predictors were grand mean
centered to aid interpretation.

Results

Descriptive statistics for the tests administered to the children in this study are provided
in Table 1. Descriptive statistics for the word characteristics are provided in Table 2. The
minimum and maximum values provided are from our sample at pretest. The zero-order
correlations are provided in Table 3 for the child measures and Table 4 for the word
measures.
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We present three models in Table 5 to answer our research questions. The unconditional
model (model 0) indicated that there was variance associated with both person (σ2r010j = 1.604)
and word (σ2r020i = 3.891). The unconditional model had an intercept of 5.65, indicating that
the average student required 5.65 exposures for mastery on the average word. In model 1, we
included predictors for both person and word. This model indicated that general word reading
(SWE; γ000 = − .155, p < .001) was a significant child predictor of number of exposures
required for mastery. Students who were 1SD above average on SWE required 4.98 exposures
for mastery while students who were 1SD below average on SWE required 6.32 exposures for
mastery, setting all other variables to their mean value. Length, vocabulary grade, and
imageability were significant word predictors of number of exposures required for mastery.
Words that were 1SD above the mean for length required an average of 6.16 exposures for
mastery while words that were 1SD below the mean for length required an average of 5.14
exposures for mastery. Words that were 1SD above the mean for vocabulary grade required an
average of 6.23 exposures for mastery while words that were 1SD below the mean required
5.07 exposures for mastery. Words that were 1SD above the mean on the imageability scale
required an average of 5.08 exposures for mastery while words that were 1SD below the mean
on the imageability scale required an average of 6.22 exposures for mastery. To further
illustrate the significant main effect for imageability, we created an interactive data visualiza-
tion shiny application, which can be found at the following link: https://wordreadinggrowth.
shinyapps.io/exposures_to_mastery/. This data visualization technique illustrates how learning
occurs across exposures and how this learning differs for low vs. high imageability words.

In model 2, we included three interaction terms to explore interactions between initial word
reading skill and relevant word properties: vocabulary grade, imageability, and Orthographic

Table 1 Child-level descriptive statistics (N = 93)

Variable M SD Min Max

Rapid letter naming 39.70 11.29 0 67
Rapid sound naming 28.53 9.37 12 52
Sight word efficiency 11.22 4.30 0 21
Phonemic decoding 2.73 2.83 0 10
Vocabulary 17.06 5.62 1 29
Working memory 1.78 2.68 0 12
Phonological awareness 11.06 3.97 4 19

All values represent raw scores

Table 2 Word-level descriptive statistics (N = 145)

Variable M SD Min Max

Frequency (SFI) 72.60 3.89 67.10 88.30
Length 3.79 1.26 1.00 9.00
Number of phonemes 3 .89 1.00 7.00
Vocabulary grade .87 .67 0 3.00
OLD 1.51 .36 1.00 2.80
PLD 1.28 .36 1.00 2.70
Imageability 323.42 95.47 195 632
Decodability 5.09 2.64 1.00 9.00

OLD, Orthographic Levenshtein Distance; PLD, Phonological Levenshtein Distance; SFI, standard frequency
index

https://doi.org/https://wordreadinggrowth.shinyapps.io/exposures_to_mastery/
https://doi.org/https://wordreadinggrowth.shinyapps.io/exposures_to_mastery/


Levenshtein Distance. We specifically included these interactions because we were interested
in the interaction between initial word reading skill and semantic properties of the words (i.e.,
vocabulary grade and imageability) and were interested in exploring whether students with
better reading skills might be more likely to extract orthographic similarities between words
and use that knowledge to learn new words (i.e., OLD). Two of the three interactions were
significant: imageability and vocabulary grade. Graphs of these interactions are provided in
Figs. 1 and 2. Overall, the imageability interaction indicates that for low imageability words
(words for which it is harder to conjure a mental image), students who begin the intervention
with very low word reading skills (2 standard deviations below the mean) require nearly 4
more exposures to those words, on average, than students who begin the intervention with
relatively good word reading skills (2 standard deviations above the mean). Similarly, the
vocabulary interaction (Fig. 2) indicates that for words that have a higher vocabulary grade,
students who begin the intervention with very low word reading skills require more than twice
as many exposures than students who begin the intervention with relatively good word reading
skills.

Discussion

The results from this study suggest that there are a number of child and word factors related to
how quickly students add words to their orthographic lexicons as they learn to read. These

Table 3 Zero-order correlations between child variables

1 2 3 4 5 6 7 8

1. Mean number of exposures –
2. Rapid letter naming − .19 –
3. Rapid sound naming − .07 .33 –
4. Sight Word Efficiency − .56 .30 .33 –
5. Phonemic Decoding Efficiency − .29 .21 .20 .20 –
6. WASI vocabulary − .10 − .06 .05 .11 .16 –
7. Working memory .02 − .01 − .04 − .10 .02 .04 –
8. Phonological awareness − .26 .16 − .01 .19 .26 .14 − .01 –

p < .05 for all variables in italics

Table 4 Zero-order correlations: word variables

1 2 3 4 5 6 7 8 9

1. Mean number of exposures –
2. Frequency (SFI) − .26 –
3. Length .45 − .47 –
4. Number of phonemes .31 − .43 .81 –
5. EDL vocabulary grade .46 − .33 .40 .40 –
6. OLD .33 − .20 .66 .55 .36 –
7. PLD .36 − .17 .61 .67 .31 .74 –
8. Imageability − .20 − .40 .14 .07 − .02 − .02 − .06 –
9. Decodability .26 − .13 .50 .32 .15 .33 .37 .08 –

OLD, Orthographic Levenshtein Distance; PLD, Phonological Levenshtein Distance

p < .05 for all variables in italics

Sight word acquisition in first grade students at risk for reading... 267
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results implicate semantic properties of words (i.e., imageability and vocabulary grade) as
important factors related to this efficiency of learning, particularly for students with poor word
reading skills. In the present study, we found that both vocabulary grade (the grade when the
word is introduced into formal vocabulary instruction) and imageability (the ease of bringing
about a mental image to go with a word) are particularly important for students with the most
need in the area of word reading. The results suggest that students with poor word reading
skills may rely more heavily on the semantic properties of words while learning high-
frequency words.

Word predictors of number of exposures for mastery

Our models indicated that the only significant predictor at the child level was initial word
reading skill. This finding is not surprising given that the dependent measure is word reading
and initial word reading skill is likely to account for the majority of variance, leaving little
variance for other predictors. There were several word features that accounted for unique
variance in the number of exposures required for mastery. The first was length, with longer
words requiring more exposures for mastery than shorter words. This finding is consistent with
other findings that longer words are typically more difficult to read, especially for younger
students and students with dyslexia (e.g., Marinus & de Jong, 2010). The findings from our
study provide further support that word length is related to both word difficulty and how
efficiently children learn specific words.
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Our analyses indicated that two semantic features of words were significantly related to the
number of exposures required for mastery. The first was word imageability, the ease with
which a word elicits a mental image in the reader. The main effect for imageability and the
significant interaction with initial word reading skill indicates that imageability is an important
word feature, particularly for students who started the intervention with poor word reading
skills. These findings are consistent with other findings that suggest that imageability is related
to word difficulty (e.g., Steacy et al., 2017; Strain, Patterson, & Seidenberg, 1995) and word
learning efficiency (Steacy & Compton, 2019). The second semantic feature that was signif-
icantly related to word learning efficiency was vocabulary grade according to the EDL
Vocabulary List. As mentioned above, this variable indicates the grade in which the target
words are typically introduced in formal vocabulary instruction. As such, it serves as a
semantic feature of the words. This proxy was a significant predictor even after controlling
for frequency, length, imageability, and decodability. Interpreted within a connectionist model
of word reading (Seidenberg & McClelland, 1989), where lexical feedback is required to assist
in the mapping of the phonological and orthographic forms of words, the significance of
imageability and vocabulary grade in these models supports a hypothesis that students with
RD are relying heavily on the semantic processor in word learning efficiency. We do not,
however, have the correct data to make any causal inferences about this relationship. Words
that are introduced earlier in vocabulary instruction and words that more easily elicit a mental
image appear to be learned faster than words that are more advanced from a semantic
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standpoint. Taken together, these results indicate that semantic features of words may be
important components of adding words to the orthographic lexicon.

Word reading × word feature interactions

In addition to the main effects we found for imageability and vocabulary grade, we conducted
an exploratory interaction analysis to examine whether the effect of word imageability and
vocabulary grade varied depending on word reading skill. These interactions were both
significant. Among children who were at risk due to initial poor reading skills, words that were
low on the imageability scale (i.e., it is more difficult to elicit a mental image for the word) were
particularly difficult for students who began the intervention with the poorest word reading
skills and required significantly more exposures for mastery than words that were higher on the
imageability scale. The same pattern was found for vocabulary grade, with words introduced
later in vocabulary instruction requiring significantly more exposures for mastery in students
who began the intervention with the poorest word reading skills than students who began the
intervention with higher word reading skills. Taken together, the results of the interaction
models suggest that students with the poorest word reading skills may relymore on the semantic
properties of words than students who start the intervention with better word reading skills.
Within the triangle model of reading outlined above, these results may indicate that poor readers
rely more on semantic feedback to “clean up”mismatches between phonology and orthography
than stronger readers. Students with good word reading skills may rely less on these semantic
properties because their connections between phonology and orthography are stronger (see
Siegelman et al., in press). This may be particularly important for irregular words, many of
which are taught as sight words in early word reading instruction. For poor readers, when there
is less semantic feedback available (i.e., words are less imageable and/or they do not know the
meanings of the words yet), their word reading growth slows down.

Taken together, the results from this study provide some insight into how students with
poor word reading skills acquire words across the course of an intensive multicomponent
intervention. Furthermore, these results suggest that the semantic properties of words play an
important role in how efficiently these students learn words and how quickly they add them to
their orthographic lexicons.

Limitations and future directions

There are limitations to this study that are worth noting. Firstly, the experimental design
provided some indication of learning over time. We could not, however, experimentally
control the number of times students encountered the target words in the sight word challenge
in other instructional activities or in their broader experiences. Since these data were collected
within the context of an intervention that spanned the entire first grade year, it is not possible to
quantify these other experiences with the words. Additionally, the results from this study apply
only to the target words outlined above. These data are also from a sample of poor readers,
which limits generalizability to a typically developing sample. Caution should be exercised
when generalizing to other words and children. Furthermore, the experimental measure
employed in this study was based on frequency, which limited the word-level predictors that
could be explored. Future work using controlled experimental designs would help to address
some of these remaining questions. Furthermore, work on maintenance of word representa-
tions over time and number of exposures required for maintenance of learning is warranted.
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Appendix

Table 6 Sight word challenge target word list ordered by frequency

Target word

the
of
and
to
a
is
that
it
was
for
you
he
on
as
are
they
be
his
at
or
had
from
not
this
have
but
by
were
one
all
she
when
an
their
there
her
can

we
about
what
up
said
would
out
some
people
so
other
them
more
will
your
which
into
do
many
then
these
no
been
who
time
like
could
has
him
how
than
two
only
may
most
over

see
its
made
first
new
my
very
also
down
now
make
each
way
called
did
just
after
water
through
know
because
get
little
back
where
such
much
even
must
our
good
too
before
me
day
years

used
go
work
any
use
things
look
well
another
around
great
man
same
came
should
come
right
small
old
think
take
place
still
find
off
different
world
us
found
away
help
went
here
house
food
looked

272 Steacy L.M. et al.



References

Sight word acquisition in first grade students at risk for reading... 273

Balota, D. A., Yap, M. J., Cortese, M. J., Hutchison, K. A., Kessler, B., Loftis, B., Neely, J. H., Nelson, D. L.,
Simpson, G. B., & Treiman, R. (2007). The English lexicon project.Behavior ResearchMethods, 39, 445–459.

Bates, D., & Maechler, M. (2009). Package ‘lme4’(Version 0.999375-32): linear mixed-effects models using S4
classes. Available (April 2011) at http://cran.r-project.org/web/packages/lme4/lme4.pdf.

Bryk, A. S., & Raudenbush, S. W. (1992). Hierarchical linear models for social and behavioral research:
Applications and data analysis methods. Newbury Park, CA: Sage.

Castles, A., & Nation, K. (2006). How does orthographic learning happen? In S. Andrews (Ed.), From inkmarks
to ideas: Challenges and controversies about word recognition and reading (pp. 151–179). London, UK:
Psychology Press.

Cho, S. J., Partchev, I., & De Boeck, P. (2012). Parameter estimation of multiple item response profile model.
British Journal of Mathematical and Statistical Psychology, 65(3), 438–466.

Coltheart, M. (1981). The MRC psycholinguistic database. The Quarterly Journal of Experimental Psychology
Section A, 33(4), 497–505.

Coltheart, V., Laxon, V. J., & Keating, C. (1988). Effects of word imageability and age of acquisition on
children’s reading. British Journal of Psychology, 79(1), 1–12.

Compton, D. L. (2002). The relationships among phonological processing, orthographic processing, and lexical
development in children with reading disabilities. The Journal of Special Education, 35(4), 201–210.

Compton, D. L., Appleton, A. C., & Hosp, M. K. (2004). Exploring the relationship between text-leveling
systems and reading accuracy and fluency in second-grade students who are average and poor decoders.
Learning Disabilities Research & Practice, 19(3), 176–184.

Cunningham, A. E., Perry, K. E., & Stanovich, K. E. (2001). Converging evidence for the concept of
orthographic processing. Reading and Writing, 14, 549–568.

De Boeck, P. (2008). Random item IRT models. Psychometrika, 73, 533–559.
Ehri, L. C. (2005). Learning to read words: Theory, findings, and issues. Scientific Studies of Reading, 9, 167–188.
Ehri, L. C. (2014). Orthographic mapping in the acquisition of sight word reading, spelling memory, and

vocabulary learning. Scientific Studies of Reading, 18(1), 5–21.
Ehri, L. C., & Saltmarsh, J. (1995). Beginning readers outperform older disabled readers in learning to read

words by sight. Reading and Writing, 7(3), 295–326.
Fuchs, D., Fuchs, L. S., Thompson, A., Otaiba, S. A., Yen, L., Yang, N. J., et al. (2001). Is reading important in

reading-readiness programs? A randomized field trial with teachers as program implementers. Journal of
Educational Psychology, 93(2), 251–267.

Gough, P. B., Juel, C., & Griffith, P. L. (1992). Reading, spelling, and the orthographic cipher. In P. B. Gough, L.
C. Ehri, & R. Treiman (Eds.), Reading acquisition (pp. 35–48). Hillsdale, NJ: Erlbaum.

Harm, M. W., & Seidenberg, M. S. (2004). Computing the meanings of words in reading: Cooperative division
of labor between visual and phonological processes. Psychological Review, 111(3), 662–720.

Harris, A., & Jacobson, M. (1982). Basic reading vocabulary. New York, NY: Macmillan.
Kearns, D.M., Steacy, L.M., Compton, D. L., Gilbert, J. K., Goodwin, A. P., Cho, E., Lindstrom, E. R., &Collins,

A. A. (2016). Modeling polymorphemic word recognition: Exploring differences among children with early-
emerging and late-emerging word reading difficulty. Journal of learning disabilities, 49(4), 368–394.

Keenan, J. M., & Betjemann, R. S. (2008). Comprehension of single words: The role of semantics in word
identification and reading disability. In E. Grigorenko (Ed.), Single-word reading: Behavioral and biological
perspectives (pp. 191–209). Lawrence Erlbaum Associates Publishers: Mahwah, NJ.

LaBerge, D., & Samuels, S. J. (1974). Toward a theory of automatic information processing in reading. Cognitive
psychology, 6(2), 293–323.

Marinus, E., & de Jong, P. F. (2010). Variability in the word-reading performance of dyslexic readers: Effects of
letter length, phoneme length and digraph presence. Cortex, 46(10), 1259–1271.

Menton, S., & Hiebert, E. H. (1999). Literature anthologies: The task for first-grade readers (Report No. CIERA-
R-1-009). In Ann Arbor, MI: Center for the Improvement of Early Reading Achievement. (ERIC
Documentation Service No. ED436754.)

Nation, K., & Snowling, M. J. (1998). Semantic processing and the development of word-recognition skills:
Evidence from children with reading comprehension difficulties. Journal of Memory and Language, 39(1),
85–101.

National Center for Education Statistics. (2015). The Nation’s Report Card: Reading 2015. National Center for
Education Statistics, Institute of Education Sciences. Washington, D.C.: U.S. Department of Education.

Ouellette, G. P. (2006). What’s meaning got to do with it: The role of vocabulary in word reading and reading
comprehension. Journal of educational psychology, 98(3), 554–566.

Paivio, A., Yuille, J. C., & Madigan, S. A. (1968). Concreteness, imagery, and meaningfulness values for 925
nouns. Journal of experimental psychology, 76, 1–25.

https://doi.org/https://wordreadinggrowth.shinyapps.io/exposures_to_mastery/


274 Steacy L.M. et al.

Perfetti, C. (2007). Reading ability: Lexical quality to comprehension. Scientific studies of reading, 11(4), 357–383.
Perfetti, C., & Stafura, J. (2014). Word knowledge in a theory of reading comprehension. Scientific Studies of

Reading, 18(1), 22–37.
Perfetti, C. A. (1985). Reading ability. Oxford University Press.
Perfetti, C. A. (1992). The representation problem in reading acquisition. In P. B. Gough, L. C. Ehri, & R.

Treiman (Eds.), Reading acquisition (pp. 145–174). Hillsdale, NJ: Lawrence Erlbaum Associates.
Pickering, S., & Gathercole, S. E. (2001). Working memory test battery for children (WMTB-C). Psychological

Corporation.
Plaut, D. C., McClelland, J. L., Seidenberg, M. S., & Patterson, K. (1996). Understanding normal and impaired

word reading: Computational principles in quasi-regular domains. Psychological Review, 103(1), 56–115.
R Development Core Team. (2012). R: A language and environment for statistical computing. Vienna, Austria:

R Foundation for Statistical Computing ISBN 3-900051-07-0, URL http://www.R-project.org/.
Reitsma, P. (1983). Printed word learning in beginning readers. Journal of Experimental Child Psychology, 36,

321–339.
Scarborough, H. S., Neuman, S., & Dickinson, D. (2009). Connecting early language and literacy to later reading

(dis) abilities: Evidence, theory, and practice. Approaching difficulties in literacy development: Assessment,
pedagogy, and programmes, 23, 39.

Seidenberg, M. S., & McClelland, J. L. (1989). A distributed, developmental model of word recognition and
naming. Psychological review, 96(4), 523–568.

Share, D. L. (1995). Phonological recoding and self-teaching: Sine qua non of reading acquisition. Cognition,
55(2), 151–218.

Siegelman, N., Rueckl, J. G., Steacy, L. M., Frost, S. J., van den Bunt, Mark, Zevin, J. D., Pugh, K. R., Compton,
D. L., Morris, R. D., & Seidenberg, M. S. (in press). Sensitivity to letter to sound regularities as a building
block in literacy acquisition: Insights from individual-differences. Journal of Memory and Language.

Steacy, L. M., & Compton, D. L. (2019). Examining the role of imageability and regularity in word reading
accuracy and learning efficiency among first and second graders at-risk for reading disabilities. Journal of
Experimental and Child Psychology, 178, 226–250.

Steacy, L. M., Kearns, D. M., Gilbert, J. K., Compton, D. L., Cho, E., Lindstrom, E. R., & Collins, A. A. (2017).
Exploring individual differences in irregular word recognition among children with early-emerging and late-
emerging word reading difficulty. Journal of Educational Psychology, 109(1), 51–69.

Strain, E., Patterson, K., & Seidenberg, M. S. (1995). Semantic effects in single-word naming. Journal of
Experimental Psychology: Learning, Memory, and Cognition, 21(5), 1140.

Taylor, J. S. H., Duff, F. J., Woollams, A. M., Monaghan, P., & Ricketts, J. (2015). How word meaning
influences word reading. Current Directions in Psychological Science, 24(4), 322–328.

Taylor, S. E., Frackenpohl, H., White, C. E., Nieroroda, B. W., Browning, C. L., & Brisner, E. P. (1989). EDL
core vocabularies in reading, mathematics, science, and social studies. Orlando, FL: Steck-Vaughn
Company.

Torgesen, J. K., Wagner, R. K., & Rashotte, C. A. (1999). Test of word reading efficiency. Austin, TX: Pro-Ed.
Van den Noortgate, W., De Boeck, P., & Meulders, M. (2003). Cross-classification multilevel logistic models in

psychometrics. Journal of Educational and Behavioral Statistics, 28, 369–386.
Wagner, R. K., Torgesen, J. K., & Rashotte, C. A. (1999). Comprehensive test of phonological processing.

Austin, TX: PRO-ED.
Wang, H., Nickels, L., Nation, K., & Castles, A. (2013). Predictors of orthographic learning of regular and

irregular words. Scientific Studies of Reading, 17(5), 369–384.
Waters, G. S., Bruck, M., & Seidenberg, M. (1985). Do children use similar processes to read and spell words?

Journal of Experimental Child Psychology, 39, 511–530.
Waters, G. S., Seidenberg, M. S., & Bruck, M. (1984). Children’s and adults’ use of spelling-sound information

in three reading tasks. Memory & Cognition, 12, 293–305.
Wechsler, D. (1999). Weschler abbreviated scale of intelligence. San Antonio, TX: The Psychological

Corporation.
Yarkoni, T., Balota, D., & Yap, M. (2008). Moving beyond Coltheart’s N: A new measure of orthographic

similarity. Psychonomic bulletin & review, 15(5), 971–979.
Zeno, S. M., Ivens, S. H., Millard, R. T., & Duvvuri, R. (1995). The educator’s word frequency guide (CD-Rom).

New York: Touchstone Applied Science Associates.

Publisher’s note Springer Nature remains neutral with regard to jurisdictional claims in published maps and
institutional affiliations.

https://doi.org/https://wordreadinggrowth.shinyapps.io/exposures_to_mastery/

	Sight...
	Abstract
	Introduction
	Development of the orthographic lexicon
	The role of exposure in word learning
	The role of lexical feedback in word reading
	Present study

	Method
	Participants
	Sight word challenge activity
	Measures
	Child measures
	Word measures

	Procedure
	Data analysis

	Results
	Discussion
	Word predictors of number of exposures for mastery
	Word reading × word feature interactions
	Limitations and future directions

	Appendix
	References


