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Abstract This work deals with Schrödinger equations with quadratic and sub-
quadratic Hamiltonians perturbed by a potential. In particular we shall focus on
bounded, but not necessarily smooth perturbations, following the footsteps of the pre-
ceding works (Cordero et al., Generalized metaplectic operators and the Schrödinger
equation with a potential in the Sjöstrand class, 2013; Cordero et al., Propagation of
the Gabor wave front set for Schrödinger equations with non-smooth potentials, 2013).
To the best of our knowledge these are the pioneering papers which contain the most
general results about the time–frequency concentration of the Schrödinger evolution.
We shall give a representation of such evolution as the composition of a metaplectic
operator and a pseudodifferential operator having symbol in certain classes of modu-
lation spaces. About propagation of singularities, we use a new notion of wave front
set, which allows the expression of optimal results of propagation in our context. To
support this claim, many comparisons with the existing literature are performed in this
work.
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1 Introduction

A wave packet is a function on R
d that is well-localized both in its time and frequency

domain. Willing to decompose a function f (x) into uniform wave packets, we are led
to the following time–frequency concepts, at the basis of the time–frequency analysis:
the linear operators of translation and modulation

Ty f (x) = f (x − y) and Mξ f (x) = e2π iξ x f (x), x, y, ξ ∈ R
d ,

whose composition is the time–frequency shift π(z) = MξTy , z = (y, ξ) ∈ T ∗
R

d =
R

2d , called the phase-space (or time–frequency space).
Given g ∈ S(Rd)\{0}, the so-called Gabor atom π(z)g can then be considered a

wave packet.
As elementary application of this decomposition, consider the Cauchy problem for

the Schrödinger equation which describes the free particle:

⎧
⎨

⎩

i
∂u

∂t
+�u = 0

u(0, x) = u0(x),
(1)

with x ∈ R
d , d ≥ 1. The explicit formula for the solution is the Fourier multiplier

u(t, x) = eit�u0(x) = (Kt ∗ u0)(x), (2)

where1

Kt (x) = 1

(4π i t)d/2
ei |x |2/(4t). (3)

Starting with the wave packet u0 = π(z)ϕ, where ϕ(x) = e−π |x |2 is the Gaussian
function, the computations developed in [10, Section 6] show that the solution
u(t, x) = eit�(π(z)ϕ)(x), z = (z1, z2) ∈ R

2d , is given by

u(t, x) = (1 + 4π i t)−d/2e− 4π2 t z2(2z1+i z2)
1+4π i t M z2

1+4π i t
Tz1 e− π

1+4π i t |x |2 . (4)

Then straightforward computations show there exist constant Ct > 0, εt > 0, depend-
ing on t , such that

|〈u, π(w)ϕ〉| ≤ Ce−ε|w−At z|2 (5)

where At z = (z1 + 4π t z2, z2). So the evolution eit� sends wave packets into wave
packets and the phase-space concentration of the evolution is well-determined.

This simple example gives the intuition that the evolution of Schrödinger equations
with Hamiltonians coming from classical mechanics can be still interpreted as trajec-
tory of particles in phase-space. In fact (5) tells us that for a wave-packet initial datum,

1 If z ∈ C, with Re z ≥ 0, z �= 0, we take as argument of z1/2 that belonging to [−π/4, π/4]. We then
define zk/2 = (z1/2)k if k is an integer.
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the solution is highly concentrated along the trajectory of the corresponding classical
system. In other terms, wave packets correspond to particles which roughly follow the
classical trajectory in phase-space.

The natural concept in this order of ideas is the time–frequency representation called
the short-time Fourier transform. Precisely, the short-time Fourier transform (STFT)
of a function or distribution f on R

d with respect to a Schwartz window function
g ∈ S(Rd)\{0} is defined by

Vg f (z) = 〈 f, π(z)g〉 =
∫

Rd

f (v)g(v − z1)e
−2π ivz2 dv, z = (z1, z2) ∈ R

2d . (6)

The time–frequency localization of f is obtained by comparison to wave packets
π(z)g: f is localized near z0 ∈ R

2d if Vg f (z) is large for z near z0 and decays
off z0. The formal theory of time–frequency localization leads to modulation spaces,
introduced by Feichtinger in 1983 [17]. Namely, fix g ∈ S(Rd), consider a weight
function m on R

2d and 1 ≤ p ≤ ∞. The modulation space M p
m(R

d) is defined as the
space of all tempered distribution f ∈ S ′(Rd) for which

∫

R2d

|Vg f (z)|pm(z)p dz < ∞ (7)

(with obvious modifications for p = ∞, see Sect. 2 below). The measure of the
time–frequency localization of f is done by computing a weighted L p norm of the
corresponding STFT Vg f . If m = 1 (unweighted case), we simply write M p in place
of M p

m . A preliminary question is then the following.

Does the Schrödinger evolution preserve modulation spaces?

A first positive answer for the evolution of the free particle in (1) is contained in the
pioneering work [1] on boundedness on modulation spaces for Fourier multipliers:

‖eit�u0‖M p ≤ C(1 + |t |)d/2‖u0‖M p , u0 ∈ S(Rd).

The proof follows from (4), (5), by taking into account the t-dependence.
The study of nonlinear Schrödinger equations and other PDEs in modulation spaces

has been widely developed by Wang and collaborators in many papers, see e.g., [43,
50,51] and the recent textbook [52].

Here our attention is addressed to more general linear Schrödinger equations.
Namely we show how time–frequency analysis can be successfully applied in the
study of the Cauchy problem for linear Schrödinger equations of the type

⎧
⎨

⎩

i
∂u

∂t
+ Hu = 0

u(0, x) = u0(x),
(8)
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with t ∈ R and the initial condition u0 ∈ S(Rd) or some larger space. We consider an
operator H of the form

H = aw + σw, (9)

where aw is the Weyl quantization of a real quadratic homogeneous polynomial on
R

2d and σw is a pseudodifferential operator (in the Weyl form) with a rough symbol
σ , belonging to a suitable modulation space. We recall that the Weyl quantization of
a symbol a(x, ξ) is correspondingly defined as

aw f (x) = aw(x, D) f =
∫∫

R2d

e2π i(x−y)ξa
( x + y

2
, ξ

)
f (y)dy dξ,

see [18,54]. The aim is to find conditions on the perturbationσw for which the evolution
eit H preserves modulation spaces. Estimates on modulation spaces for Schrödinger
evolution operators eit H are performed in the works [31–34]. In particular, the most
general result is given in [34], where the authors study the operator H = �− V (t, x),
the time–dependent potential V (t, x) being smooth and quadratic or sub-quadratic.
They obtain boundedness results for the propagator eit H in the unweighted modulation
spaces M p,q , 1 ≤ p, q ≤ ∞ (see definition in Sect. 2). In these papers the key idea is
to consider, as window function to estimate the modulation space norm of the solution
eit H u0, the Schwartz function ϕ(t, ·) = eit�ϕ, for a given ϕ = ϕ(0, ·) ∈ S(Rd) \ {0},
used to estimate the modulation norm of the initial datum u0.

Related results in the L p-theory are contained in [29,30]. Finally, more general
Hamiltonians and potentials are studied in [7,13]. In particular the perturbation oper-
ators have symbols in the so-called Sjöstrand class Sw = M∞,1(R2d).

In what follows we shall present to the reader a proof, new in literature, of the
boundedness of eit H on modulation spaces when the perturbation σw belongs to the
following scale of modulation spaces

Ss
w = M∞

1⊗vs
(R2d), vs(z) = 〈z〉s = (1 + |z|2)s/2, z ∈ R

2d , (10)

with the parameter s > 2d (See Theorem 5.1 in the sequel). Observe that

⋂

s≥0

Ss
w = S0

0,0, (11)

where S0
0,0 is the Hörmander class of all σ ∈ C∞(R2d) satisfying

|∂ασ (z)| ≤ Cα, α ∈ Z
2d+ , z = (x, ξ) ∈ R

2d . (12)

For s → 2d+, the symbols in Ss
w have a smaller regularity. In particular, for s > 2d,

Ss
w ⊂ C0(R2d), but the differentiability is lost in general as soon as s ≤ 2d + 1.

Finally, note that
⋃

s>2d Ss
w ⊂ Sw ⊂ C0(R2d), with strict inclusions.

The representation of the evolution operator eitaw which is related to the unper-
turbed Schrödinger equation σw = 0 is already well understood since eitaw is then
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a metaplectic operator. To benefit of non-expert readers, we shall study in detail this
case in the next Sect. 5. We recall that metaplectic operators quantize linear sym-
plectic transformations of the phase-space and arise as intertwining operators of the
Schrödinger representation of the Heisenberg group.

If we consider the perturbed problem (σw �= 0), a natural question is as follows:

What is the representation of eit H in presence of perturbations?

An answer in the case σw = σt (x), that is, the potential is a multiplication by a
smooth function σt ∈ C∞(Rd), satisfying additional decay properties together with
its derivatives, is contained in Weinstein [53]. There the evolution eit H was written
as a composition of a metaplectic operator with a pseudodifferential operator having
symbol in particular subclasses of Hörmander classes. We generalize widely the latter
result by considering rough potentials with symbols in Ss

w and showing that eit H is the
product of a metaplectic operator and of a pseudodifferential operator (with symbol in
Ss
w) for every t ∈ R, that is, as defined below, a generalized metaplectic operator. The

class of the generalized metaplectic operators enters the class of the Fourier integral
operators introduced and studied in [6].

First, we recall the classical metaplectic operators. Let A be a symplectic matrix
on R

2d (we write A ∈ Sp(d,R)), i.e., A is a 2d × 2d invertible matrix such that
AT JA = J , where

J =
(

0 Id

−Id 0

)

(13)

is related to the standard symplectic form on R
2d

ω(x, y) = tx J y, x, y ∈ R
2d . (14)

Then, the metaplectic operator μ(A) may be defined by the intertwining relation

π(Az) = cA μ(A)π(z)μ(A)−1 ∀z ∈ R
2d , (15)

with a phase factor cA ∈ C, |cA| = 1 (actually this only defines a projective repre-
sentation of Sp(d,R); one then needs supplementary efforts to construct, using the
corresponding cocyle, a true representation of the double cover of Sp(d). A detailed
construction is given in [15]).

The kernel or so-called Gabor matrix of the metaplectic operator with respect to the
set of the time–frequency shifts π(z) satisfies the following estimate. If A ∈ Sp(d,R)
and g ∈ S(Rd), then for every N ≥ 0 there exists a CN > 0 such that

|〈μ(A)π(z)g, π(w)g〉| ≤ CN 〈w − Az〉−N , w, z ∈ R
2d . (16)

The Gabor matrix is the point of departure in the definition of the generalized meta-
plectic operators.

Definition 1.1 Given A ∈ Sp(d,R), g ∈ S(Rd), and s ≥ 0, we say that a linear
operator T : S(Rd) → S ′(Rd) is a generalized metaplectic operator, in short T ∈
F I O(A, s), if the Gabor matrix of T satisfies the decay condition
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|〈Tπ(z)g, π(w)g〉| ≤ C〈w − Az〉−s, w, z ∈ R
2d . (17)

The union

F I O(Sp(d,R), s) =
⋃

A∈Sp(d,R)

F I O(A, s)

is then called the class of generalized metaplectic operators. A generalized metaplec-
tic operator is then proved to be the composition of a metaplectic operator with a
pseudodifferential operator having symbol in the class Ss

w, cf. Theorem 3.3 below.
The main result, that is Theorem 5.1 in the sequel, shows that the propagator of the

perturbed problem (8), (9) is a generalized metaplectic operator.
The last problem which arises in the study of the evolution eit H is related to prop-

agation of singularities.

How the evolution eit H propagates the singularities of the initial datum u0?

To answer this question, we employ a new definition of wave front set, called Gabor
wave front set, which is a generalization of the global wave front set introduced by
Hörmander in 1991 [25] and redefined by using time–frequency analysis in [42]. See
also [12]. The definition of the classical, the global and the Gabor wave front set,
together with a comparison with related results in the literature, is detailed in the last
section.

The contents of the next sections are the following. In Sect. 2 we recall the main
time–frequency analysis tools and properties of pseudodifferential operators useful for
our results. In Sect. 3 we survey the main properties of generalized metaplectic opera-
tors. Sections 4 and 5 contain the study of the unperturbed and perturbed Schrödinger
equation, respectively. In particular, in Sect. 5 it is stated and proved the main result
of this paper (Theorem 5.1). Finally, to give a whole treatment of this topic, in Sect. 6
we recall the definition of the Gabor wave front set and review results of propagation
of singularities of the evolution eit H , showing some important examples.

2 Preliminaries and time–frequency analysis tools

We refer the reader to [20] for an introduction to time–frequency concepts. We write
xy = x · y for the scalar product on R

d and |t |2 = t · t for t, x, y ∈ R
d . The

Schwartz class is denoted by S(Rd), the space of tempered distributions by S ′(Rd).
The brackets 〈 f, g〉 denote the extension to S ′(Rd) × S(Rd) of the inner prod-
uct 〈 f, g〉 = ∫

f (t)g(t)dt on L2(Rd). The Fourier transform is given by f̂ (η) =
F f (η) = ∫

f (t)e−2π i tηdt . We write A � B for the equivalence c−1 B ≤ A ≤ cB.

2.1 Modulation spaces

Consider a distribution f ∈ S ′(Rd) and a Schwartz function g ∈ S(Rd)\{0} (the
so-called window). The STFT of f with respect to g is defined by (6). The STFT
is well-defined whenever the bracket 〈·, ·〉 makes sense for dual pairs of function
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or (ultra-)distribution spaces, in particular for f ∈ S ′(Rd) and g ∈ S(Rd), or for
f, g ∈ L2(Rd).

Weighted modulation spaces measure the decay of the STFT on the time–frequency
(or phase space) plane and were defined by Feichtinger in the 80’s [17].

Let us first introduce the weight functions. A weight function v on R
2d is submul-

tiplicative if v(z1 + z2) ≤ v(z1)v(z2), for all z1, z2 ∈ R
2d . We shall work with the

weight functions
vs(z) = 〈z〉s = (1 + |z|2) s

2 , s ∈ R, (18)

which are submultiplicative for s ≥ 0.
If A ∈ GL(d,R), the class of real d × d invertible matrices, then |Az| defines an

equivalent norm on R
2d , hence for every s ∈ R, there exist C1,C2 > 0 such that

C1vs(z) ≤ vs(Az) ≤ C2vs(z), ∀z ∈ R
2d . (19)

For s ≥ 0, we denote by Mvs (R
2d) the space of vs-moderate weights on R

2d ; these
are measurable positive functions m satisfying m(z + ζ ) ≤ Cvs(z)m(ζ ) for every
z, ζ ∈ R

2d .

Definition 2.1 Given g ∈ S(Rd), s ≥ 0, a weight function m ∈ Mvs (R
2d), and

1 ≤ p, q ≤ ∞, the modulation space M p,q
m (Rd) consists of all tempered distributions

f ∈ S ′(Rd) such that Vg f ∈ L p,q
m (R2d) (weighted mixed-norm spaces). The norm

on M p,q
m (Rd) is

‖ f ‖M p,q
m

= ‖Vg f ‖L p,q
m

=
⎛

⎜
⎝

∫

Rd

⎛

⎜
⎝

∫

Rd

|Vg f (x, η)|pm(x, η)p dx

⎞

⎟
⎠

q/p

dη

⎞

⎟
⎠

1/q

(20)

(with obvious modifications for p = ∞ or q = ∞).

When p = q, we simply write M p
m(R

d) instead of M p,p
m (Rd). The spaces M p,q

m (Rd)

are Banach spaces, and every nonzero g ∈ M1
vs
(Rd) yields an equivalent norm in (20).

Thus M p,q
m (Rd) is independent of the choice of g ∈ M1

vs
(Rd).

In the sequel we shall use the following inversion formula for the STFT (see [20,
Proposition 11.3.2]): assume g ∈ M1

v (R
d)\{0}, f ∈ M p,q

m (Rd), then

f = 1

‖g‖2
2

∫

R2d

Vg f (z)π(z)g dz , (21)

and the equality holds in M p,q
m (Rd).

The adjoint operator of Vg , defined by

V ∗
g F(t) =

∫

R2d

F(z)π(z)gdz ,
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maps the Banach space L p,q
m (R2d) into M p,q

m (Rd). In particular, if F = Vg f the
inversion formula (21) becomes

IdM p,q
m

= 1

‖g‖2
2

V ∗
g Vg. (22)

2.2 Metaplectic and pseudodifferential operators

Consider g ∈ S(Rd)\{0} with ‖g‖2 = 1. Then, using the inversion formula (21), any
linear continuous operator T : S(Rd) → S ′(Rd) admits the following time–frequency
representation:

Vg(T f )(w) =
∫

R2d

k(w, z)Vg f (z) dz. (23)

where we call the kernel

k(w, z) := 〈Tπ(z)g, π(w)g〉, w, z ∈ R
2d (24)

the continuous Gabor matrix of the operator T . The name is related to the discretization
of T by means of Gabor frames. More precisely, the collection of time–frequency
shifts G(g,
) = {π(λ)g : λ ∈ 
} for a non-zero g ∈ S(Rd) (or more generally
g ∈ L2(Rd)) is called a Gabor frame, if there exist constants A, B > 0 such that

A‖ f ‖2
2 ≤

∑

λ∈

|〈 f, π(λ)g〉|2 ≤ B‖ f ‖2

2 ∀ f ∈ L2(Rd). (25)

This implies the expansion with unconditional convergence in L2(Rd):

f =
∑

λ∈

〈 f, π(λ)γ 〉π(λ)g ∀ f ∈ L2(Rd) (26)

where γ is a dual window of g. Using (26) the following Gabor decomposition of the
operator T is obtained:

T f (x) =
∑

μ∈


∑

λ∈

〈Tπ(λ)g, π(μ)g〉
︸ ︷︷ ︸

Tμλ

cλπ(μ)γ,

where cλ = 〈 f, π(λ)γ 〉 are the Gabor coefficients of f with respect to the dual Gabor
frame G(γ,
) and the infinite matrix {Tμλ}μ, λ∈
 is called the Gabor matrix of T .
For simplicity, from now on we shall present the theory only from a continuous point
of view, but the discrete counterpart by Gabor frames works as well, and this is indeed
the starting point for further numerical implementations.

Metaplectic operators Given a symplectic matrix A ∈ Sp(d,R), the corresponding
metaplectic operator μ(A) can be defined by the intertwining relation (15) (see also
Sect. 4).
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For matrices A ∈ Sp(d,R) in special form, the corresponding metaplectic opera-
tors can be computed explicitly. Precisely, For f ∈ L2(Rd), we have

μ

((
A 0
0 tA−1

))

f (x) = (det A)−1/2 f (A−1x) (27)

μ

((
I 0
C I

))

f (x) = ±e−iπCx ·x f (x) (28)

μ (J ) = id/2F−1, (29)

where F denotes the Fourier transform.
The Gabor matrix of a metaplectic operatorμ(A) is concentrated along the graph of

the symplectic phase-space transformation A and decays super polynomially outside,
as expressed in the first part of the following version of [7, Lemma 2.2]. The second
part gives a technical information used later (the proof is analogous to the one of
[7, Lemma 2.2]).

Lemma 2.2 (i) Fix g ∈ S(Rd) and A ∈ Sp(d,R), then, for all N ≥ 0,

|〈μ(A)π(z)g, π(w)g〉| ≤ CN 〈w − Az〉−N . (30)

(ii) If σ ∈ M∞
1⊗vs

and A ∈ Sp(d,R), then σ ◦ A ∈ M∞
1⊗vs

and

‖σ ◦ A−1‖M∞
1⊗vs ≤ ‖(AT )−1‖s ‖V�◦A�‖L1

vs
‖σ‖M∞

1⊗vs , (31)

where � ∈ S(R2d) is the window used to compute the norms of σ and σ ◦ A−1.

In particular, using (23) for T = μ(A) and the estimate (30), we can write for every
N ≥ 0

|Vg(μ(A) f )(w)| ≤ CN

∫

R2d

〈w − Az〉−N |Vg f (z)| dz.

Consider now a weight m ∈ Mvs , s ≥ 0. Then the vs-moderateness yields

|Vg(μ(A) f )(w)|m(w) ≤ CN

∫

R2d

〈w − Az〉s−N m(Az)|Vg f (z)| dz

and choosing N such that s− N < −2d by Young’s inequality we obtain the following
boundedness result:

Theorem 2.3 Consider m ∈ Mvs , s ≥ 0 and A ∈ Sp(d,R). Then the metaplectic
operatorμ(A) is bounded from M p

m◦A(R
d) into M p

m(R
d), 1 ≤ p ≤ ∞, with the norm

estimate
‖μ(A) f ‖M p

m
≤ Cs‖ f ‖M p

m◦A
. (32)
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The continuity property of a metaplectic operator μ(A) on M p,q(Rd), with p �=
q, fails in general. Indeed, an example is provided by the multiplication operator
defined in (28), which is bounded on M p,q(Rd) if and only if p = q, as proved in [9,
Proposition 7.1].

Pseudodifferential operators These operators can be described by the off-diagonal
decay of their corresponding Gabor matrices, if their symbols are chosen in suitable
modulations spaces. This is the main insight of the papers [19,21]. Namely, we have:

Proposition 2.4 ([19]) Fix g ∈ S(Rd), consider σ ∈ S ′(R2d) and s ∈ R.

(i) The symbol σ is in M∞,1
1⊗vs

(R2d) if and only if there exists a function H ∈ L1
vs
(R2d)

such that
|〈σwπ(z)g, π(w)g〉| ≤ H(w − z) ∀w, z ∈ R

2d . (33)

The function H can be chosen as

H(z) = sup
u∈R2d

|V�σ(u, j (z))|, (34)

where j (z) = (z2,−z1) for z = (z1, z2) ∈ R
2d and the window function � =

W (g, g) is the Wigner distribution of g.
(ii) We have σ ∈ M∞

1⊗vs
(R2d) if and only if

|〈σwπ(z)g, π(w)g〉| ≤ C〈w − z〉−s ∀w, z ∈ R
2d , (35)

where the constant C in (35) satisfies

C � ‖σ‖M∞
1⊗vs . (36)

In the context of Definition 1.1 the class of pseudodifferential operators with a
symbol in M∞

1⊗vs
(R2d) is just F I O(Id, s).

The previous characterization is the key idea to show that the preceding pseudodif-
ferential operators give rise to a sub-algebra of B(L2(Rd)) (the algebra of linear
bounded operators on L2(Rd)) which is inverse-closed (or enjoys the so-called Wiener
property), as contained in the following results [19,21,46].

Theorem 2.5 Assume that σ ∈ M∞,1
1⊗vs

(R2d) (resp. σ ∈ M∞
1⊗vs

(R2d), with s > 2d).
Then:

(i) Boundedness: σw is bounded on every modulation space M p,q
m (Rd) for 1 ≤

p, q ≤ ∞ and every vs -moderate weight m.
(ii) Algebra property: If σ1, σ2 ∈ M∞,1

1⊗vs
(R2d) (resp. σ ∈ M∞

1⊗vs
(R2d)), then

σw1 σ
w
2 = τw with a symbol τ ∈ M∞,1

1⊗vs
(R2d) (resp. σ ∈ M∞

1⊗vs
(R2d)).

(iii) Wiener property: If σw is invertible on L2(Rd), then (σw)−1 = τw with a symbol
τ ∈ M∞,1

1⊗vs
(R2d) (resp. σ ∈ M∞

1⊗vs
(R2d)).
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The algebra property represents one of the main ingredients in the study of the prop-
erties of the Schrödinger propagator eit H developed in Sect. 5. In particular, the ker-
nel of the composition of n pseudodifferential operators σwj , with σ j ∈ M∞

1⊗vs
(R2d),

j = 1, . . . , n, and s > 2d, satisfies

|〈σw1 σw2 . . . σwn π(z)g, π(w)g〉| ≤ C0C1 . . .Cn〈w − z〉−s w, z ∈ R
2d , (37)

where
C j � ‖σ j‖M∞

1⊗vs (38)

and C0 > 0 depends only on s. The proof is straightforward: in fact, the
characterization of Proposition 2.4 says that σ j ∈ M∞

1⊗vs
(R2d) if and only if

|〈σwj π(z)g, π(w)g〉| ≤ C j 〈w − z〉−s and the result follows from induction and the

fact that, for s > 2d, the weights vs are subconvolutive: v−1
s ∗ v−1

s ≤ C0 v
−1
s (cf. [20,

Lemma 11.1.1]).

3 Properties of the class F I O(A, s)

Generalized metaplectic operators solve evolution equations of the form (8), (9), when
the perturbation is a pseudodifferential operator with symbol in the classes Ss

w. They
were introduced and studied in [6], as classes of Fourier integral operators (FIOs)
associated with linear symplectic transformations of the phase-space. We observe that
this work studies also FIOs associated to more general symplectomorphisms.

As already mentioned, the crucial property of the generalized metaplectic operators
we shall need in the study of Schrödinger equations is the algebra property of the class
F I O(A, s). However, for sake of completeness, we recall the main properties of this
class, obtained in [6], and also other properties peculiar of the weighted versions of
the Sjöstrand class, i.e., the modulation spaces M∞,1

1⊗vs
(R2d), cf. [7].

First of all, the definition of the class F I O(A, s) is independent of the window
function g ∈ S(Rd)\{0} chosen in the Definition 1.1. The class F I O(A, s) is non-
empty: every classical metaplectic operator μ(A) satisfies (16) for every s ≥ 0 and
so μ(A) ∈ F I O(A, s) for every s ≥ 0.

Using the estimate of the Gabor matrix for a generalized metaplectic operator in
(16) and repeating similar arguments as for the classical metaplectic operators μ(A)
in the previous section, we obtain the following boundedness results for the class
F I O(A, s):

Theorem 3.1 Fix A ∈ Sp(d,R), s > 2d, m ∈ Mvs and T ∈ F I O(A, s). Then T
extends to a bounded operator from M p

m◦A(R
d) to M p

m(R
d), 1 ≤ p ≤ ∞.

In particular, since the weights vs and vs ◦ A are equivalent for every s ∈ R and
A ∈ Sp(d,R), the generalized metaplectic operator T in Theorem 3.1 is bounded
on M p

vs (R
d) and on M p

1/vs
(Rd). The previous theorem for p = 2 and m ≡ 1 says

that the classes F I O(A, s) are subclasses of B(L2(Rd)). The next results show that
their union F I O(Sp(d,R), s) is indeed an algebra in B(L2(Rd)) which enjoys the
property of inverse-closedness:
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Theorem 3.2 We have:

(i) If T (i)∈F I O(Ai , si ), Ai∈Sp(d,R), with si > 2d, i = 1, 2; then T (1)T (2)∈F I O
(A1 ◦ A2, s) with s = min(s1, s2). Consequently, the class F I O(Sp(d,R), s) is
an algebra with respect to the composition of operators.

(ii) If T ∈F I O(A, s), s > 2d, and T is invertible on L2(Rd), then T −1∈F I O(A−1, s).
Consequently, the algebra F I O(Sp(d,R), s) is inverse-closed in B(L2(Rd)).

Finally, the operators in the classes F I O(A, s) are not abstract ghosts since they
can be explicitly written as a simple composition of a classical metaplectic operator
and a pseudodifferential operator, as expressed in [6, Theorem 5.4], recalled below.

Theorem 3.3 Fix s > 2d and A ∈ Sp(d,R). A linear continuous operator T :
S(Rd) → S ′(Rd) is in F I O(A, s) if and only if there exist symbols σ1, σ2 ∈
M∞

1⊗vs
(R2d), such that

T = σw1 (x, D)μ(A) and T = μ(A)σw2 (x, D). (39)

The symbols σ1 and σ2 are related by

σ2 = σ1 ◦ A. (40)

The characterization (39) works also for other τ -forms of pseudodifferential oper-
ators aτ (x, D), τ ∈ [0, 1], where the τ -quantization of a symbol a(x, ξ) on the phase-
space is formally defined by

a �→ aτ (x, D) f =
∫∫

R2d

e2π i(x−y)ξa(τ x + (1 − τ)y, ξ) f (y)dy dξ

(τ = 1/2 is the Weyl quatization whereas τ = 1 is the Kohn–Nirenberg correspon-
dence). Instead (40) is peculiar of the Weyl correspondence and is a consequence of
the symplectic invariance property of the Weyl calculus (e.g. [26, Theorem 18.5.9]):

μ(A)−1σwμ(A) = μ(A)(σ ◦ A)w.

For T ∈ F I O(A, s) with A =
(

A B
C D

)

∈ Sp(d,R) satisfying the additional

condition det A �= 0 we have the following characterization, that can be proved by
using the same arguments as those in the result [7, Theorem 5.1] [related to symbols
in the classes M∞,1

1⊗vs
(R2d)]. We leave the details to the interested reader.

Theorem 3.4 T ∈ F I O(A, s) if and only if T has the following integral representa-
tion

T f (x) =
∫

Rd

e2π i�(x,ξ)σ (x, ξ) f̂ (ξ)dξ (41)

with the phase �(x, ξ) = 1
2 xC A−1x + ξ A−1x − 1

2ξ A−1 Bξ and a symbol σ ∈
M∞

1⊗vs
(R2d).
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An operator T in the form (41) is called a type I Fourier integral operator, with
phase� and symbol σ . If we drop the condition det A �= 0 the operator T is no more
a FIO of type I, but certainly can be characterized by other suitable integral represen-
tations. Integral representations for classical metaplectic operators were studied by
Morsche and Oonincx in [38]. Our object of further investigation will be to study the
compositions of the integral representations in [38] with pseudodifferential operators
and derive an integral expression for any T ∈ F I O(A, s).

4 Metaplectic operators as solutions of the unperturbed problem

We first give a brief review concerning the solution of

⎧
⎨

⎩

i
∂u

∂t
+ awu = 0

u(0, x) = u0(x),
(42)

when the symbol a(x, ξ) is a quadratic form on the phase space. Writing u(t, ·) =
Mt u(0, ·), we obtain the following equation for the solution operator Mt :

⎧
⎨

⎩

i
d Mt

dt
+ awMt = 0

M0 = I.
(43)

The properties of the operator Mt are well-known an can be found in different text-
books. We refer to [15,18,22,48] and the references therein. Moreover, we address
to Voros [49, Section 4.6] (see also [53, Section 3]) for a short survey of the subject,
from the viewpoint of group theory and geometrical quantization.

In short, suppose we are given a real-valued homogeneous second order polynomial
a(x, ξ), say

a(x, ξ) = −1

2
t (x, ξ)JA(x, ξ) = 1

2
ξ · Bξ + ξ · Ax − 1

2
x · Cx,

with

A =
(

A B
C −t A

)

(44)

in the symplectic algebra sp(d,R), therefore B,C are symmetric.
Its Weyl quantization is defined as

aw=− 1

8π2

d∑

j,k=1

B j,k
∂2

∂x j∂xk
− i

2π

d∑

j,k=1

A j,k x j
∂

∂xk
− i

4π
Tr(A)− 1

2

d∑

j,k=1

C j,k x j xk .

Then the Schrödinger equation (43) has a unique solution Mt = μ(At ), At = etA ∈
Sp(d,R) [always with an ambiguity by a factor, because we are considering here
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the simplified version of the metaplectic representation as a map μ : Sp(d,R) →
U (L2(Rd)); see the remark soon after (15)].

Hence, the solution to the Cauchy problem (42), can be written as

u = eitawu0 = μ(At )u0

with At = etA ∈ Sp(d,R).
The previous theory has further extensions. First, we note that the Schrödinger

representation ρ of the Heisenberg group H
d and μ fit together to give rise to the

extended metaplectic representationμe (see [4,14] and references therein). We briefly
review its construction.

The Heisenberg group H
d is the group obtained by defining on R

2d+1 the product

(z, t) · (z′, t ′) =
(

z + z′, t + t ′ + 1

2
ω(z, z′)

)

, z, z′ ∈ R
2d , t, t ′ ∈ R

whereω stands for the standard symplectic form in R
2d given in (14). The Schrödinger

representation of the group H
d on L2(Rd) is then defined by

ρ(x, ξ, t) f (y) = e2π i t e−π i xξ e2π iξ y f (y − x)

= e2π i t e−π i xξ MξTx f (y) = e2π i t e−π i xξπ(z) f (y),

where z = (x, ξ). The representations ρ and μ can be combined and give rise to
the extended metaplectic representation μe of the group G = H

d
� Sp(d,R), the

semidirect product of H
d and Sp(d,R). The group law on G is

((z, t), A) · (
(z′, t ′), A′) = (

(z, t) · (Az′, t ′), AA′) (45)

and the extended metaplectic representation μe of G is

μe ((z, t), A) = ρ(z, t) ◦ μ(A). (46)

The role of the center of the Heisenberg group is only a product by a phase factor,
and if we omit it, the “true” group under consideration is R

2d
� Sp(d,R), which we

denote again by G. Thus G acts naturally by affine transformations on phase space,
namely

g · (x, ξ) = ((q, p), A) · (x, ξ) = At (x, ξ)+ t (q, p). (47)

and its Lie algebra is isomorphic to the Lie algebra P2 of real-valued polynomials
of degree ≤ 2. Indeed, the map which takes the infinitesimal (extended) metaplectic
operator iaw, with (a ∈ P2) to the hamiltonian vector field

d∑

j=1

(
∂a

∂x j

∂

∂ξ j
− ∂a

∂ξ j

∂

∂x j

)
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is an isomorphism between the algebra of infinitesimal (extended) metaplectic oper-
ators and the Lie algebra spanned by the constant and linear symplectic vector fields.

Another generalization is related to time-dependent symbols at . Suppose we are
given a continuous curve iawt , at ∈ P2, of infinitesimal (extended) metaplectic oper-
ators. Then, the theory above, written for the case of a time–independent operator
iaw) still works and the Schrödinger equation (42) (with symbol a replaced by at )
has solution than can be uniquely represented (up to a phase factor) by the extended
metaplectic operator

u = eitawt u0 = μe(gt )u0

where gt ∈ G is a continuous curve on G. This more general case was studied by
Weinstein [53, Section 3] and is also object of our further investigations. We refer also
to [15] for more details.

5 Perturbed Schrödinger equations

We now consider the Cauchy problem in (8), where the hamiltonian aw, Weyl quan-
tization of a real-valued homogeneous quadratic polynomial as discussed in the pre-
vious section, is perturbed by adding a pseudodifferential operator σw with a symbol
σ ∈ M∞

1⊗vs
(R2d), s > 2d. Results concerning the quantization aw of a more general

real-valued polynomial of degree ≤ 2 and a potential V (t, x) which is only a multi-
plication operator are also mentioned in the end of this section. Our main result is as
follows.

Theorem 5.1 Consider the Cauchy problem (8) with H = aw + σw and aw and σw

as above. Then,

(i) The evolution operator eit H is a generalized metaplectic operator for every t ∈ R.
Specifically, we have

eit H = μ(At )b
w
1,t = bw2,tμ(At ), t ∈ R (48)

for some symbols b1,t , b2,t∈M∞
1⊗vs

(R2d) and where μ(At )=eitaw is the solution
to (43).

(ii) Consider m ∈ Mvs , 1 ≤ p ≤ ∞. Then eit H extends to a bounded operator from
M p

m◦At
(Rd) to M p

m(R
d). In particular, if u0 ∈ M p

vs , then u(t, ·) = eit H u0 ∈ M p
vs ,

for all t ∈ R.

Proof The pattern of the proof follows [7, Theorem 4.1], where symbols in the classes
M∞,1

1⊗vs
(R2d) were considered. The main ingredient is the theory about bounded per-

turbation of operator (semi)groups (see, e.g. the textbooks [41] and [16]) and is quite
standard. Indeed, this is the model already employed in some of the papers that inspired
our work, namely Zelditch [56] and Weinstein [53]. In what follows we shall explain
the main ideas of this proof.
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Since σ∈M∞
1⊗s(R

2d)⊂ M∞,1(R2d), for s>2d, the Weyl operator σw is bounded
on L2(Rd) (see [46] and Theorem 2.5 before) and more generally on every modu-
lation space M p

m(R
d) with weight m being vs-moderate (see [19] and Theorem 2.5

before). Using the boundedness result for classical metaplectic operators in (32) we
observe that the solution of the unperturbed problemμ(At ) = eitaw is a one-parameter
group strongly continuous on L2(Rd) and on every M p

m(R
d) with m � m ◦ A for

every A ∈ Sp(d,R). Hence also the evolution eit H generates a one-parameter group
strongly continuous on M p

m(R
d) as above, thanks to the standard theory (see [16, Ch. 3,

Cor. 1.7]). This immediately gives the boundedness ‖eit H u0‖M p
vs

≤ C‖u0‖M p
vs

, for all
s, t ∈ R, that is the second part of Theorem 5.1, (i i); whereas the continuity for a more
general weight m ∈ Mvs follows by Theorem 3.1, once we have proved that eit H is
a generalized metaplectic operator. We focus on this claim. The two main ingredients
that give the result are represented by the algebra property of generalized metaplectic
operators contained in Theorem 3.2, (i), and the characterization of pseudodifferential
operators in Proposition 2.4, (i i). Namely, if eit H = μ(At )P(t), we need to show
that for every t ∈ R the operator P(t) is a pseudodifferential operator with symbol in
M∞

1⊗vs
(R2d). Writing

B(t) = μ(A−t )σ
wμ(At ) ∈ F I O(A−t ◦ I d ◦ At , s) = F I O(I d, s),

(hence B(t) is a pseudodifferential operator with symbol in M∞
1⊗vs

) the operator P(t)
can be written using the following Dyson-Phillips expansion

P(t) = Id +
∞∑

n=1

(−i)n
t∫

0

t1∫

0

. . .

tn−1∫

0

B(t1)B(t2) . . . B(tn) dt1 . . . dtn :=
∞∑

n=0

Pn(t) .

(49)
We study the Gabor matrix of P(t), working on a kernel level, as done in the pioneering
work of Zelditch [56] whereas we notice that Weinstein [53] uses the Weyl calculus of
pseudodifferential operators and studies a similar Dyson expansion on a symbol level.

First, using (37) we have

∣
∣
∣
∣
∣
∣

〈
n∏

j=1

B(t j )π(z)g, π(w)g

〉∣
∣
∣
∣
∣
∣
≤ CCt1Ct2 . . .Ctn 〈w − z〉−s

with Ct j � ‖σ ◦ A−1
t j

‖M∞
1⊗vs , j = 1, . . . n. Using Lemma 2.2

sup
0≤r≤t

‖σ ◦ A−1
r ‖M∞

1⊗vs ≤ ‖σ‖M∞
1⊗vs sup

0≤r≤t
‖Ar‖s ‖V�◦Ar�‖L1

vs
≤ M(t)‖σ‖M∞

1⊗vs ,

where M(t) = sup0≤r≤t ‖Ar‖s ‖V�◦Ar�‖L1
vs

is easily proved to be finite. The Gabor
matrix of Pn(t) can then by controlled by

|〈Pn(t)π(z)g, π(w)g〉| ≤ C
tn

n! M(t)n‖σ‖n
M∞

1⊗vs
〈w − z〉−s,
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and, consequently, the Gabor matrix of P(t) satisfies

|〈P(t)π(z)g, π(w)g〉| ≤
∞∑

n=0

|〈Pn(t)π(z)g, π(w)g〉|〈w − z〉−s

≤ C
∞∑

n=0

tn M(t)n‖σ‖n
M∞

1⊗vs
n! 〈w − z〉−s

= C(t)〈z − w〉−s,

for a new function C(t) > 0. This gives by Proposition 2.4, (i i), that P(t) = bw1,t for

a symbol b1,t in M∞
1⊗vs

(R2d). Finally, the characterization of generalized metaplectic
operators in Theorem 3.3 gives also the second equality in (48):

eit H = bw2,tμ(At )

for some b2,t ∈ M∞
1⊗vs

(R2d), and this ends the proof. ��
We now compare these issues with other results in the literature. First, in the frame-

work of time–frequency analysis, we mention the pioneering work [1] on boundedness
on modulation spaces for Fourier multipliers: as special example we find the free
particle evolution operator eit�. The study of PDEs and in particular of nonlinear
Schrödinger equations in modulation spaces has been widely developed by B. Wang
and collaborators in many papers, see e.g., [43,50,51] and the recent textbook [52].
Inspired by these new nonlinear topics we would like to use the previous techniques
for a Cauchy problem (8) where the operator H contains a nonlinearity, this is our
future project.

Estimates on modulation spaces for Schrödinger evolution operators eit H were also
performed in the works [31–34], as detailed in the Introduction.

A result similar to Theorem 5.1, were the linear affine transformation At is replaced
by a more general symplectomorphism χt and the solution eit H is no more a general-
ized metaplectic operator but a Fourier integral operator in the classes F I O(χt , s), is
provided in [12, Theorem 4.1]). There the Hamiltonian aw(x, D) is a pseudodifferen-
tial operator where the symbol a(z), z = (x, ξ), is real-valued positively homogeneous
of degree 2, i.e. a(λz) = λ2a(z) for λ > 0, with a ∈ C∞(R2d\0). Indeed, the singu-
larity at the origin of a(z) can be admitted as well, by absorbing it in a non-smooth
potential. In this way, the pseudodifferential operator aw(x, D) can be modified such
that its symbol is in the Shubin classes [44] (see also [24]) and the symbolic calculus
can be applied.

Finally, we spend some additional words about two papers that we often mentioned
in the preceding pages, namely the work of Zelditch [56] and its generalization by
Weinstein [53]. The former studies propagation of singularities for evolution operators
eit H where H = � − V and V is a multiplication by a potential function V (x)
which differs only slightly from a positive-definite quadratic function (so H is very
similar to the harmonic oscillator). A local representation of the propagator eit H using
metaplectic operators is obtained and the main result says that the singularities of
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the solution u(t, ·) = eit H u0 behave as in the case of the harmonic oscillator. The
latter paper generalizes the former one by considering H = awt + Vt , where the
time–dependent hamiltonian awt is the Weyl quantization of a real-valued polynomial
a(x, ξ) of degree ≤ 2 and the time–dependent potential Vt (x) is a smooth function in
(t, x) ∈ R×R

d which belongs to particular subclasses of S0
0,0. A local representation

of eit H as product of a metaplectic and a pseudodifferential operator having symbol
in these subclasses is obtained and propagation of singularities are studied.

6 Propagation of singularities

To have a complete understanding of the subject, we present related results concerning
the propagation of singularities, obtained in [12]. There, a new definition of wave front
set is given, extending the so-called global wave front set introduced by Hörmander in
1991 [25] and which is different from the classical one, already studied in [26, Chap. 8],
which suits well in the study of certain classes of evolution operators of hyperbolic
type.

First, we recall the classical Hörmander wave front set in [26, Chap. 8]. Given
x0 ∈ R

d , we define by ϕx0 a test function in C∞
0 (R

d) such that 0 ≤ ϕx0(x) ≤ 1 for
every x ∈ R

d and ϕx0(x) = 1 for x in a neighborhood of x0. Given ξ0 ∈ R
d\{0}

we define by ψξ0 a function in C∞(Rd), supported in a conic open set � ⊂ R
d\{0}

containing ξ0, such that ψξ0(ξ) = 1 for ξ ∈ �′, |ξ | ≥ A for a conic open set �′
such that ξ0 ∈ �′ ⊂ � and ψξ0(ξ) = 0 for |ξ | < R for some 0 < R < A. We
define the classical Hörmander wave front set W Fψ(u) of a distribution u ∈ S ′(Rd)

(or u ∈ D′(Rd)), as follows: for (x0, ξ0) ∈ R
d × R

d\{0}, (x0, ξ0) /∈ W Fψ(u) if
there exist ϕx0 and ψξ0 such that ψξ0(D)(ϕx0 u) ∈ S(Rd). Here ψξ0(D) is the Fourier
multiplier with symbol ψξ0 , that is

ψξ0(D)(ϕx0 u)(x) =
∫

Rd

e2π i xξψξ0(ξ)ϕ̂x0 u(ξ) dξ.

Hence the functions ϕx0 andψξ0 represent the cut-off in time and in frequency, respec-
tively. For hyperbolic equations of the type

i
∂u

∂t
+ aw(t, x, D)u = 0

with u(0, x) = u0, and where a(t, x, ξ) is a real-valued hamiltonian, homogeneous
of the first order in ξ , we have for the solution u(t, x):

W Fψ(u(t)) = χt (W Fψ(u0))

where χt is the symplectomorphism defined by the Hamiltonian a(t, x, ξ). We want
a similar result for the evolution of the Schrödinger equation (8). To reach this goal,
we introduce a wave front set that does the job. This is a generalization of the global
Hörmander wave front set W FG( f ), that we recall in what follows. Namely, we use
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an equivalent definition via STFT introduced (and proved to be equivalent) in [42].
Consider u ∈ S ′(Rd), z0 ∈ R

2d\{0} and fix g ∈ S(Rd)\{0}. Then z0 /∈ W FG(u) if
there exists an open conic set �z0 ⊂ R

2d containing z0 such that for every r > 0

|Vgu(z)| ≤ Cr 〈z〉−r , z ∈ �z0 (50)

for a suitable Cr > 0. Then W FG(u) is a conic closed subset of R
2d \ {0} and its

definition does not depend on the choice of the nonzero window function g in S(Rd).
Finally, we define the Gabor wave front set W F p,r

G (u) under our consideration as
follows [12].

Definition 6.1 Let g ∈ S(Rd), g �= 0, r > 0. For u ∈ M p
v−r (R

d), z0 ∈ R
2d , z0 �= 0,

we say that z0 /∈ W F p,r
G (u) if there exists an open conic neighborhood �z0 ⊂ R

2d

containing z0 such that for a suitable constant C > 0

∫

�z0

|Vgu(z)|p〈z〉pr dz < ∞ (51)

(with obvious changes for p = ∞).

Then W F p,r
G (u) is well-defined as conic closed subset of R

2d\{0}. Furthermore,
the definitions of W F p,r

G ( f ) does not depend on the choice of the window g. We have
the following characterizations:

u ∈ M p
vr
(Rd) ⇔ W F p,r

G (u) = ∅

and, similarly,

u ∈ S(Rd) ⇔ W FG( f ) = ∅.

The propagation of singularities for the evolution eit H of our equation (8) are proved
in [12] and summarized as follows.

Theorem 6.2 Consider σ ∈ M∞
1⊗vs

, s > 2d, 1 ≤ p ≤ ∞. Then

eit H : M p
vr
(Rd) → M p

vr
(Rd) (52)

continuously, for |r | < s − 2d. Moreover, for u0 ∈ M p
v−r (R

d),

W F p,r
G (eit H u0) = At (W F p,r

G (u0)), (53)

provided 0 < 2r < s − 2d.

Observe the more restrictive assumption on r for (53), with respect to that for (52).
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Using (11) and (53), we may recapture the known results for the propagation in the
case of a smooth potentials, i.e. σ ∈ S0

0,0. Then the estimate (17) is satisfied for every

s and from Theorem 6.2 we recapture for u0 ∈ S ′(Rd)

W FG(e
it H u0) = At (W FG(u0)). (54)

This identity is contained in many preceding results. Although it is impossible to do
justice to the vast literature in this connection, let us mention the pioneering work of
Hörmander [25] 1991, who defined the wave front set in (50) as well as its analytic
version, and proved (54) in the case of the metaplectic operators. For subsequent
results providing (54) and its analytic-Gevrey version for general smooth symbols, let
us refer to [23,27,28,35–37,39,40,55]. The wave front sets introduced there under
different names actually coincide with those of Hörmander 1991, cf. [42,45], and [3].
Finally, for sake of completeness, let us recall the propagation of singularities for a
pseudodifferential operators in the framework of the global and the Gabor wave front
set. Observe the difference in the symbol classes and in the domain of the distribution u.

Proposition 6.3 Let σ ∈ M∞
1⊗vs

(R2d), s > 2d and 0 < 2r < s − 2d. Then, for every

u ∈ M p
v−r (R

d) we have

W F p,r
G (σ (x, D)u) ⊂ W F p,r

G (u). (55)

If σ ∈ S0
0,0, then for every u ∈ S ′(Rd),

W FG (σ (x, D)u) ⊂ W FG(u). (56)

From the previous results it follows that the study of the propagation of singularities
of the evolution eit H should be conducted as follows: if the perturbation σw in (9)
is the quantization of a smooth potential σ ∈ S0

0,0 we use the global wave front set

W FG(u), otherwise, if the symbol is rough and σ ∈ M∞
1⊗vs

(R2d), for some s > 2d,

then we use the Gabor wave front set W F p,r
G (u), with the limitation 0 < 2r < s −2d.

We end up this section with two examples, the first is the harmonic oscillator and the
second example is a perturbation of it with a rough potential. In order to compute the
wave front set W FG(u) we need the following preliminary results.

Proposition 6.4 We have:

(i) Let ξ0 be fixed in R
d . Then

W FG (e
2π i xξ0) = {z = (x, ξ), x �= 0, ξ = 0}

independently of ξ0.
(ii) Let c ∈ R, c �= 0, be fixed. Then

W FG (e
π ic|x |2) = {z = (x, ξ), x �= 0, ξ = cx}.

Example 1 The harmonic oscillator.
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Consider the Cauchy problem

{
i∂t u + 1

4π �u − π |x |2u = 0

u(0, x) = u0(x).
(57)

The solution is

u(t, x) = (cos t)−d/2
∫

Rd

e2π i[ 1
cos t xξ− tan t

2 (x2+ξ2)]û0(ξ) dξ, t �= π

2
+ kπ, k ∈ Z.

(58)
The Gabor matrix with Gaussian window g(x) = e−π |x |2 can be explicitly computed
as

|k(w, z)| = 2− d
2 e− π

2 |z−At (w)|2 , (59)

where

At
t (y, ξ) =

(
(cos t)I (− sin t)I
(sin t)I (cos t)I

) (
y
ξ

)

(60)

with I being the identity matrix. Observe that the expression (59) is meaningful for
every t ∈ R. Let us address to [10, Section 6.2] for applications to numerical experi-
ments.

We may test (54) on the initial datum u0(x) = 1, giving for t < π/2,

u(t, x) = (cos t)−d/2e−π i tan t |x |2 .

From Proposition 6.4, (i) and (i i), we have coherently with (60)

W FG (u(t, x)) = {(x, ξ), x = (cos t)y, ξ = (sin t)y, y �= 0}
= At (W FG (1)) = At ({(y, η), y �= 0, η = 0}).

Example 2 Perturbed harmonic oscillator.
Consider the perturbed harmonic oscillator in dimension d = 1

{
i ∂u
∂t + 1

4π
∂2u
∂x2 − πx2u + | sin x |μu = 0

u(0, x) = u0(x)
(61)

with μ > 1, x ∈ R. So in this case σw = | sin x |μ is a multiplication operator. By
[12, Corollary 2.4] we have σ ∈ M∞

1⊗vμ+1
(R2). From Theorem 6.2 we have that the

Cauchy problem is well-posed for u0 ∈ M p
vr (R), |r | < μ− 2 and the propagation of

W F p,r
G (u(t, ·)) for t ∈ R takes place as in Example 1, for 0 < r < μ/2 − 1.

Similar examples are easily obtained for the free particle (1), by using (4) and (5),
which we proposed as motivation of our time–frequency approach.

Acknowledgments We would like to thank Professor K. Gröchenig for inspiring this work.



340 E. Cordero, F. Nicola

References

1. Bényi, Á., Gröchenig, K., Okoudjou, K., Rogers, L.G.: Unimodular Fourier multipliers for modulation
spaces. J. Funct. Anal. 246, 366–384 (2007)

2. Bony, J.: Opérateurs intégraux de Fourier et calcul de Weyl-Hörmander (cas d’une métrique symplec-
tique), Journées “Équations aux Dérivées Partielles” (Saint-Jean-de-Monts, 1994), pp. 1–14. École
Polytech, Palaiseau (1994)

3. M. Cappiello and R. Shulz. Microlocal analysis of quasianalytic Gelfand-Shilov type ultradistributions.
arXiv:1309.4236

4. Cordero, E., De Mari, F., Nowak, K., Tabacco, A.: Analytic features of reproducing groups for the
metaplectic representation. J. Fourier Anal. Appl. 12(3), 157–180 (2006)

5. Cordero, E., Gröchenig, K., Nicola, F.: Approximation of Fourier integral operators by Gabor multi-
pliers. J. Fourier Anal. Appl. 18(4), 661–684 (2012)

6. Cordero, E., Gröchenig, K., Nicola, F., Rodino, L.: Wiener algebras of Fourier integral operators.
J. Math. Pures Appl. 99, 219–233 (2013)

7. Cordero, E., Gröchenig, K., Nicola, F., Rodino. L.: Generalized Metaplectic Operators and the
Schrödinger Equation with a Potential in the Sjöstrand Class. Submitted (2013). arXiv:1306.5301

8. Cordero, E., Nicola, F.: Metaplectic representation on Wiener amalgam spaces and applications to the
Schrödinger equation. J. Funct. Anal. 254, 506–534 (2008)

9. Cordero, E., Nicola, F., Rodino, L.: Time-frequency analysis of Fourier integral operators. Commun.
Pure Appl. Anal. 9(1), 1–21 (2010)

10. Cordero, E., Nicola, F., Rodino, L.: Sparsity of Gabor representation of Schrödinger propagators. Appl.
Comput. Harmon. Anal. 26(3), 357–370 (2009)

11. Cordero, E., Nicola, F., Rodino. L.: Schrödinger equations in modulation spaces. Studies in Phase
Space Analysis with Applications to PDEs, Progress in Nonlinear Differential Equations and Their
Applications, Birkhuser (Springer), 84, 81–99 (2013). ISBN 9781461463474

12. Cordero, E., Nicola, F., Rodino, L.: Propagation of the Gabor Wave Front Set for Schrödinger Equations
with non-smooth potentials. Submitted (2013). arXiv:1309.0965

13. Cordero, E., Nicola, F., Rodino, L.: Schrödinger equations with rough Hamiltonians. arXiv:1312.7791
14. Cordero, E., Tabacco, A.: Triangular subgroups of Sp(d,R) and reproducing formulae. J. Funct. Anal.

264(9), 2034–2058 (2013)
15. de Gosson, M.A.: Symplectic methods in harmonic analysis and in mathematical physics, volume 7 of

Pseudo-Differential Operators. Theory and Applications. Birkhäuser/Springer Basel AG, Basel (2011)
16. Engel, K.-J., Nagel, R.: A short course on operator semigroups. Universitext. Springer, New York

(2006)
17. Feichtinger, H.G.: Modulation spaces on locally compact abelian groups, Technical Report, University

Vienna, and also in Wavelets and Their Applications, Krishna, M., Radha, R., Thangavelu, S. editors,
Allied Publishers 2003, 99–140 (1983)

18. Folland, G.B.: Harmonic analysis in phase space. Princeton Univ. Press, Princeton, NJ (1989)
19. Gröchenig, K.: Time–frequency analysis of Sjöstrand’s class. Rev. Mat. Iberoam. 22(2), 703–724

(2006)
20. Gröchenig, K.: Foundations of time-frequency analysis. Applied and Numerical Harmonic Analysis.

Birkhäuser Boston Inc, Boston, MA (2001)
21. Gröchenig, K., Rzeszotnik, Z.: Banach algebras of pseudodifferential operators and their almost diag-

onalization. Ann. Inst. Fourier. 58(7), 2279–2314 (2008)
22. Guillemin, V., Sternberg, S.: Symplectic techniques in physics. Cambridge University Press, Cambridge

(1990)
23. Hassell, A., Wunsch, J.: The Schrödinger propagator for scattering metrics. Ann. Math. 162, 487–523

(2005)
24. Helffer, B.: Théorie Spectrale pour des Operateurs Globalement Elliptiques. Astérisque, Société Math-

ématique de France (1984)
25. Hörmander, L.: Quadratic hyperbolic operators. In: Microlocal analysis and applications, pp. 118–160,

Lecture Notes in Math., 1495. Springer, Berlin (1991).
26. Hörmander, L.: The Analysis of Linear Partial Differential Operators, Vol. III, Springer, Berlin (1985).
27. Ito, K.: Propagation of singularities for Schrödinger equations on the Euclidean space with a scattering

metric. Comm. Partial Differ. Eqs. 31, 1735–1777 (2006)

http://arxiv.org/abs/1309.4236
http://arxiv.org/abs/1306.5301
http://arxiv.org/abs/1309.0965
http://arxiv.org/abs/1312.7791


On the Schrödinger equation with potential in modulation spaces 341

28. Ito, K., Nakamura, S.: Singularities of solutions to Schrödinger equation on scattering manifold. Am.
J. Math. 131(6), 1835–1865 (2009)

29. Jensen, A., Nakamura, S.: Mapping properties of functions of Scrödinger operators between L p-spaces
and Besov spaces. Adv. Stud. Pure Math. Spectral Scatt. Theory Appl. 23, 187–209 (1994)

30. Jensen, A., Nakamura, S.: L p-mapping properties of functions of Schrödinger operators and their
applications to scattering theory. J. Math. Soc. Japan 47(2), 253–273 (1995)

31. Kato, K., Kobayashi, M., Ito, S.: Representation of Schrödinger operator of a free particle via short
time Fourier transform and its applications. Tohoku Math. J. 64, 223–231 (2012)

32. Kato, K., Kobayashi, M., Ito, S.: Remark on wave front sets of solutions to Schrödinger equation of a
free particle and a harmonic oscillator. SUT J. Math. 47, 175–183 (2011)

33. Kato, k., Kobayashi, M., Ito, S.: Remarks on Wiener Amalgam space type estimates for Schrödinger
equation. 41–48, RIMS Kôkyûroku Bessatsu, B33, Res. Inst. Math. Sci. (RIMS), Kyoto (2012).

34. Kato, K., Kobayashi, M., Ito, I.: Estimates on Modulation Spaces for Schrödinger Evolution Operators
with Quadratic and Sub-quadratic Potentials. arXiv:1212.5710

35. Martinez, A., Nakamura, S., Sordoni, V.: Analytic smoothing effect for the Schrödinger equation with
long-range perturbation. Comm. Pure Appl. Math. 59, 1330–1351 (2006)

36. Martinez, A., Nakamura, S., Sordoni, V.: Analytic wave front set for solutions to Schrödinger equations.
Adv. Math. 222(4), 1277–1307 (2009)

37. Mizuhara, R.: Microlocal smoothing effect for the Schrödinger evolution equation in Gevrey classes.
J. Math. Pures Appl. 91, 115–136 (2009)

38. ter Morsche, H., Oonincx, P.J.: On the Integral Representation for Metaplectic Operators. J. Fourier
Anal. Appl. 8(3), 245–257 (2002)

39. Nakamura, S.: Propagation of the homogeneous wave front set for Schrödinger equations. Duke Math.
J. 126(2), 349–367 (2005)

40. Nakamura, S.: Semiclassical singularity propagation property for Schrödinger equations. J. Math. Soc.
Japan 61(1), 177–211 (2009)

41. Reed, M., Simon, B.: Methods of modern mathematical physics. II. Fourier analysis, self-adjointness.
Academic Press, Harcourt Brace Jovanovich Publishers, New York (1975).

42. Rodino, L., Wahlberg, P.: The Gabor wave front set. Monatshefte für Mathematik, to appear (2014).
arXiv:1207.5628v2

43. Ruzhansky, M., Sugimoto, M., Wang, B.: Modulation Spaces and Nonlinear Evolution Equations.
Evol. Eqs. Hyperbolic Schrödinger Type Progr. Math. 301, 267–283 (2012)

44. Shubin, M.A.: Pseudodifferential Operators and Spectral Theory. Springer, Berlin, second edition.
Translated from the 1978 Russian original by Stig I. Andersson (2001)

45. Schulz, R., Wahlberg, P.: The equality of the homogeneous and the Gabor wave front set.
arXiv:1304.7608

46. Sjöstrand, J.: Wiener type algebras of pseudodifferential operators. In Séminaire sur les Équations aux
Dérivées Partielles, 1994–1995, pages Exp. No. IV, 21. École Polytech., Palaiseau (1995)

47. Tataru, D.: Phase space transforms and microlocal analysis. Phase space analysis of partial differential
equations, Vol. II, 505–524, Pubbl. Cent. Ric. Mat. Ennio Giorgi, Scuola Norm. Sup., Pisa (2004).
http://math.berkeley.edu/%7Etataru/papers/phasespace

48. Taylor, M.E.: Noncommutative Harmonic Analysis. Amer. Math. Soc, Providence, RI (1986)
49. Voros, A.: Asymptotic h-expansions of stationary quantum states. Ann. Inst. Henri Poincaré 26(4),

343–403 (1977)
50. Wang, B., Lifeng, Z., Boling, G.: Isometric decomposition operators, function spaces Eλp,q and appli-

cations to nonlinear evolution equations. J. Funct. Anal. 233(1), 1–39 (2006)
51. Wang, B., Hudzik, H.: The global Cauchy problem for the NLS and NLKG with small rough data. J.

Differ. Eqs. 232, 36–73 (2007)
52. Wang, B., Huo, Z., Hao, C., Guo, Z.: Harmonic analysis method for nonlinear evolution equations. I.

World Scientific Publishing Co., Pte. Ltd., Hackensack, NJ (2011)
53. Weinstein, A.: A symbol class for some Schrödinger equations on Rn . Am. J. Math. 107(1), 1–21

(1985)
54. Wong, M.W.: Weyl Transforms. Springer, Berlin (1998)
55. Wunsch, J.: Propagation of singularities and growth for Schrödinger operators. Duke Math. J. 98(1),

137–186 (1999)
56. Zelditch, S.: Reconstruction of singularities for solutions of Schrödinger equations. Comm. Math.

Phys. 90, 1–26 (1983)

http://arxiv.org/abs/1212.5710
http://arxiv.org/abs/1207.5628v2
http://arxiv.org/abs/1304.7608
http://math.berkeley.edu/%7Etataru/papers/phasespace

	On the Schrödinger equation with potential in modulation spaces
	Abstract
	1 Introduction
	2 Preliminaries and time--frequency analysistools
	2.1 Modulation spaces
	2.2 Metaplectic and pseudodifferential operators

	3 Properties of the class FIO(mathcalA,s)
	4 Metaplectic operators as solutions of the unperturbed problem
	5 Perturbed Schrödinger equations
	6 Propagation of singularities
	Acknowledgments
	References


