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Abstract: In this paper we propose a novel model “recursive 
directed graph” based on feature structure, and apply it to repre-
sent the semantic relations of postpositive attributive structures in 
biomedical texts. The usages of postpositive attributive are com-
plex and variable, especially three categories: present participle 
phrase, past participle phrase, and preposition phrase as postposi-
tive attributive, which always bring the difficulties of automatic 
parsing. We summarize these categories and annotate the semantic 
information. Compared with dependency structure, feature struc-
ture, being recursive directed graph, enhances semantic informa-
tion extraction in biomedical field. The annotation results show 
that recursive directed graph is more suitable to extract complex 
semantic relations for biomedical text mining. 
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0  Introduction  

Annotating biomedical text plays an important role 
in the fields of biomedical text mining and information 
extraction. It is increasing the accuracy and efficiency in 
automatic retrieval [1-3]. 

However, the resources without semantic informa-
tion bring the problems to recognize the entity and ex-
tract the key words, which are what the doctors need ur-
gently, such as Gene Epigenetics, Oncology.  

In recent years, the semantic annotation becomes 
more important in biomedical annotation field [4-6]. In 
this paper, we propose a new method “recursive directed 
graph”, which is a semantic representation model for 
biomedical text mining. The method is satisfactory to 
represent or derive the biomedical conceptual relations 
of biomedical complex sentence patterns. We focus on 
building a large scale labeled biomedical resource, the 
biomedical token semantic association (bioTSA), con-
sisting of part of BioNLP2009 ST and BioNLP2013 GE 
ST training, which can describe all the semantic relations 
of tokens in the text.  

Currently, dependency structure is one of the most 
popular representation methods. Many researches for 
parsing text have been done successfully in this way [7, 8]. 
Other relative annotation researches, such as the frame-
work developed by Kulick et al [2], which integrates the 
Treebank and the Propbank, contains syntactic structure 
and predicate-argument structure; the new concepts “Sin-
gle-facet Annotation and Semantic Typing” provided by 
Kim et al [3] for semantic annotation and event annotation. 
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However, many problems are encountered in parsing 
biomedical text, in which there are many special sentence 
patterns, such as postpositive attributive, inverted sen-
tences, the complex noun phrase, the verb-complement 
structure, etc. It is difficult to find the correct head, which 
leads to errors extracting entity relations.  

We put forward a new method “recursive directed 
graph” for parsing biomedical text. In previous work, we 
already built a large-scale semantic resource with 30 000 
Chinese sentences with feature structure in three years. It 
enriches Chinese semantics resources [9]. It is an attempt 
to use “recursive directed graph” in annotation of Eng-
lish biomedical text. 

In this paper, we choose postpositive attributive as 
the object. Section 1 discusses the method we propose. 
Section 2 focuses on the annotation of postpositive at-
tributive sentences in biomedical text. Section 3 is the 
discussion, includes the overall annotation research, in-
cluding labeled data, annotators, and the consistency of 
annotation. Section 4 is the conclusion. 

1  Annotation with Recursive  
Directed Graph 

Feature structure is not a new term, which is common 
in many fields, such as generative phonology [10], general-
ized phrase structure grammar (GPSG) [11], lexical func-
tional grammar (LFG) [12]. We borrow the term “Feature 
Structure” to provide a new model, which can be formal-
ized “recursive directed graph”, allowing a more complete 
semantic description for biomedical text [9]. We focus on 
the better representation of semantic relations. Recursive 
directed graph can be shown in Fig.1. 

Generally, a phrase or sentence may be expressed as 
a collection of feature structures, and a feature structure 
is represented as a triple: [Entity, Feature, Value] 

 

Fig. 1  Feature structure: recursive directed graph 

A triple can be regarded as two nodes and the edge 
that links them. A node is an entity or a value, and the 
edge is a feature. The feature must be the feature of one 
of the nodes, and the node serves as the owner of the 
feature, while another node serves as the value. Thus, a 
feature structure can be seen as a directed graph. Because 
the value can also be another feature structure, the fea-
ture structure may be represented as a recursive graph, in 
which a node can also be a graph [13]. 

Feature structure, as “recursive directed graph”, al-
lows multiple semantic links and multiple nesting. Ac-
cording to previous researches [9,13], it is more suitable 
for extracting complex semantic relations. 

Example 1 gene expression from the HTLV-I LTR  
(1) 

Example (1) is complex noun phrase with a preposi-
tion phrase. It is very common in biomedical text. The 
entity is “gene expression”, the feature is “from”, and the 
value is “the HTLV-I LTR”. (1) can be described by three 
triples, Figure 2 is the feature structure graph of (1). 

Triple1-1: [expression,    , gene]; 
Triple1-2: [expression, from, the HTLV-I LTR]; 
Triple1-3: [HTLV-I LTR,    , the]. 

 
Fig. 2  The feature structure graph of example (1) 

Example 2 Regulation of T1 expression during in-
duction of monocytic differentiation by okadaic acid (2) 

Example (2) is the title of a paper, which is a complex 
noun phrase with serial nouns. The sentence structure is 
more complex than (1), in which the semantic relations are 
interrelated and complex. (2) can be described by 6 triples:  

Triple2-1: [regulation, during, induction]; 
Triple2-2: [regulation, of, expression]; 
Triple2-3: [induction, of, differentiation]; 
Triple2-4: [differentiation, by, okadaic acid]; 
Triple2-5: [expression,    , T1]; 
Triple2-6: [differentiation,    , monocytic].  
In triple2-2, “expression” is the value of the entity 

“regulation”, meanwhile, in triple2-5, “expression” is the 
entity, whose value is “T1”. And “differentiation” has the 
same situation. Therefore, in feature structure model, one 
node can be multiple-semantic relations node. Figure 3 is 
the feature structure graph of (2). 

 

Fig. 3  The feature structure graph of (2) 
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2  Semantic Annotation of  
Postpositive Attributive Sentence  
Patterns in Biomedical Text 

Like the adjectives, the function of postpositive at-
tributive aims to modify and describe nouns or noun 
phrases [14]. The usages of postpositive attributive are 
complex and variable.  

Postpositive attributive sentence pattern in bio-
medical text is very common. In syntax, there are three 
types: First, the clause as postpositive attributive, as in 
who, whom, which, whose, etc.; Second, the phrase as 
postpositive attributive, as in infinitive phrase, present 
participle phrase, past participle phrase, adjective phrase, 
preposition phrase, etc.; Third, a single word as postposi-
tive attributive.  

In all the types, present participle phrase, past parti-
ciple phrase, and preposition phrase as postpositive at-
tributive always bring the difficulties of automatic pars-
ing. It is easy to get confused to find the correct head 
noun which the postpositive attributive modifies, then 
lead to errors extracting entity relations. We have anno-
tated 113 biomedical documents and 906 sentences, in 
which there are 82 postpositive attributive sentences, the 
proportion is 9%. (3)-(5) are the typical examples in 
data: 

Example 3 T10 mRNA levels were superinduced in 
cells treated with both okadaic acid and cycloheximide, 
whereas inhibition of protein synthesis had little, if any, 
effect on okadaic acid-induced T11 transcription.    (3) 

In (3), the postpositive attributive is the past partici-
ple phrase “treated with both okadaic acid and cyclo-
heximide”, the head noun is “cell”. The semantic relation 
is “patient-predicate”. The postpositive attributive in (3) 
can be described by three triples, Fig. 4 is the feature 
structure graph of (3). 

Triple3-1: [treated, ,cells]; 
Triple3-2: [treated, with, okadaic acid]; 
Triple3-3: [treated, with, cycloheximide]. 
Example 4 Suppression of signals required for ac-

tivation of transcription factor NF-kappa B in cells 

constitutively expressing the HTLV-I Tax protein    (4) 

 

Fig. 4  The feature structure graph of (3) 

In (4), the postpositive attributive is the present par-
ticiple phrase “constitutively expressing the HTLV-I Tax 
protein”. But the head noun is uncertain, the three nouns 
can be the head: “activation”, “transcription factor”, and 
“cells”. If just considering the distance, it maybe “cells”. 
However, the head should be the “transcription factor”. 
The postpositive attributive in (4) can be described by six 
triples, Fig. 5 is the feature structure graph of (4). 

Triple4-1: [expressing, , the HTLV-I Tax protein];  
Triple4-2: [expressing, , constitutively]; 
Triple4-3: [expressing, , transcription factor]; 
Triple4-4: [transcription factor, , NF-kappa B]; 
Triple4-5: [transcription factor, in, cells]; 
Triple4-6: [activation, of, transcription factor]. 
Example 5 In contrast, in a number of multiple 

myeloma cell lines, representing differentiated, plasma 
cell-like B cells, PU.1 DNA binding activity, mRNA ex-
pression, and Pu box-dependent transactivation were 
absent or detectable at a very low level            (5) 

In (5), it is hard to ensure the objects of the postpo-
sitive attributive verb “binding”. It is just “activity”, or 
“activity, mRNA expression”, or “activity, mRNA ex-
pression, and Pu box-dependent transactivation”. Ac-
cording to the semantic annotation, the subject of “bind-
ing” is “DNA”, its object should be “activity”. The 
postpositive attributive in (5) can be described by three 
triples, Figure 6 is the feature structure graph of (5). 

Triple5-1: [DNA, , PU.1];  
Triple5-2: [binding, , DNA];  
Triple5-3: [binding, , activity]. 

 

Fig. 5  The feature structure graph of (4) 
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Fig. 6  The feature structure graph of (5) 

Postpositive attributive is more error-prone than 
other sentence patterns. We just annotated 82 postposi-
tive attributive sentences, and summarized the main three 
types. Using feature structure model can resolve these 
problems, and can represent more semantic information 
from biomedical texts than traditional dependent struc-
ture. 

3  Discussion 

We selected 113 text materials, 11 abstracts from 
BioNLP’09 ST, and 102 documents from BioNLP2013 
GE task. We construct a small biomedical semantic re-
source with 906 sentences, and focus on annotating se-
mantic relations of sentences.  

The group of annotators includes 20 masters and 
doctors with linguistics, bioinformatics and computer 

engineer backgrounds at Wuhan University and 
Huazhong Agricultural University. Annotation training 
consisted of the annotation method, the annotation stan-
dard, the annotation platform, and annotated examples. 
The annotators worked independently, the consistency of 
annotation achieves 95%, which is very good because 
feature structure only requires determining the semantic 
relations. We would crosscheck the results periodically to 
avoid manual errors every week. 

We compare feature structure with Stanford parser [15] 

to parse the five example sentences. Table 1 shows the 
results of annotation precision and recall, based on the 
online Stanford parser and feature structure. The online 
Stanford parser gets three correct and two incorrect re-
sults. When the parser encounters the more complex 
postpositive attributive structures, it is hard to ensure the 
right semantic pairs. 

Table 1  Result of the online Stanford parser in comparison with feature structure 

Example Correct annotation of the postpositive attributive Annotation result of online stanford parser Result 

Example 1 [expression, from, the HTLV-I LTR] prep_from(expression-2, LTR-6) Correct 

Example 2 [differentiation, by, okadaic acid] prep_by(Regulation-1, acid-12) Wrong 

Example 3 [treated, ,cells] vmod(cells-7, treated-8) Correct 

Example 4 [expressing, , transcription factor] nsubj(expressing-15, activation-6) Wrong 

Example 5 [binding, , activity] amod(activity-25, binding-24) Correct 

 

4  Conclusion 

The novel model “feature structure” that we put 
forward is formalized “recursive directed graph” for the 
semantic representation. It is a successful attempt to use 
the method in biomedical text. In future work, we will 
expand the biomedical corpus. Compared with other 
models, feature structure is more suitable for extracting 
biomedical complex semantic relations, and can repre-
sent more semantic relations and allows multiple links. 
According to the results, labeling with feature structures 
is much more expeditious and effective than dependency 
structures. In the application, our research is significant 
to biomedical text mining by providing rich semantic 
information. The resource can be used directly to relation 

extraction, event extraction, and automatic question and 
answering. 
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