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Abstract: In this paper, we further study the connections between 
linear network error correction codes and representable matroids. 
We extend the concept of matroidal network introduced by 
Dougherty et al. to a generalized case when errors occur in multi-
ple channels. Importantly, we show the necessary and sufficient 
conditions on the existence of linear network error correction mul-
ticast/broadcast/dispersion maximum distance separable (MDS) 
code on a matroidal error correction network.  
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0  Introduction  

The theory of matroids was widely used in combi-
natorial optimization, integer programming, and network 
flow in the past. However, some new applications have 
been found in the field of network coding. The original 
idea of network error correction coding (NEC) was pro-
posed by Yeung and Cai in Ref. [1]. In their subsequent 
papers [2] and [3], they generalized the Hamming bound, 
the Singleton bound, and the Gilbert- Varshamov bound 
in classical error correction coding to network coding. In 
Ref. [4], Zhang defined the minimum distance of linear 
network error correction code (LNEC) and proved that 
the minimum distance plays exactly the same role as it 
does in classical coding theory for the characterization of 
error correction/detection capabilities of the code. The 
existence and construction of network error correction 
maximum distance separable (MDS) code is also studied 
in Refs. [5-8].  

In Ref. [9], Dougherty et al defined matroidal net-
works and used matroids to construct various networks 
systematically. They used matroidal networks to show the 
insufficiency of linear network coding and the inachieva-
bility of network coding capacity [10]. Kim and Medard [11] 
proved that a network is scalar-linearly solvable if and 
only if the network is a matroidal network associated with 
a representable matroid over some finite field. In this pa-
per, we attempt to establish some connections between 
LNEC and representable matroids. We propose a defini-
tion of matroidal error correction network. Then, we show 
the conditions for the existence of linear network error 
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correction multicast/ broadcast/ dispersion MDS codes on a 
matroidal error correction network. 

1  Preliminaries 

1.1  Network Error Correcting Problem 
Let   be a finite field of sufficiently large cardi-

nality. Unless otherwise specified, all the algebraic op-
erations in this paper are over this field. A communica-
tion network is usually represented by a finite acyclic 
directed graph ( , )=   , where   is the vertex set 
consisting of nodes, and  is the edge set whose ele-
ments represent communication channels of the network. 
There is an upstream-to-downstream order on  . A di-
rected edge ( , )e i j= ∈  stands for a channel leading 
from node i  to node j . Node i  is called the tail of e , 
and j  is called the head of e . We denote this as 

tail( )i e=  and head( ).j e=  Correspondingly, the 
channel e  is called an outgoing channel of i  and an 
incoming channel of j . For a node i , we define 
In( ) { : head( ) }i e e i= ∈ =  and Out( ) { : tail( )i e e= ∈  

}i= . We allow multiple channels between two nodes 
and assume that one field symbol can be transmitted over 
a channel in a unit time. 

In this paper, we only consider single source acyclic 
networks, and the unique source node is denoted by s . 
Let T  be a collection of nonsource nodes. A cut be-
tween s  and T  is a set of channels whose removal 
disconnects s  from any t T∈ . For unit capacity chan-
nels, the capacity of a cut between s  and T  can be 
regarded as the number of channels in the cut, and the 
minimum of all capacities of cuts between s  and T  is 
called the minimum cut capacity, which is denoted by 

TC . In particular, the minimum cut capacity between s  
and a nonsource node t  is denoted as tC .  

Let the information rate be ω  symbols per unit 
time. Then, the source node has ω  imaginary incoming 
channels 1 2, , ,d d dω , and let 1 2In( ) { , , , }s d d dω=  . 
The source messages are ω  symbols arranged in a row 
vector 1 2( , , , )X X Xω= X , where each iX  is an 
element of base field  . Assume they are transmitted 
to s  through ω  imaginary incoming channels in 
In( )s . By using network coding, source messages are 
transmitted to and decoded at each sink node. 

Denote by eU , the message is transmitted over the 
channel e . At the source node s , assume that the mes-
sage transmitted over the i th imaginary channel is 

id iU X= . In general, the message eU  transmitted over 
channel e  is calculated by e eU f= X , where ef  is an 

ω -dimensional -valued  column vector, which is 
called the global encoding kernel vector of channel e . 

When an error occurs on channel e , the output of 
the channel is e e eU U Z= + , where eU  is the message 
that should be transmitted over e , and eZ ∈  is the 
error occurred in e . In the original network ( , )=   , 
for each channel e∈ , an imaginary channel e′  is 
introduced, which is connected with the tail of e  to 
provide error message eZ . Let { : }e e′ ′= ∈  . This 
new network ( , )=      with imaginary channels 
In( )s ′   is called the extended network of ( , )=   , 
where =  and In( )s ′=     . For each non 
source node i  in the extended network, ( )In i  only 
includes the real incoming channels of i , that is, the 
imaginary channel e′  corresponding to ( )Oute i∈  are 
not in ( )In i . We can also define the global encoding 
kernel ef

  for each channel e∈  in the extended net-
work. It is an ( )ω +  -dimensional column vector, and 
the entries can be indexed by the elements of In( )s   . 
For each imaginary message channel In( )id s∈ , let 

1
i id df = , and for each imaginary error channel e′ ′∈ , 

let 1e ef ′ = ( 1e  is an ( )ω +  -dimensional column 
vector, which is the indicator function of e . Specifically, 
the entry indexed by e  equals to 1, and the others are 
0’s). For a real channel e∈ , the global encoding ker-
nel is determined by the recursive formula: 

,
In(tail( ))

1e d e d e
d e

f k f
∈

= +              (1) 

where ,d ek is the local encoding coefficient for an adja-
cent pair ( , )d e  of channels.  

Let ( : )eZ e= ∈Z   be an  -dimensional row 
vector and call Z  the error message vector. An error 
pattern ρ  is a set of channels of   in which errors 
occur. We call that Z  matches the error pattern ρ , if 

0eZ =  for all \e ρ∈ . For an error pattern ρ , let 
{ : }e eρ ρ′ ′= ∈  represent the imaginary channel set 

corresponding to ρ . Zhang [4] defined a modified net-
work ( , )ρ ρ ρ=   corresponding to ρ with ρ =   
and In( )sρ ρ′=    .  

For all messages including information messages 
and error messages, if they are considered as column 
vectors, the set { : }ef e∈  of all extended global en-
coding kernels constitutes a global description of 
anω -dimensional  -value LNEC for the original net-
work ( , )=   . 

First, we need some definitions that either are 
quoted directly or are extended from Ref. [8]. 

Definition 1[8]  For an LNEC on network  , let 
T  be a collection of nonsource nodes and In( )T =  
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In( )t T t∈ . The matrix 

( : In( ))T ef e T= ∈F  

is called the decoding matrix with respect to T . 
Definition 2  For an error pattern ρ , the matrix 

e( : In( ))T f e Tρ ρ= ∈F  

is called the decoding matrix restricted to ρ  with re-
spect to T , where ef

ρ is an ( )ω ρ+ -dimensional 
column vector obtained from ef

  by removing all en-
tries not in In( )s ρ . 

We denote the row vector of TF  indexed by the 
channel In( )d s∈    as ( )rowT d . Let L  be a col-
lection of vectors in a linear space, and we use L  to 
represent the subspace by vectors in L . At a collection 
T of nonsource nodes, the following vector spaces are 
important. 

Definition 3  For an LNEC on network   and a 
collection T  of nonsource nodes, let 

( ) ( ) ( ){ }row : InTT d d sΦ = ∈  

( ) ( ){ }, row :TT e eρ ρΔ = ∈  

We call ( )TΦ  the message space of T  and ( ),T ρΔ  
the error space of error pattern ρ  with respect to T . 

Definition 4[8]  An ω -dimensional LNEC on an 
acyclic network ( , )=    qualifies as a linear multicast, 
linear broadcast, and linear dispersion, respectively, if 

1) ( )( )dim tΦ ω=  for any nonsource node t ∈  
with tC ω≥ ; 

2) ( )( )dim min{ ,  }tt CΦ ω=  for every non-source 
node t ∈  ; 

3) ( )( )dim min{ ,  }TT CΦ ω=  for every collection 
T  of non-source nodes. 

For any collection T  of nonsource nodes with 

TC ω≥ , define T TCδ ω= − , which is called the re-
dundancy of T . Let 

( ){ }( ) : rankT T T TR δ ρ ρ ρ δ= = =  

be the collection of error pattern of size Tδ . 
Definition 5  The rank of an error pattern ρ  with 

respect to T  is defined by 

( ) ( ) ( ){ }1 1rank min : , ,T T Tρ ρ ρ ρ= Δ ⊆ Δ . 

Definition 6[8]  The minimum distance of an 
LNEC on network   with respect to T  is defined as 

( ) ( ) ( ) ( ){ }min min ran : , {0}T
Td k T Tρ Φ ρ= Δ ≠ . 

Lemma 1[8]  Let ( )
min
Td  be the minimum distance 

of a linear network error correction dispersion code with 
respect to T . Then, 

( )
min

1,   if 

1             ,   if   
T T T

T

C C
d

C

ω ω
ω

− +



≥
≤

∧

        (2) 

This is called the extended Singleton bound.  
Lemma 2[8]  Let ( )

min
td  be the minimum distance 

of a linear network error correction broadcast code with 
respect to a nonsource node t . Then 

( )
min

1,   if 

1             ,   if   
t tt

t

C C
d

C

ω ω
ω

− +



≥
≤

∧

        (3) 

This is called the weakly extended Singleton bound. 
Definition 7[8]  An ω -dimensional linear network 

error correction multicast/broadcast/dispersion code is 
called multicast/broadcast/dispersion MDS code, if it 
satisfies the corresponding (weakly) extended Singleton 
bound with equality. 

Definition 8  An LNEC is called α -error-corre- 
cting with respect to T  if ( )

min 2Td α +1≥  for every col-
lection T  of nonsource nodes.  

Note 1. It is easy to see that ( )
min 1Td ≥ . Thus, for the 

case TC ω∧ , ( )
min 1Td = , which implies that the LNEC 

has no error-correcting capability with respect to T . 
1.2  Matroid Fundamentals  

We review here some definitions and results in ma-
troid theory, as they are useful in the remainder of the 
paper.  

Definition 9[12]  Amatroid   is an ordered pair 
( , )E  , where E  is a finite set, and   is a set of sub-
sets of E  satisfying the following conditions: 

1) ∅ ∈; 
2) If I ∈ and J I⊆ , then J ∈; 
3) If ,I J ∈ and J I∧ , then there exists an 

element x I J∈ −  such that J x ∈ . 
The set E  is called the ground set of  . We of-

ten write ( )E   for E , particularly when several ma-
troids are being considered. The members of   are 
called independent sets and any subset of E  not in   
is called a dependent set. A maximal independent set of 
E  is called a base of  , and the set of all bases of 
  is denoted by ( )  . 

Definition 10[12]  Let   be a matroid ( , )E   
and X E⊆ . Let { },X I X I= ⊆ ∈  , X =  

( ),X X . Then, X  is a matroid, which is called 
the restriction of   to X . The size of a base of 

X  is called the rank of X , which is denoted by 

( )r X . ( )r E  is called the rank of  , which is 
denoted by ( )r  .  

Definition 11[12]  Two matroids 1 1 1( , )E=   
and 2 2 2( , )E=   are isomorphic if there is a bijec-
tion map ϕ  from 1E  to 2E , such that for all 1I ∈   
if and only if 2( )Iϕ ∈  .  

Definition 12[12]  Let A  be an m n×  matrix 
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over field  . If { }1,2, ,E n=   is the set of column 
indices of A  and   is the set of all X E⊆  such that 
the multiset of columns of A  indexed by the elements 
of X  is linearly independent, then ( , )E   is a matroid, 
called the vector matroid of A , which is denoted by 

[ ]A . 
A matroid   that is isomorphic to [ ]A  is 

called  -representable, and A  is called an  -rep-
resentation of  . 

Lemma 3[12]  Suppose A  is a matrix over field 
 . Then, the vector matroid [ ]A  remains unaltered 
by performing any of the following operations on A : 

1) Interchange two rows. 
2) Multiply a row by a non-zero member of  . 
3) Replace a row by the sum of that row and an-

other. 
4) Delete a zero row (unless it is the only row). 
5) Interchange two columns (moving the labels with 

the columns). 
6) Multiply a column by a nonzero member of  . 
Definition 13  Let  be a matroid ( , )E   and 

X E⊆ . Let { : }XI E X I B′ = ⊆ − ∈ , where 

XB X⊆  is a maximal independent subset within X . 
Then, ( ),  E X ′−   is a matroid, called the contraction 
of X  from   and denoted by / X . 

Lemma 4[12] Let [ ]A  be the vector matroid 
represented by A . If x  labels a nonzero column of A , 
by operations (1) to (6) in Lemma 3, we can transform 
A  into a matrix ′A , which has a unique nonzero entry 

in the column labeled by x . Let / { }x′A  denotes the 
matrix that is obtained by deleting the row and column 
containing the nonzero entry. Then 

/ [ / { }]x x′= A  . 

2  Matroidal Error Correction 
Networks and Linear Multicast/ 
Broadcast/Dispersion MDS Codes 

2.1  Matroidal Error Correction Networks 
Doughter et al. defined matroidal networks and 

presented a method for constructing matroidal networks 
[9]. The network appropriately reflects the data depend-
ency relationship among the elements in the given ma-
troid.  

Definition 14 (Ref. [9], Definition V.1)  Let   
be a network with message set μ , node set  , and 
edge set  , and let ( , )E=   be a matroid with rank 
r . The network   is a matroidal network associated 

with   if a function exists, such that the following 
conditions are satisfied: 

1) f is one to one on μ ; 
2) ( )f μ ∈ ; 
3) ( (In( ))) ( (In( ) Out( )))M Mr f i r f i i=  , for every 

i ∈ . 
Next, we extend the concept of matroidal networks 

to a more general case as follows. 
Definition 15  Let ( , )=    be a single source 

acyclic network with information rate ω  and a given 
topological order on  . Let ( , )E=   be an  - 
representable matroid with ( ) 2E ω= +   and 

( )r ω= +  . The network   is said to be a ma- 

troidal ( )
min

1
1

2
Td

 −  
 error correction network associated 

with   if the following conditions are satisfied: 
(A) There exists a function 

( ) ( ): Inf s E′ →      

from the extended network ( , )=      to the matroid 
  such that 

(A1) f  is one to one on ( )In s ′  . 
(A2) ( )(In ) ( )f s M′ ∈   . 
(A3)  For every i ∈   and Out( )je i∈ , 

( )( (In( )) ( )) ( (In( )) ' )j jr f i f e r f i f e=   . 

(B) For any collection T  of nonsource nodes with 

TC ω≥ and each error pattern ( )T TRρ δ∈ , let  
\ρ ρ′ ′=  , ( \ )B fρ ρ′ ′=  and / Bρ

ρ=  . The net-
work-matroid mapping 

( ) ( ): Inf s Eρ ρρ′ →     

from ( , )ρ ρ ρ=    to ρ  is determined by 

( ) ( ),      In( ) ' ,f x f x x sρ ρ= ∀ ∈     

such that 

( (In( )))
T

Tr f T Cρ
ρ =


, 

where (In( ))T f Tρ ρ ρ=  . 
Remark 1  Condition (A1) assigns unique ground 

set element of the matroid   to each imaginary in-
coming channel in In( )s  and each imaginary error 
message channel in ′ . Condition (A2) assures the set 
of the imaginary channels to be mapped to a base of  . 
Condition (A3) reflects the fact that for every i ∈   and 

Out( )je i∈ , the symbol flow through je  is a linear 
combination of the symbols flow through In( )i  and the 
imaginary error channel je′ . 

Condition (B) assigns unique ground set element of 
ρ  to each channel in the modified network ρ  and 

assures that ( )
T

T Tr F Cρ
ρ =


 for any collection T  of 

nonsource nodes with TC ω≥ . 
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Remark 2  Definition V.1 in Ref. [9] can be re-
garded as a special case of Definition 15 under the as-
sumption that channels are error-free. Specifically, con-
ditions (A1), (A2), and (A3) of Definition 15 include 
conditions ( 1 ), ( 2 ), and ( 3 ) of Definition 14, 
respectively. 
2.2  Existence of Linear Multicast/Broadcast/ 
Dispersion MDS Codes on a Matroidal Error 
Correction Network 

Theorem 1  Let ( , )=    be a single source 

acyclic network with information rate ω . Let ( , )E=   

be an  -representable matroid with ( ) 2E ω= +   

and ( )r ω= +  .   is a matroidal ( )
min

1
1

2
Td

 −  
  

error correction network associated with   for any 
collection T of nonsource nodes if and only if there ex-
ists a scalar linear network error correction dispersion 
MDS code over  on  . 

Proof  If part: Suppose the given linear network 
error correction dispersion MDS code on ( , )=    is 
characterized by the set { : }ef e∈ . Similar to the 
Koetter-Médard Formula[13], there exists the following 
formula in Ref. [4]: 

( ) ( ) 1
,ef e

− 
∈ = − 

 
 B

I F
I

  

where ( ), In( ),d e d s e
k

∈ ∈
=B


is an ω ×   matrix with 

, 0d ek = for Out( )e s∉ , ,d ek  is the local encoding coef-
ficient for Out( )e s∈ , ( ), ,d e d e

k
∈ ∈

=F
 

is an ×   
matrix with ,d ek  being the local encoding coefficient for 
head( ) tail( )d e= and , 0d ek =  for head( ) tail( )d e≠ , 
and I  denotes the ×   identity matrix. Let 

1

1

0 ( )
0 ( )

ωω ω

ω

−
××

−
× ×

 −
 =
 − 

I B I F
A

I I F


  

 

and [ ] ( , )E=A   be the vector matroid of A . Ob-
viously, ( )r ω= +  . Define a network-matroid 
mapping as follows: 

( ) ( ): Inf s E′ →     

For each ( )Inid s∈ , 1 i ω≤ ≤ , let ( )if d i= . 
For each je′ ′∈ , 1 j≤ ≤  , let  ( )jf e′ =  jω +  and 
for every real channel je ∈ , let ( )jf e jω= + + .  

We show that f satisfies condition (A) of Defini-
tion 15. Clearly, f  is one to one on ( )In s ′  , giving 
condition (A1). Since the extended global kernels 

:ef e∈  ( )In s ′   correspond to the first ω +   col-
umns of A , which are linearly independent, thus 

( )(In ) ( )f s M′ ∈   . Condition (A2) is held. For 
every i ∈  and for any channel Out( )je i∈ , by the 

recursive formulas  

,
In( )

1
j j je d e d e

d i

f k f
∈

= +   

we have 

( )( (In( )) ( )) ( (In( )) ' )j jr f i f e r f i f e=    

Condition (A3) is held. 
For any collection T  of nonsource nodes with 

TC ω≥  and each ( )TRρ δ∈ , let 

( )
1

1

0 ( )

0 (( ) )

ω ρω ω

ρ ω ρ ρ ρ

ρ
−

××

−
× ×

 −
 =
 − 

I B I F
A

I I F
 

where 1(( ) )ρ
−−I F represents the submatrix of 

1( )−−I F  with the rows indexed by ρ . Precisely, 

( )A ρ  is a matrix modified from A  by deleting the 
rows and columns indexed by \ρ ρ′ ′∈ . Let ρ  be 
the vector matroid of matrix ( )ρA  and ρ =B  

( \ )f ρ′ ′ . By Lemma 4, we get / Bρ
ρ=  . Since 

f ρ  satisfies 

( ) ( ),      In( ) 'f x f x x sρ ρ= ∀ ∈     

then the extended global encoding kernel of channel e  
restricted to ρ  can be expressed as the corresponding 
column vector of matrix: 

( )
( )

( )( )
1

1:ef eρ

ρ

−

−

 −
 ∈ =  − 
 


B I F

I F
  

Because ( ) ( )
minrank 1,T

T T Td Cρ δ ω= = − +∧  we 
know that, for the fixed error pattern ρ , 

( ) ( ),T TΦ ρΔ  {0}= . Then, 

( ) ( )erank( : In( )) dim( , )f e T T Tρ Φ ρ∈ = Δ   

( ) ( )dim( ) dim( , )T TΦ ρ= + Δ  

( )rankTω ρ= +  

TC=  

Therefore,  

e( (In( ))) rank( : In( ))
T

Tr f T f e T Cρ
ρ ρ= ∈ =


 

Condition (B) of Definition 15 is satisfied. 

In summary,   is a matroidal ( )
min

1
1

2
Td

 −  
 error 

correction network associated with the  -representable 
matroid [ ]A . 

Only if part: suppose   is a matroidal ( )
min

1
1

2
Td

 −  
 

error correction network associated with the 
 -representable matroid  . Let matrix 1A  be a rep-
resentation of   over field . Since ( )r ω= +  , 
without loss of generality, we assume that 1A  has the 
form: 
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1
1

1

0

0
ωω ω

ω

××

× ×

 
 =
 
 

I B
A

I C


  

 

where 1B  is an ω ×   matrix, and 1C is a ×   
matrix. 

According to the given topological order on  , the 
network-matroid mapping 

( ) [ ]( )1: Inf s E A′ →      

is determined. Precisely, ( )if d i=  for each ( )Inid s∈ , 
1 i ω≤ ≤ . For each je′ ′∈ , 1 j≤ ≤  ,  ( )jf e jω′ = + , 
and for every je ∈ , ( )jf e jω= + + .  

We use 1
lA  to denote the lth column of 1A . In the 

extended network ( , )=     , for every i ∈  , we con-
sider any edge Out( )je i∈ . Because the imaginary 
channel je′  corresponding to je  is not in ( )In i  and  

( ) = 1j

j

f e

e

′A , from condition (A3) of Definition 15, we 
have 

( ) ( )( )
1 , 1 1

In( )

j j

j

f e f ef d
d e jj

d i

k c
′

∈

= +A A A  

Moreover, if we suppose ( )1 1 ,1ij i j
b

ω
=

≤ ≤ ≤ ≤
B


 and 

( )1 1 ,1
= ij i j

c
≤≤ ≤ ≤

C
 

, then 

( ) T
1 1 2 1 2( , , , , , , , ,0, ,0)jf e

j j j j j jjb b b c c cω=   A  

and 0jjc ≠ . Furthermore, 1C  is an upper-triangular 
matrix, i.e., 

11 12 1

22 2

1 3

0

0 0

0 0

c c c

c c

c

c

 
 
 
 =  
 
 
 
 






   



C







 

 

Multiplying ( )

1
jf eA  by 1

jjc−  for every 1 j≤ ≤  , 1A  
can be transformed into matrix: 

0

0
ωω ω

ω

××

× ×

 
 =
 
 

I B
A

I C


  

 

where 
1 1

22 12 1

1
2

1

0 1

0 0

0 0 1

c c c c

c c

− −

−

 
 
 
 =  
 
  
 





 
   



C

  

  

 

We know that [ ] [ ]1M M=A A  from Lemma 3. 
We use lA  to denote the l th column of A  and 

assign the global coding vectors on the extended network 
  as follows. For each ( )Inid s∈ , let ( )i

i

f d
df = A . 

For each je′ ′∈ , let ( )j

j

f e

ef
′

′ = A , and for every real 
channel je ∈ , ( )j

j

f e

ef = A . By condition (A3) of De-
finition 15, we obtain that for each edge Out( )je i∈ , 
there exist some scalar , jd ek ∈ such that 

,
In( )

1
j j je d e d e

d i

f k f
∈

= +   

For any collection T  of nonsource nodes with 

TC ω≥  and each error pattern ( )TRρ δ∈ , by condi-
tion (B) of Definition 15, the modified network ρ  is a 
matroidal network associated with /ρ

ρ= B  . We 
know from Lemma 4 that ρ can be represented by 
matrix 

( )
0

0
ω ρω ω

ρ ω ρρ ρ

ρ
××

× ×

 
 =
 
 

I B
A

CI
 

Here, ρC  is the submatrix of C with the rows indexed 
by the elements of ρ′ . Since the network-matroid map-
ping ( ) ( ): Inf s Eρ ρρ′ →     is determined by 

( ) ( ),      In( ) ' ,f x f x x sρ ρ= ∀ ∈     

then, for any channel e  in ρ , ef
ρ  is the ( )f eρ -th 

column of matrix ( )ρA . According to the fact that 

( (In( )))
T

Tr f T Cρ
ρ =


 

we get   

( ) ( )( ) dim( , )
T

T Tr F T T Cρ
ρ Φ ρ= Δ = 

  
( ) ( )dim( ) dim( , )T TΦ ρ= + Δ  

Therefore,  

( ) ( )dim( , ) 0T TΦ ρΔ = . 

Furthermore,  

( ) ( ), {0}T TΦ ρΔ = , 

and we obtain ( )
min
T

T Td Cδ ω= −∨ . By Lemma 1, we 
have 

( )
min 1T

Td C ω= − +  

Thus, the set { : }ef e∈  is a scalar linear network error 
correction dispersion MDS code over  . 

Theorem 2  Let ( , )=    be a single source acyc-
lic network with information rate ω . Let ( , )E=    be 
an  -representable matroid with ( ) 2E ω= +   

and ( )r ω= +  .   is a matroidal ( )
min

1
1

2
td

 −  
 error 

correction network associated with   for every non-
source node t  if and only if there exists a scalar linear 
network error correction broadcast MDS code over 
 on  . 

Theorem 3  Let ( , )=    be a single source 

acyclic network with information rate ω . Let ( , )E=   

be an  -representable matroid with ( ) 2E ω= +   
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and ( )r ω= +  .   is a matroidal  ( )
min

1
1

2
td

 −  
  

error correction network associated with   for any 
nonsource node t  with tC ω≥  if and only if there 
exists a scalar linear network error correction multicast 
MDS code over   on  . 

Note 2. The proof of Theorem 2 and Theorem 3 is 
the same as Theorem 1 so long as replace the collection 
T  of nonsource nodes by a nonsource node t , so the 
details are omitted. 

3  Conclusion 

In this paper, we establish the connections between 
LNEC and representable matroid. Exploiting the analogy 
between LNEC and representable matroid shown in the 
present paper, one might construct the demanded ma-
troidal error correction network and the corresponding 
LNEC. 
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