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0  Introduction 

Unstructured P2P systems don’t maintain a logical 
interconnection structure among the peers. Lacking a 
logical structure, the most sensible way to search for data 
items in the system is to flood the requests to the peer 
nodes. There are two strategies to improve the search 
efficiency of an unstructured P2P system. The first strat-
egy focuses on how queries are delivered in the P2P 
network[1]. The 2nd strategy is to connect the nodes in a 
certain way so that the desired resources may be found 
quickly, such as Gnutella[2]. 

This paper proposes a multiple-tree overlay struc-
ture for resource discovery in unstructured P2P systems. 
Peers that have similar interests or hold similar type of 
resources will be grouped into a tree-like cluster[3,4]. We 
exploit the heterogeneity of peers in each cluster by 
connecting peers with more capacities closer to the root 
of the tree. The capacity of a peer can be defined in dif-
ferent ways (e.g. higher network bandwidth, larger disk 
space, more data items of a certain type etc.) according 
to different needs of users or applications. 

There are several research works on reducing the 
traffic overhead and improving search efficiency in 
Gnutella-like P2P networks[5-7]. We especially emphasize 
on constructing an efficient overlay as the underlying 
network for flooding. 

1) Trail-based technique 
FloodTrail[1] defines Trail of a flooding as a collec-

tion of P2P links, along which a query reaches a peer for 
the first time during a flooding. Links that are used to 
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transmit redundant messages of that query are excluded 
from Trail. 

However, in a more dynamic environment, peers 
constantly join in or depart from the P2P network. The 
Trail may not reflect current network topology. To keep 
the freshness of the Trail, a lease mechanism is used. A 
trail is invalid after the lease expires, thereafter the query 
will be flooded again to construct a new trail.  

2) Tree-like sub-overlay structure 
The design of LightFlood[8] is motivated by the ob-

servation those in pure flooding most redundant mes-
sages are generated when messages are flooded further 
away from the requester, while the coverage improves 
the most in the first few hops. 

Therefore, LightFlood floods the request at low 
hops. During high hops, LightFlood will select a set of 
links to form a tree-like sub-overlay called FloodNet that 
organizes peers into a small number of low diameter 
clusters and lets messages be flooded in the sub-overlay. 

3) Policy-based link structure 
GUESS[9] investigates a new type of search archi-

tecture, in which messages are not forwarded, and peers 
have complete control over who receives its queries and 
when under the GUESS protocol, peers directly probe 
each other with their own query messages, rather than 
relying on other peers to forward the message.  

In GUESS, there is a tradeoff between the query 
response time and the traffic overhead. Users must care-
fully set the policy of maintaining the link and query 
caches and choosing the time interval of selecting a new 
neighbor to send out the query.  

1  System Design and Implementation 

1.1  Overview 
Our system is built as an infrastructure for message 

passing in an unstructured P2P network (e.g. Gnutella). 
Gnutella is a “search” protocol rather than a scheme for 
managing or maintaining the interconnection among 
peers in a P2P network. In our system, we regulate a set 
of rules for building connections over the peers. We de-
fine how a new peer joins the system, which peer this 
new peer should take as its neighbor, how the system is 
kept stable in face of highly dynamic failure in the P2P 
network. 

The basic idea is that we sort each peer by the type 
of its resource and group the same type of peers to form 
a tree. Note that a peer can join different trees due to its 

different types of resources. When a peer issues a query, 
it will send the message to the root of the specific tree 
which maintains the requested type of resources. The 
root will deliver the query to all its children in a 
top-down fashion until TTL = 0 or the leaves of the tree 
are reached. Peers will respond a QUERYHIT to their 
parent if there are matched data items. Apparently, the 
root in each tree acts as an entry point of queries and 
bears most workload. Therefore, we move stronger peers 
to closer to the root. Compared with previous research to 
improve Gnutella, our system has several features listed 
below[10]. 

1) Traffic reduction: Based on our tree-like structure, 
queries are sent from the root of the tree and then passed 
to its children, which in turn forward queries to their 
children until TTL = 0. There is no redundant message 
delivered in the tree structure. 

2) Exploiting the heterogeneity of peers: Our sys-
tem will move nodes with higher capability closer to the 
root of the tree. Therefore, we can make use of more 
powerful peers to handle more works by locating them 
closer to the root.  

3) Practical and trust: In pure flooding, a query is 
passed within a scope based on its TTL value. In our 
system, queries will be forwarded only to these peers 
holding the requested type of resources. 

4) Fully-distributed and self-healing: we distribute 
the jobs to all peers participating in the system. Each 
peer only needs to spend some disk storage and network 
bandwidth for maintaining its connection with its parent 
and children. 
1.2  Assumptions and Data Structure 

The P2P system model comprises of a large number 
of peers. Every peer shares some resources it holds and 
contributes parts of its resources for playing a part in the 
P2P overlay network. We assume that each peer knows 
an entry point when it first joins the system. 

After getting the information of active peers, new 
peers can establish their own routing tables according to 
those in the active peers. However, in our system, 
host_cache is used to maintain the current root of each 
tree as an entry point for new peers to join the tree. 

Furthermore, we assume each peer x will calculate a 
value (i.e. c(x)) to express its capacity when it joins the 
system. We will define the capacity in this thesis as the 
computing power and network bandwidth of peers. The 
c(x) of each peer will be used in the join process to de-
cide how many peers it can accept as children initially. 
We define mi(x) for a peer as the number of overlay links 
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used in the ith tree. Therefore, if there are k overlay trees 
in the system, we can obtain that the sum of mi(x) is less 
than c(x). We use di(x) to express the overlay links in use 
in the ith tree of a peer. For the succinctness, we abbre-
viate them to m(x) and d(x) when we just discuss for one 
overlay tree. Figure 1 (a) shows overlay links maintained 
by a peer. 

In addition, each peer keeps a routing table of 
neighbors (i.e. parent and children) and some backup 
links. Figure 1 (b) shows the format of the routing table 
in each peer. In general, tree is a structure with good 
scalability but difficult to be maintained because of its 
weak connectivity. We increase the reliability of our sys-
tem by using the backup_link_table to maintain the 
overlay tree structures from partition. 

 
Fig.1  The logical structure of overlay links held by a peer (a) 

and the routing table of a peer (b) 

1.3  Basic Algorithms 
1.3.1  Way peer join in 

When a new peer ρ intends to join the system, it 
will ask the host_cache for the information of the current 
root of the overlay tree that peer ρ would like to join. It 
then uses the information to communicate with the root γ. 
Algorithm 1 depicts a new peer joining.  

Algorithm 1 
Join (tree Τ ) { 
// peer ρ connects to host_cache and gets the infor-

mation of the root of tree Τ 
γ = host_cache( Τ ) 

if d(γ) ＜ m(γ) 
then Graft ( ρ, γ) 
else 

ϕ = Sub_tree_root(γ) 
Graft (ρ,ϕ ) } 

Graft (peer μ, peer ν) { 
μ.parent =ν 
find an ε such that n.child[ε ] is NULL 
ν.child[ε ] =μ 
Height_check(μ, ν); } 

Sub_tree_root (peer ω) { 
for i ← 1 to d(ω) 

do find ω.child[i] has a maximum value, f=m (ω. 
child[i])－d(ω.child[i]) 

if f > 0    then return ω.child[i] 
else choose a random number δ between 1 and d(ω) 
return ω.child[δ] } 
Height_check (peer α, peer β) { 
if height(β) ≤ height(α) 

then height(β) = height(α) + 1 
α=β and β=β.parent 
while β ≠ NULL 

Height_check(α, β) } 
1.3.2  Tree maintenance 

In our system, there are multiple tree-like structures 
in the overlay network. As we know, if a link of the tree 
structure is failed or broken, the tree will be partitioned 
into multiple sections. This causes a big problem for our 
system, because we need to gather all peers with similar 
interests and resources to a single overlay tree. Therefore, 
it is necessary to keep the routing table of all peers accu-
rate in our system. We solve it by sending periodical 
messages (i.e. PING) to parent and children to check the 
states of them.  

Each peer keeps a backup_link_table to hold some 
ancestors as the reserved parent. If a peer detects that its 
parent is off-line or has no response, it will choose one 
backup peer in this table and try to connect to it as a 
child. Choosing the new parent is given in Algorithm 2. 
There are many ways to decide how many and which 
peers to be put into the backup_link_table. In our system, 
the size of the backup_link_table is setup by the system 
in advance. Peers that are contacted by peer ρ in its join 
process will be put into its backup_link_table. 

Algorithm 2 
Recover (peer ρ) { 
if there is an active peer ω in the backup_link_table 
and height(ω) is the 

closest to height(ρ) 
if d(ω)＜m(ω) 

then Graft(ρ, ω) // Algorithm 1 
else κ = sub_tree_root(ω) 
Graft(ρ, κ) 

else Join( Τ ) } 
1.3.3  Exploiting the heterogeneity of peers 

The join process of a peer and the delivery of a 
query are all first handled by the root of the correspond-
ing overlay tree. Queries are passed in a top-down fash-
ion from the root to the leaves according to their TTL 



 

 890 YU Jianqiao et al : Resource Search in Unstructured Peer-to-Peer …

value. The Algorithm 3 shows how to moving powerful 
peers closer to the root. 

After finding a candidate parent γ in the join process, 
a peer ρ will compare its capacity (i.e. c (ρ)) with c (γ) of 
the candidate parent. If the capacity of peer ρ is higher than 
γ, it will exchange its position with γ in the overlay tree. 

Algorithm 3 
Replace (peer ρ, peer γ) { //γ is ρ.parent 

if γ ≠ NULL and c(ρ)≤ c(γ) 
then break 
ele lock the data structure of peer ρ and γ 

for i ← 1 to d(γ) 
do γ.child[i].parent = ρ 

ρ.parent = γ.parent 
height(ρ) = height(γ) 
γ.parent = ρ 
Height_check(γ, ρ) 
Replace (ρ, ρ.parent) } 

1.3.4  Query delivery process 
The Algorithm 4 shows the method of forwarding 

queries to a large amount of peers in an overlay tree for 
resource discovery.  

Wherever a query is issued, it will be first for-
warded to the root peer and passed down to the leaves. 
Note that the termination of a query depends on its TTL 
which is given by the query issuer. The TTL value will 
be decreased by one when the query travels across one 
hop in the overlay. 

Algorithm 4 
Route (query φ) { // for peer ρ 
if TTL of φ ∨ 0 

then decrease TTL of φ by 1 
for i ← 1 to d(ρ) 

//ρ will pass query φ to all its children 
do deliver φ to ρ.child[i] 

else break } 
1.4  Dynamic Exchange Methodology 

Consider the example in which there is an overlay 
tree for searching and downloading document files. Fig-
ure 2 (a) is the ideal topology. After passing a large num-
ber of queries and matched files for a while, the load 
status of the peers may be much different. Figure 2 (b) 
shows the load change of the peers after a period of time.  

We utilize the PING and PONG messages to check 
if the neighbors are active or not. We attach the status 
information of the peers to their PING packets that will 
be periodically passed to their parent. The Algorithm 5 
presents a way of dynamically adjusting the positions of 

 
Fig.2  Effects of dynamic state changes 

(a) The ideal tree in our system; (b) The load changes of peers after a while 

two peers. After gathering all PING messages from the 
children, a peer ρ will compare the information with its 
own. If peer ρ detects that some peers are better than it, ρ 
will exchange its position with the best child. 

Algorithm 5 
Monitor ( peer ρ) { 
for i ← 1 to d(ρ) // Φ is the metric 

do receive PING packets from ρ.child[i], extract 
the specific item Φi 

from the packet 
if Φi >Φρ 

then put Φi into exchange_table 
while exchange_table is not empty 

do find the maximum Φi and return i 
Replace ( i, ρ) } 

2  Experiments and Simulation 

2.1  Evaluation with Real System 
We implemented our system using Java JDK v1.4.2. 

For building a real test environment, we ran our system in 
the PC cluster of our lib. There are 64 machines intercon-
nected with 100 Mb/s Ethernet. Each of them has a 2 GHz 
AMD ThunderBird MP2000 CPU and two 512 MB DDR 
RAM. The operating system is Linux with kernel 
v2.4.19.We selected 20 active machines as new peers to 
join in our overlay system (see Table 1). Each of them 
held a neighbor table with a size different from 1 to 8 and 
a backup_link_table with 5 entries. In addition, a peer is-
sued a PING message to its parent node every 10 seconds. 

Table 1  Settings of simulation 

Rank Rate/% Capacity Failure rate/% Size of backup 
link table 

R1 20 2 81 1 
R2 45 4 27 3 
R3 30 8 9 5 
R4 4 6 3 7 
R5 1 32 1 9 

We used two different join models of peers to get 
the different cost of the join process. The joining model 
of 20 peers was in a sequential way. We measured the 
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total time of each peer from the time the program is 
started until an active parent node is obtained.  

The first model is that peers join the system from 
the strongest to the weakest ones. Figure 3(a) shows the 
elapse time in milliseconds against the number of nodes 
joining the system. We note that when the 10th peer 
joined the system, it must start a sub_tree_root process to 
get a peer in Level-1 (the Level of the root is 0) as the 
parent because the root had reached its limit of overlay 
connections. 

The second model of peer joining is from the weakest 
to the strongest ones. Figure 3(b) shows the results. In 
Fig.3 we can see the real statistics obtained by experi-
ments are almost the same with the estimated values. 

 
Fig.3  Elapse time of peer joining 

2.2  Simulations 
We developed a simulator to simulate a large num-

ber of peers (up to 50 000) typical of a real worldwide 
P2P environment[11-14]. We will show that our system can 
adapt to different needs of high level applications and 
adjust the structure to best meet them. We summarize the 
settings of the peers in Fig.3. We classified system nodes 
into five ranks that are expressed as R1, R2, R3, R4 and R5. 
The failure rate of each peer represents the probability of 
a node failing per simulated day. In each simulated day, 
there will be 20% of peers leaving the system and then 
immediately rejoining the system to maintain the system 

size and heterogeneous percentage. 
We can see from the Fig.4 that the average loading 

of peers at each level drops down by using the dynamic 
replacement. From the other simulations with different 
network sizes (such as system size = 30 000 and 50 000), 
we can obtain the similar result, the dynamic exchanging 
scheme can achieve better load balance for our system. 

 
Fig.4  Loading status against the level of overlay  

tree with system size=10 000 

3  Conclusion 

We presented a multiple-tree-like overlay system 
for resource discovery in unstructured P2P networks. 
Forwarding of queries in our system is along the tree, 
which can eliminate redundant messages. Unlike previ-
ous works, peers in our system do not need to pass que-
ries to unrelated peers. Moreover, we exploit the capacity 
of peers and utilize more powerful peers to handle more 
jobs. By dynamically adapting the tree structure, our 
system can serve as an application-specific overlay net-
work to meet different needs of applications. And the 
simulations show that our system can adapt to meet dif-
ferent needs of applications with small costs. 

Further studies we will design a more efficient and 
reliable system, and trust management should be consid-
ered in system. 
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