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ABSTRACT

The folding entropy is a quantity originally proposed by Ruelle in 1996 dur-

ing the study of entropy production in the non-equilibrium statistical me-

chanics [53]. As derived through a limiting process to the non-equilibrium

steady state, the continuity of entropy production plays a key role in its

physical interpretations. In this paper, the continuity of folding entropy is

studied for a general (non-invertible) differentiable dynamical system with

degeneracy. By introducing a notion called degenerate rate, it is proved

that on any subset of measures with uniform degenerate rate, the fold-

ing entropy, and hence the entropy production, is upper semi-continuous.

This extends the upper semi-continuity result in [53] from endomorphisms

to all Cr(r > 1) maps.

We further apply our result in the one-dimensional setting. In achiev-

ing this, an equality between the folding entropy and (Kolmogorov–Sinai)

metric entropy, as well as a general dimension formula are established.

The upper semi-continuity of metric entropy and dimension are then valid

when measures with uniform degenerate rate are considered. Moreover,

the sharpness of the uniform degenerate rate condition is shown by ex-

amples of Cr interval maps with positive metric (and folding) entropy.

1. Introduction

In the study of non-equilibrium statistical mechanics, the statistical mechanical

entropy is exhibited to be persistently pumped out of systems during time evolu-

tions due to the energy or heat exchange with the environment. The numerical

experiments in practice indicate that the entropy production is non-negative and

usually positive in accordance with the second law of thermodynamics [16, 17],

and such phenomenon in the mathematical representations as well has been

effectively discussed and justified to a certain extent in the stochastic process

theory [25, 27, 50, 56, 62].

As a fundamental approach to interpret the thermodynamics, the entropy

production theory was especially developed in the framework of dynamical sys-

tems [20, 21, 22, 23, 53, 54]. In [53], Ruelle investigated the entropy production

for the standard dynamical system (M, f, µ) where M is a compact Riemann-

ian manifold, the evolution f : M → M is either a diffeomorphism or a non-

invertible differentiable map, and µ is the non-equilibrium steady state which is

normally thought as an SRB (Sinai–Ruelle–Bowen) measure [23, 54]. The en-

tropy production with respect to µ, denoted as ef (µ), was illustrated through a
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limiting process in which a quantity called folding entropy naturally arises. More

specifically, adopting the Shannon-type expression S(ρ̄) = −
∫
ρ(x) log ρ(x)dx

as the statistical mechanical entropy of a probability measure ρ̄ with density ρ,

the entropy pumped out of the system (to keep the energy fixed due to the

non-conservative forces acting on the system) within one-time step is

ef (ρ̄) = −[S(f ρ̄)− S(ρ̄)] := Ff (ρ̄)−
∫

M

log | Jac(Dxf)|ρ(x)dx,

where f ρ̄ denotes the image of ρ̄ under f . The emerging term Ff (ρ̄), called

the folding entropy of ρ̄, exactly expresses the complexities when f “folds”

the different states according to their ρ-weights (or -masses). By assuming a

general state µ as the limit of a sequence of absolutely continuous measures

with probability densities {ρn}n≥1, the entropy production with respect to µ is

given by

ef (µ) = Ff (µ)−
∫

M

log | Jac(Dxf)|dµ.

Physically considering µ as an idealization of ρ̄n when n is large enough,

a natural question is what is the relationship between ef (µ) and the limiting

quantity (if it exists) limn→∞ ef (ρ̄n)? Under some non-degenerate assumptions

which essentially requires f to be of endomorphism-type, Ruelle [53] showed

that the folding entropy is upper semi-continuous and hence1

(1.1) ef (µ) ≥ lim supn→∞ ef (ρ̄n).

We remark that when f is a diffeomorphism, the folding entropy is always zero

since there is no space folding any more, and the entropy production is simply

characterized by the phase volume contraction

−
∫

log | Jac(Dxf)|dµ.

This relation was earlier pointed out in the discussion of more concrete non-

equilibrium molecular dynamics models [15, 16, 24] and was theoretically re-

vealed in [1, 21]. In this situation, the equality in the limiting process (1.1)

naturally holds due to the continuity of the function log | Jac(Dxf)|.
Further progress depends on the study in the ergodic theory of differentiable

dynamical systems. For a general (non-invertible) system beyond endomor-

phism, the difficulty in the analysis of entropy production is in the handling

1 Under the endomorphism-type assumption in [53], | Jac(Dxf)| is uniformly away from 0.

Hence, the term
∫
log | Jac(Dxf)|dµ is continuous with respect to µ.
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of the possible accumulation of “foldings” due to the degeneracy (even with

zero measure) in the approximation process. In this paper, f is assumed to

be a Cr(r > 1) map on a compact Riemannian manifold M . The main goal

is to explore the mechanism of upper semi-continuity of folding entropy. By

introducing a notion called degenerate rate which captures the complexity of f

near the degenerate set Σf := {x ∈ M : Jac(Dxf) = 0}, we shall establish

the upper semi-continuity of folding entropy on any subset of measures with

uniform degenerate rate. This then justifies (1.1) in the limiting process.

1.1. Folding entropy and degenerate rate. We begin with the precise

definition of folding entropy. Let P(M) denote the set of all Borel proba-

bility measures on M . For µ ∈ P(M), the folding entropy Ff (µ) is a condi-

tional entropy measuring the complexities of preimages of f in terms of µ. More

specifically, if we denote by f−1ǫ = {{f−1x}}x∈M the preimage partition of f

where ǫ := {{x}}x∈M is the partition into single points, then the folding en-

tropy of f with respect to µ is defined as the conditional entropy of ǫ relative

to f−1ǫ (see [53]),

Ff (µ) = Hµ(ǫ|f−1 ǫ) =

∫

M

Hµ̃x
(ǫ)d(fµ),

where {µ̃x} is a canonical family of conditional measures of µ disintegrated

along the preimage sets {f−1x} for µ-a.e. x ∈ M ; see [52] for more about the

theory of conditional measure and conditional entropy.

Despite its seemingly abstract form, the folding entropy is in practice rather

intuitive; see Figure 1(A). It is related to the number of preimages of f that if

there are only finitely many preimage branches, say N, then the folding entropy

is always bounded by logN and the equality is attained when the N preimages

are of equal weight relative to µ. A simple but illuminating example is to

consider M = S
1 and f : x 7→ Nx (mod 1). Since f “evenly” expands the

whole state space S1, the folding entropy with respect to the Lebesgue measure

(which is an SRB measure) is logN. Generalize a bit further for N = 2 by

considering f(x) = px for x ∈ [0, 1/p) and f(x) = p
p−1 (1 − x) for x ∈ [1/p, 1)

where 1 < p 6= 2. We see that the subintervals [0, 1/p) and [1/p, 1) are stretched

by different scales. Still, the Lebesgue measure is an SRB measure, but the

folding entropy now equals − 1
p log

1
p − p−1

p log p−1
p < log 2. In [40], a relation

between the folding entropy and the average logarithmic growth of the number
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of preimages was established for the equilibrium measure in the hyperbolic

setting.

f f

(A) (B)

x1

x2

xN

x1

x2
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xi+1

x

M M

x

·

·
·

Figure 1. (A) There are N branches containing

the N preimages, x1, . . . , xN , of a typical x ∈ M,

i.e., f(x1)= · · ·=f(xN )=x. (B) There are countably many

branches containing the preimages, x1, . . . , xi, . . . , of a typical

x ∈M. The accumulation happens near the degenerate set.

As a consequence of the physically motivated and mathematically intuitive

role played by the folding entropy, a folding-type entropy inequality on the

backward process was proposed in [53] in contrast with the forward evolution.

To be specific, for a Cr(r > 1) map f on a compact Riemannian manifold M

and an f -invariant measure µ, the folding-type Ruelle inequality reads as

hµ(f) ≤ Ff (µ)−
∫

M

∑

λi(f,x)<0

λi(f, x)dµ,(1.2)

where the λi(f, x)’s denote the Lyapunov exponents which exist for µ-a.e. x ∈M

by the Oseledets theorem [45]. The inequality (1.2) provides an approach to

the non-negativity of entropy production [53] and was mathematically rigorously

proved by Liu [33] for Cr(r > 1) maps under some polynomial-like degeneracy

conditions and then by the authors [32] for all Cr(r > 1) maps. We would like

to mention that in the classical Margulis–Ruelle inequality [52], the right-hand

side is simply the sum of positive Lyapunov exponents. When it comes to the

backward process however, since one trajectory may split into many branches,

the term of folding entropy naturally arises and characterizes such “global”

expansions of branch splittings, while the Lyapunov exponents term captures
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the “local” expansions inside each branch. Besides the entropy production in the

forward process, Mihailescu and Urbański [39] studied the entropy production

of the inverse SRB measures (Mihailescu [37]) which are the equilibrium states

of the stable potential characterizing the backward equilibrium behaviors, and

showed that the sign is nonpositive for a class of hyperbolic folded repellers.

In [53], it was shown that under the “endomorphism-type” assumptions, the

folding entropy varies in an upper semi-continuous way.2 In this situation, a

single coarse-grained partition alone can exhaust all the complexities in the fold-

ing process. However, this does not work in general especially when arbitrarily

many preimage branches are accumulated around the degenerate set; see Fig-

ure 1(B). A general mechanism on the influence of the degeneracy for systems

beyond endomorphisms remains unknown yet. The main goal of this paper is

to develop such a mechanism. To capture the emerging complexities in the

refining coarse-graining process, a notion called degenerate rate is introduced

as follows: take a decreasing sequence of open neighborhoods of Σf , denoted

by V = {Vm}m≥1, such that

dH(Vm,Σf ) → 0, m→ ∞,(1.3)

where dH denotes the Hausdorff distance, and let η̄ = {ηm}m≥1 be a sequence

of positive real numbers approaching to zero. A measure µ ∈ P(M) is said to

admit degenerate rate η̄ if
∣
∣
∣
∣

∫

Vm

log | Jac(Dxf)|dµ
∣
∣
∣
∣
≤ ηm, ∀m ≥ 1.(1.4)

Note that η̄ characterizes how | Jac(Dxf)| diminishes on a sequence of shrinking

domains around Σf .

The degenerate rate is well-defined for any µ ∈ P(M) if the integrable con-

dition
∣
∣
∣
∣

∫

log | Jac(Dxf)|dµ
∣
∣
∣
∣
<∞(1.5)

is satisfied. This is because (1.5) implies µ(Σf ) = 0 and if we denote

ηm = |
∫

Vm
log | Jac(Dxf)|dµ|, then the sequence ηm → 0 as m → ∞. We note

that condition (1.5) holds for a bunch of examples. For instance, consider

2 In [53], it was assumed that the state space (excluding the degenerate set) M\Σf can be

divided into several pieces which have either identical or disjoint images and the Jacobian

are uniformly away from zero. This rules out the possibility of accumulations of infinite

“foldings” occurring near the degenerate set during the approximation process.
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the family of maps {fa := 1−ax2} on [−1, 1]. If it satisfies that for any n ≥ 1,

(i) |(fn
a )

′(fa(0))|≥ec1n, and (ii) |fn
a (0)|≥e−c2n with certain c1, c2 > 0, then (1.5)

holds for any invariant measure µ of fa. We remark that (i) and (ii) hold for a

set of parameter a near 2 with positive Lebesgue measure (Collet–Eckmann [11],

Benedicks–Carleson [4]). To see (1.5), consider the partition {Ak}k≥1 of [−1, 1]

with

Ak =
{

x ∈ [−1, 1] :
1

k + 1
< |x| ≤ 1

k

}

.

For small δ ∈ (0, c110 ) and sufficiently large k, let

N = N(k) = [
log(kδ)

c2 + log(2a)
].

Then for any x ∈ Ak,

|fn
a (0)− fn

a (x)| ≤
1

k
(2a)n ≤ δe−c2n, 1 ≤ n ≤ N,

which implies

∣
∣
∣
(fN

a )′(fa(x))

(fN
a )′(fa(0))

∣
∣
∣ =

∣
∣
∣
∣

∏N
n=1 f

n
a (x)

∏N
n=1 f

n
a (0)

∣
∣
∣
∣
=

N∏

n=1

∣
∣
∣
fn
a (x)− fn

a (0)

fn
a (0)

+ 1
∣
∣
∣

≥ e−
c1
10 Ne

−
∑N

n=1 |
fn
a (x)−fn

a (0)

fn
a (0)

|

≥ e−
c1
10 Ne−δN ≥ e−

c1
5 N .

Thus, there exists k0 > 0 such that for any k ≥ k0, x ∈ Ak,

log |(fN+1
a )′(x)|
N + 1

≥
4
5c1N − log(k + 1)

N + 1
≥ 4

5
c1 −

11

10
c2 − ln(2a).

For any x, let a sequence 0 = N0 < N1 < N2 < · · · be such that

Ni+1 =







Ni +N(k) + 1, if fNi(x) ∈ Ak,

Ni + 1, otherwise.

Denote ĉ = min{log 2a
k0
, 4

5c1− 11
10c2− log(2a)}. If µ is ergodic, then for µ-a.e. x,

∫

log |f ′(x)|dµ = lim
n→∞

1

n

n−1∑

i=0

log |f ′
a(f

i(x))|

= lim
n→∞

1

Nn

n−1∑

i=0

log |(fNi+1−Ni
a )′(fNi(x))| ≥ ĉ.
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If µ is an invariant measure, by the ergodic decomposition, we still have
∫

log |f ′(x)|dµ ≥ ĉ.

Moreover, the upper bound estimation
∫
log |f ′(x)|dµ ≤ log(2a) always holds.

We are concerned with the probability measures with a uniform degenerate

rate. Define

P η̄(f) :=

{

ν ∈ P(M) :

∣
∣
∣
∣

∫

Vm

log | Jac(Dxf)|dµ
∣
∣
∣
∣
≤ ηm, ∀m ≥ 1

}

,

i.e., P η̄(f) collects all the probability measures with the degenerate rate η̄. Note

that for any µ ∈ P η̄(f), µ(Σf ) = 0 holds automatically. Before proceeding to

the main theorems, two remarks on P η̄(f) are made as follows:

(i) P η̄(f) is a closed subset of P(M) in the weak∗-topology. To see this,

let {µi}i≥1 be a sequence of measures in P η̄(f) satisfying limi→∞ µi = µ.

Without loss of generality, assume | Jac(Dxf)||Vm
< 1 for all m ≥ 1. Then

for any s > m, |
∫

Vm\Vs
log | Jac(Dxf)|dµi| ≤ ηm. Hence,

∣
∣
∣
∣

∫

Vm\Vs

log | Jac(Dxf)|dµ
∣
∣
∣
∣
= lim

i→∞

∣
∣
∣
∣

∫

Vm\Vs

log | Jac(Dxf)|dµi

∣
∣
∣
∣
≤ ηm

which, together with µ(Σf ) = 0, yields
∣
∣
∣
∣

∫

Vm

log | Jac(Dxf)|dµ
∣
∣
∣
∣
≤ ηm, ∀m ≥ 1.

That is, µ ∈ P η̄(f).

(ii) The uniform degenerate rate is independent of the choice of V = {Vm}m≥1.

In fact, let V(i) = {V (i)
m }m≥1 (i = 1, 2) be any two sequences of neighborhoods

of Σf satisfying (1.3). Then the corresponding sequences
{∣
∣
∣
∣

∫

V
(i)
m

log | Jac(Dxf)|dµ
∣
∣
∣
∣

}

m≥1

, i = 1, 2

are uniformly equivalent, i.e., for any γ > 0,m1 ≥ 1, there exists m2 > 0 such

that
∣
∣
∣
∣

∫

V
(2)
m

log | Jac(Dxf)|dµ
∣
∣
∣
∣
<

∣
∣
∣
∣

∫

V
(1)
m1

log | Jac(Dxf)|dµ
∣
∣
∣
∣
+ γ, ∀m ≥ m2,

and vice versa. Henceforth, we fix a certain decreasing sequence V = {Vm}m≥1

satisfying (1.3), and by a variation of η̄ = {ηm}m≥1 with limit zero, all settings

of uniform degenerate rate will be exhausted.
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For a general Cr(r > 1) system, the upper semi-continuity of folding entropy

is established when measures with uniform degenerate rate are considered.

Theorem 1.1: Let f be a Cr(r > 1) map on a compact Riemannian mani-

fold M. Then the folding entropy

µ 7→ Ff (µ)

is upper semi-continuous on P η̄(f).

Note that the map µ 7→
∫
log | Jac(Dxf)|dµ is continuous on P η̄(f) since the

integral on the neighborhoods of Σf is uniformly controlled. Theorem 1.1 then

directly yields the upper semi-continuity of the entropy production.

Corollary 1.2: Let f be a Cr(r > 1) map on a compact Riemannian mani-

foldM. Let {µn}n≥1⊆P η̄(f) be a sequence of measures such that limn→∞ µn=µ.

Then it holds that

ef(µ) ≥ lim supn→∞ ef (µn).

1.2. Applications to interval maps. It is well-known that for a measurable

dynamical system, the (Kolmogorov–Sinai) metric entropy measures the com-

plexities (or uncertainties) produced during the dynamical evolutions. Among

the various properties of metric entropy that have been well studied, the upper

semi-continuity has drawn much attention as it plays a key role for the exis-

tence of equilibrium states [6, 57]. In the context of interval maps, an equality

between folding entropy and metric entropy is established; see Theorem 4.1. As

an application of Theorem 1.1, the upper semi-continuity property of the latter

one is then obtained when invariant measures with uniform degenerate rates

are considered. Henceforth, for an interval map f , let Minv(f) denote the set

of all f -invariant Borel probability measures, and still, η̄ = {ηm}m≥1 denotes

any sequence of positive real numbers approaching to zero. Denote

Mη̄,inv(f) = P η̄(f) ∩Minv(f)

the set of all f -invariant Borel probability measures with uniform degenerate

rate η̄.

Theorem 1.3: Let f be a Cr(r > 1) interval map. Then the metric entropy

µ 7→ hµ(f)

is upper semi-continuous on Mη̄,inv(f).
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It has been known that for any C∞ system, the upper semi-continuity of

metric entropy always holds [44, 60] on the set of invariant measures. In fact,

the C∞ smoothness brings about the uniform control on the degeneracy of

the map which, as has been shown by various examples [9, 42, 43, 55], can be

destroyed if only a finite smoothness is satisfied instead. However, the uniform

degenerate rate concerns not only the degeneracy of map, but also how measures

are distributed around the degenerate set which can be very singular leading

to a non-uniform degenerate rate among the measures. Thus, the uniform

degenerate rate provides a rather different mechanism of upper semi-continuity

of metric entropy for systems with finite smoothness from the local geometrical

control in the C∞ setting.

Besides the smoothness, hyperbolicity provides another mechanism of up-

per semi-continuity of metric entropy. For systems with some hyperbolicity,

e.g., uniformly hyperbolic systems [5], partially hyperbolic systems with one-

dimensional center [12, 13], and diffeomorphisms away from tangencies [31],

the upper semi-continuity of metric entropy has been established. For non-

uniformly hyperbolic systems, Newhouse proposed the notion of hyperbolic

rate to characterize the level of hyperbolicity and proved that the upper semi-

continuity of metric entropy holds on any subset of invariant measures with

uniform hyperbolic rate [44]. The uniform degenerate rate proposed in this

paper is in the similar spirit in terms of the level of degeneracy with respect to

measures.

Not only related to the metric entropy, the folding entropy was recently proved

by Wu and Zhu [59] to be equal to another two types of entropy: the measure-

theoretic preimage entropy introduced by Cheng and Newhouse [10] and the

pointwise metric preimage entropy introduced by Wu and Zhu [58], and by

analyzing separation property of preimages, the upper semi-continuity was also

studied.

Besides the entropy, dimension is another intrinsic characteristic of com-

plexity in the dynamical theory. For a differentiable dynamical system, the

interrelation among the various dynamical quantities has been intensively in-

vestigated [28, 30, 47, 52, 61]. In particular, for an interval map f and an

ergodic f -invariant Borel probability measure µ, the following formula

hµ(f) = λ+(µ) dimH(µ)(1.6)
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was established in [28] under certain assumptions on the degeneracy,

where λ+(µ) = max{λ(µ), 0} is the positive part of the Lyapunov exponent λ(µ),
and dimH(µ) is the Hausdorff dimension of µ (the definition is given in Sec-

tion 2). In Section 4, by developing an integrable version of the Brin–Katok

formula, it is shown that for a Cr(r > 1) interval map f, any hyperbolic (i.e.,

λ(µ) 6= 0) ergodic f -invariant measure µ is exact dimensional, i.e., the point-

wise dimension is constant µ-a.e. and hence coincides with the Hausdorff di-

mension dimH(µ), and the validity of (1.6) is established; see Theorem 4.2. We

emphasize that the hyperbolicity of measure is necessary for the exact dimen-

sional property. The Hausdorff dimension always exists, but for non-hyperbolic

measures, the pointwise dimension may not exist [26, 29].

As a consequence of Theorem 1.3, the upper semi-continuity of dimension at

all hyperbolic measures on the set of ergodic measures with uniform degenerate

rate is obtained. For simplicity of notation, write

Mη̄,erg(f) = Pη̄(f) ∩Merg(f),

where Merg(f) denotes the set of all ergodic f -invariant Borel probability mea-

sures.

Theorem 1.4: Let f be a Cr(r > 1) interval map. Then any hyperbolic ergodic

measure of f is exact dimensional, and the Hausdorff dimension

µ 7→ dimH(µ)

is upper semi-continuous at all hyperbolic measures in Mη̄,erg(f).

1.3. Sharpness of the uniform degenerate rate condition. For the

previous known examples concerning the loss of upper semi-continuity of metric

entropy, the ergodic measures at which the upper semi-continuity fails are all

atomic and hence admit zero metric entropy (see, for instance, [9, 43, 55]). Note

that the positivity of metric entropy for an ergodic measure implies that the

hyperbolicity holds on a nontrivial full-measure set (due to the Margulis–Ruelle

inequality [52] and ergodicity). Taking in consideration that the hyperbolicity

is a possible approach to the upper semi-continuity of metric entropy [5], there

arises the following question (Burguet [8]):

Question: Is the metric entropy of a Cr (r > 1) interval map upper semi-

continuous at ergodic measures with positive entropy?
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We give an answer to the above question in Section 5 by constructing a type of

modified examples for which the loss of upper semi-continuity of metric entropy

occurs at a non-atomic ergodic measure, say µ, with positive entropy. The

defect of upper semi-continuity of metric entropy at µ follows from the infinite

“foldings” around a homoclinic tangency whose images in average converge to µ;

see Figure 5. The approximation is realized by taking some generic point of µ,

say x0, and then elaborately choosing a sequence of ergodic measures whose

generic points follow the orbit of x0 with high frequency but do not admit

a uniform degenerate rate. This indicates that in the setting of differentiable

systems (with degeneracy), the uniform degenerate rate is an essential condition

for the upper semi-continuity of folding entropy.

Theorem 1.5: For any 1 < r < ∞, there exist Cr interval maps admitting

ergodic measures with positive entropy as the non-upper semi-continuity points

of the metric (or folding) entropy.

This paper is organized as follows. Section 2 reviews the basic notions in the

ergodic and entropy theory that will be used throughout the paper. Section 3

proves Theorem 1.1. Section 4 studies the applications of Theorem 1.1 in the

one-dimensional setting. In particular, an entropy formula (Theorem 4.1) and

a dimension formula (Theorem 4.2) are established for all Cr(r > 1) interval

maps. Theorem 1.3 and Theorem 1.4 then follow almost immediately. Section 5

constructs a type of modified interval maps by developing a typical failing mech-

anism of the upper semi-continuity of metric entropy at an ergodic measure with

positive entropy. The sharpness of the condition of uniform degenerate rate in

Theorem 1.1 and Theorem 1.3 is then illustrated.

2. Preliminaries

In this section, basic notions and facts in the entropy and dimension theory

for later discussions are reviewed. Readers may refer to [48, 51, 57] for more

details.

2.1. Invariant measures, partitions and entropy. Let X be a compact

metric space with the Borel σ-algebra B(X) and f : X → X be a measur-

able transformation. Recall in the introduction that P(X) denotes the set of all

Borel probability measures on X endowed with the weak∗-topology, i.e., µn → µ
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in P(X) if and only if for any continuous function ϕ,
∫
ϕdµn →

∫
ϕdµ as n→ ∞.

For µ ∈ P(X), the image of µ under f is given by

fµ(B) = µ(f−1B), ∀B ∈ B(X),

and µ is said to be f-invariant if fµ = µ. Denote by Minv(f) the set of all

f -invariant Borel probability measures.

A partition ξ = {Aα}α∈A of X is a collection of disjoint elements of B(X)

such that
⋃

α∈A
Aα = X. In particular, ξ is called finite if the cardinal-

ity #A <∞. Given two partitions ξ = {Aα}α∈A and ζ = {Cγ}γ∈C , the join

of ξ and ζ is a partition of X , denoted as ξ ∨ ζ, such that

ξ ∨ ζ = {Aα ∩ Cγ}α∈A ,γ∈C .

If ξ ∨ ζ = ζ, i.e., each element of ξ is a union of elements of ζ, then we call ζ a

refinement of ξ, and write ξ � ζ. A sequence of partitions {ξn}n≥1 is said to

be refining (or increasing) if ξ1 � ξ2 � · · · � ξn � · · · .
Given µ ∈ P(X) and a finite partition ξ of X, the entropy of ξ with respect

to µ is

Hµ(ξ) =

∫

X

− logµ(ξ(x))dµ(x),

where ξ(x) denotes the element of ξ containing x. For any two finite partitions ξ

and ζ, the conditional entropy of ξ given ζ is

Hµ(ξ|ζ) =
∑

A∈ξ,C∈ζ

−µ(A ∩ C) log
(µ(A ∩C)

µ(C)

)

=
∑

C∈ζ

µ(C)HµC
(ξ|C)

where µC(A) := µ(A∩C)/µ(C) is the conditional measure of A given C, and ξ|C
denotes the partition ξ restricted on C. For any µ ∈ Minv(f), the metric

entropy of f with respect to µ and ξ is

hµ(f, ξ) = lim
n→∞

Hµ

(

ξ|
n∨

i=1

f−iξ

)

= inf
n≥1

Hµ

(

ξ|
n∨

i=1

f−iξ

)

,(2.1)

and the metric entropy of f with respect to µ is

hµ(f) = supξ hµ(f, ξ),

where the supremum is taken over all finite partitions of X.
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We remark that the entropy and conditional entropy can be defined in the

more general setting where (X,B(X), µ) is a Lebesgue space and ξ, ζ are mea-

surable partitions [51]. In this setting, the folding entropy is a particular type

of conditional entropy with ξ and ζ chosen as ǫ and f−1 ǫ, respectively.

The definition of metric entropy is based on the following fundamental func-

tion:

φ(x) =







−x log x, x ∈ (0, 1],

0, x = 0,
(2.2)

from the information theory. The following simple fact on the concavity of φ

will be used several times in the estimation of entropy in Section 3.

Proposition 2.1: Let {pi}ni=1 be such that
∑n

i=1 pi = 1 and pi ≥ 0, 1 ≤ i ≤ n,

and {xi}ni=1 ⊂ [0, 1]. Then

n∑

i=1

piφ(xi) ≤ φ

( n∑

i=1

pixi

)

.

In particular,
∑n

i=1 φ(pi) ≤ logn.

2.2. Dimension of measures. For the compact metric spaceX with metric d,

given any finite Borel measure µ, for µ-a.e. x ∈ X , the lower and upper local

dimension are respectively defined as

dimµ(x) = lim inf
δ→0

logµ(B(x, δ))

log δ
, dimµ(x) = lim sup

δ→0

logµ(B(x, δ))

log δ
,

where B(x, δ) = {y : d(y, x) < δ}. The measure µ is said to have local dimen-

sion at x if dimµ(x) = dimµ(x). For a subset Y ⊂ X and a number t > 0, the

t-Hausdorff measure of Y is defined as

mH(Y, t) = lim
ε→0

inf
U

∑

U∈U
diamt(U),

where the infimum is taken over all finite or countable coverings U of Y of

open sets with diam(U) ≤ ε. The Hausdorff dimension of Y and then of µ are

respectively defined as

dimH(Y ) = inf{t : mH(Y, t) = 0} = sup{t : mH(Y, t) = ∞},
dimH(µ) = inf{dimH(Y ) : µ(Y ) = 1}.

The following classical result states that under standard conditions, the local

dimension exists and coincides with the Hausdorff dimension.
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Proposition 2.2 (Young [61]): Let X be a compact separable metric space of

finite topological dimension, and µ be a finite Borel measure on X such that

dimµ(x) = dimµ(x) = D, µ-a.e. x ∈ X.(2.3)

Then dimH(µ) = D.

Any measure µ satisfying (2.3) is said to be exact dimensional with the com-

mon value denoted by dim(µ). Proposition 2.2 states that if a measure is

exact dimensional, then dim(µ) is well-defined and coincides with the Haus-

dorff dimension dimH(µ). The exact dimensionality and dimension formulas

have been extensively investigated in the different contexts (see, for instance,

[2, 3, 6, 14, 18, 19, 30, 35, 36, 38, 40, 41, 46, 48, 49]). In Section 4.2, any

hyperbolic ergodic measure of a Cr(r > 1) interval map is shown to be exact

dimensional and a dimension formula relating dimension, Lyapunov exponents

and metric entropy is established.

3. Upper semi-continuity of folding entropy

In this section, we prove Theorem 1.1. Throughout this section, let f be

a Cr(r > 1) map on a compact Riemannian manifold M. Before proceeding

to the proof, we would like to note that the basic idea in the handling of the

degeneracy of f is based on our previous work in [32] with some further refining

estimations.

Note that the folding entropy is upper semi-continuous if there is no degener-

acy [53]. For proving the upper semi-continuity when the degeneracy is present,

our method is to take a sequence of appropriate partitions according to the de-

generate rate so that on every element (excepting the degenerate one) of each

partition, f displays like a local diffeomorphism with no more complexities aris-

ing from the foldings. By making the degeneracy approach to zero through the

uniform degenerate rate, the complexities from the degenerate part of f is con-

trolled. The upper semi-continuity is hence obtained by estimating the folding

entropy via such a sequence of partitions.

3.1. Construction of refining partitions. For convenience of analysis,

embedM into a Euclidean space RN.One can find tubular neighborhoods T1⊂T2
of M in RN and a Cr extension g : T1 → T2 of f such that g−1(T 1) ⊂ T1

and M =
⋂

n∈N
g−n(T1). For simplicity of notation, we still write g|T1 as f
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without confusion. Let α = min{r− 1, 1}. Then the derivative of f is α-Hölder

continuous, i.e., there exists K > 1 such that for any x, y ∈ T1,

‖Dxf −Dyf‖ ≤ Kd(x, y)α.(3.1)

To approximate the folding entropy, we shall use a sequence of finite refining

partitions to approximate the measurable partitions {ǫ |f−1 ǫ(x)}x∈T1 . To begin

with, for each k ∈ N, define a partition of RN as

Γk =
{( q1

2k
,
q1 + 1

2k

) N
︷ ︸︸ ︷

× · · ·×
(qN
2k
,
qN + 1

2k

)

: q1, . . . , qN ∈ Z

}

.

Plainly, Γ1 � · · · � Γk � · · · . Since f only acts on T1, henceforth, by Γk we

mean Γk|T1 . Then there exists a constant C1 > 0 independent of k and N such

that

#{A ∈ Γk : A ∩ T1 6= ∅} ≤ C12
kN , ∀ k ∈ N.(3.2)

To approximate the inverse partition f−1 ǫ, we need to consider the pull-back

of Γk under f . First, we have to deal with the degeneracy of f . Given any ε > 0,

define

Uε = {x ∈ T1 : m(Dxf) < ε}, Gε = {x ∈ T1 : m(Dxf) ≥ ε},

where for a linear operator Φ, m(Φ) := inf‖z‖=1 ‖Φ(z)‖ denotes the small norm

of Φ. By (3.1), if we take rε = ( ε2

4K )
1
α , we have for any x ∈ Gε,

m(Dxf) >
ε

2
, ∀y ∈ B(x, rε).

For each k ∈ N, let εk = ε0 2
−kβ with β = α

2+α and ε0 = (2(4K)
1
α

√
N)β .

Then {Uεk} is a decreasing sequence of neighborhoods of the degenerate set Σf .

Also, it is not hard to see that for each k,

f(B(x, rεk)) ⊇ Γk(fx), ∀x ∈ Gεk ,(3.3)

where Γk(y) denotes the element of Γk containing y.

For any P ∈ Γk, denote P
−1,c the set of all the connected components of the

preimage f−1P. To collect all the components “near” Σf , let

Bk =
⋃

P∈Γk

⋃

Q∈P−1,c,
Q∩Uεk

6=∅

Q.

Plainly, Bk ⊃ Uεk ; see Figure 2(A). In fact, as the following Lemma 3.1 shows,

Bk is in the neighborhood of Σf with size the same order as Uεk .
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Q1

f

x1

x2

(B)

Q2

Q3

x3

x

PBk

xi

Bk

Uεk

(A)

Q

Figure 2. (A) The degenerate component Bk (in light grey)

consists of all the components Q ∈ Γk (in dashed line)

which intersect with Uεk (in dark grey). (B) The left panel

denotes the pullback partition Γ−1,c
k ; the right panel de-

notes the partition Γk . For a typical P ∈ Γk, x ∈ P, the

preimages of x, xi(i = 1, 2, 3) lie in the different components

Qi ∈ P−1,c(i = 1, 2, 3). The other preimages xi(i = 4, . . .) are

all collected by the degenerate component Bk ∈ Γ−1,c
k .

Lemma 3.1: For any k ≥ 1,

Bk ⊆ UC22−kβ

for some constant C2 > 0 independent of k, β.

Proof. We claim that for any Q ∈ P−1,c, where P ∈ Γk, such that Q∩Uεk 6= ∅,
it holds that

B(x, rεk) ∩ Uεk 6= ∅, ∀x ∈ Q.(3.4)

In fact, suppose there exists some x0 ∈ Q with B(x0, rεk) ∩ Uεk = ∅, by (3.3),

B(x0, rεk) contains a certain preimage component of f−1(Γk(fx0)), sayQ0, such

that x0 ∈ Q0. Then it must be that Q = Q0. This contradicts Q ∩ Uεk 6= ∅.
By the Hölder continuity of Df in (3.1), (3.4) yields

m(Dxf) ≤ εk +Kr
α
εk

≤ C22
−kβ , ∀x ∈ Bk

for some constant C2 > 0. Hence, Bk ⊂ UC22−kβ .

Let

Γ−1,c
k = {Bk}

⋃

P∈Γk

{Q ∈ P−1,c : Q ∩ Uεk = ∅}.
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Note that Γ−1,c
k is an approximation of the pull-back of Γk in such a way that for

any P ∈ Γk, all the components of f−1P “away from” Σf are separated by the

different elements Q ∈ Γ−1,c
k , while the components “near” Σf are integrated

as a whole by the single set Bk; see Figure 2(B). We call Bk the degenerate

component of Γ−1,c
k .

Now, a sequence of refining partitions {Γk} together with its pull-backs

{Γ−1,c
k } have been constructed. In the following, we shall respectively use the fi-

nite partitions f−1 Γk and Γ−1,c
k to approximate the measurable partitions f−1ǫ

and ǫ|f−1ǫ, and the conditional entropy Hµ(Γ
−1,c
k |f−1 Γk) to approximate the

folding entropy Hµ(ǫ|f−1ǫ) in the partition refining process.

3.2. Approximation of folding entropy. Throughout this section, we are

concerned with any probability measure ν with a certain degenerate rate η̄. It

is easy to see that
∣
∣
∣
∣

∫

log | Jac(Dxf)

∣
∣
∣
∣
dν(x)| <∞,

and hence ν(Bk) → 0 as k → ∞. By construction, for ν-a.e. x, Γ−1,c
k is increasing

to ǫ|(f−1 ǫ)(x) as k → ∞. Therefore,

(3.5)

Ff (ν) = lim
k→+∞

Hµ(Γ
−1,c
k | f−1ǫ)

≤ lim sup
k→+∞

Hµ(Γ
−1,c
k | f−1Γk)

= lim sup
k→∞

∑

P∈Γk

∑

Q∈Γ−1,c
k

−ν(Q ∩ f−1P ) log
(ν(Q ∩ f−1P )

ν(f−1P )

)

.

Note that for any Q ∈ Γ−1,c
k , either Q = Bk or Q∩Bk = ∅, and for the latter

case, f |Q is a diffeomorphism with fQ = P for certain P ∈ Γk . Then according

to whether Q equals Bk or not, the right-hand side of (3.5) is split into two

terms:

∆
(1)
k (ν) =

∑

P∈Γk

−ν(Bk ∩ f−1P ) log
(ν(Bk ∩ f−1P )

ν(f−1P )

)

,

∆
(2)
k (ν) =

∑

Q∈Γ−1,c
k

\{Bk},
P=fQ

−ν(Q) log
( ν(Q)

ν(f−1P )

)

.



Vol. TBD, 2024 CONTINUITY PROPERTIES OF FOLDING ENTROPY 19

Thus, we have

Ff (ν) ≤ lim sup
k→∞

(∆
(1)
k (ν) + ∆

(2)
k (ν)).(3.6)

Note that ∆
(1)
k and ∆

(2)
k characterize the complexities of folding entropy

near and away from the degenerate set Σf , respectively. In the following, ∆
(1)
k

and ∆
(2)
k are analyzed respectively.

3.2.1. Estimation of ∆
(1)
k . In this subsection, we show that the complexity col-

lected by the degenerate component Bk, i.e., the term ∆
(1)
k , is bounded by the

degenerate rate, and hence is uniformly small on any subset of measures with

uniform degenerate rate.

The following lemma establishes the relation between the degeneracy of maps

and the degenerate measures.

Lemma 3.2: For any k ≥ 1, it holds that

kν(Bk) ≤ C3ν(Bk)− C4

∫

Bk

log | Jac(Dxf)|dν(x),

where the constants C3, C4 > 0 are independent of k and ν.

Proof. By Lemma 3.1, if we denote L = maxx∈T1 ‖Dxf‖, then

| Jac(Dxf)| ≤ C2L
N−12−βk, ∀x ∈ Bk,

or equivalently,

− logC2L
N−1 + kβ log 2 ≤ − log | Jac(Dxf)|, ∀x ∈ Bk.(3.7)

Integrating both sides of (3.7) on Bk, we have

kν(Bk) ≤
ν(Bk) log(C2L

N−1)

β log 2
− 1

β log 2

∫

Bk

log | Jac(Dxf)|dν(x).

The lemma is proved by taking C3 = log(C2L
N−1)

β log 2 , C4 = 1
β log 2 .

As a direct corollary of Lemma 3.2, the following fact will be used several

times throughout this section.

Lemma 3.3: For any ν ∈ P η̄(f), ν(Bk) → 0 uniformly as k → ∞.

Now, we are prepared to estimate ∆
(1)
k .
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Lemma 3.4: For any ε > 0, there exists k1 ∈ N such that for any ν ∈ Pη̄(f)

and k ≥ k1, it holds that

∆
(1)
k (ν) < ε .

Proof. By noting that log ν(f−1P ) ≤ 0, we have

∆
(1)
k (ν) ≤

∑

P∈Γk

−ν(Bk ∩ f−1P ) log ν(Bk ∩ f−1P ),

which, by renormalizing on Bk, yields

∆
(1)
k (ν) ≤ ν(Bk)

∑

P∈Γk

φ
(ν(Bk ∩ f−1P )

ν(Bk)

)

+ φ(ν(Bk)),(3.8)

where, we recall, φ is defined in (2.2).

Applying Proposition 2.1 with {pi} = { ν(Bk∩f−1P )
ν(Bk)

}P∈Γk
, we have

∑

P∈Γk

φ
(ν(Bk ∩ f−1P )

ν(Bk)

)

≤ log(#Γk) ≤ log(C12
kN ),

where the last inequality is by (3.2). Hence,

∆
(1)
k (ν) ≤ log(C

1/k
1 2N )kν(Bk) + φ(ν(Bk)),

which, by Lemma 3.2, yields

∆
(1)
k (ν) ≤ C̃3ν(Bk)− C̃4

∫

Bk

log | Jac(Dxf)|dν(x) + φ(ν(Bk))(3.9)

where the constants C̃3, C̃4 > 0 are independent of k, ν.

By Lemma 3.3 and the definition of uniform degenerate rate, all the three

terms in the right-hand side of (3.9) converge to zero uniformly on Pη̄(f).

Hence, the convergence ∆
(1)
k (ν) → 0 is uniform on Pη̄(f). The proof of the

lemma is concluded.

3.2.2. Analysis of ∆
(2)
k . To analyze ∆

(2)
k , we need to investigate the partition

refining process more carefully. Note that as k increases, the refining of the

partition Γ−1,c
k−1 by the more refined partition Γ−1,c

k consists of two different

processes: (i) each element of Γ−1,c
k−1 \{Bk−1} is refined by the elements of par-

tition Γ−1,c
k ; (ii) new separated components of Γ−1,c

k emerge from (Bk−1\Bk)

which have been integrated by the degenerate component Bk−1 ∈ Γ−1,c
k−1 ; see

Figure 3(A).
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Bk−1
Bk

Q1

Bj−1
Bj

Q2

Q1

(A)

Q2

(B)

Figure 3. (A) The solid line denotes the partition Γ−1,c
k−1 ; the

dashed line denotes the refined partition Γ−1,c
k . The set differ-

ence Bk−1\Bk (the region in grey) consists of the new-emerging

components Q1 ∈ Ωk . Outside Bk−1, the partition Γ−1,c
k−1 is re-

fined by the components Q2 ∈ Γ−1,c
k,1 . (B) The solid line denotes

the partition Γ−1,c
j ; the dashed line denotes the refined parti-

tion Γ−1,c
k . The set difference Bj−1\Bj (the region in grey) is

refined by components Q1 ∈ Ω′
k,j . Outside Bj−1, the partition

Γ−1,c
j is refined by components Q2 ∈ Wk,j .

For each k ≥ 1, define

Γ−1,c
k,1 = {Q ∈ Γ−1,c

k : Q is contained in some Q′ ∈ Γ−1,c
k−1 \ {Bk−1}},

Ωk = {Q ∈ Γ−1,c
k \ {Bk} : Q is contained in Bk−1}.

Then corresponding to the above refining processes (i) and (ii), ∆
(2)
k is further

split into two terms:

(3.10)

∆
(2)
k (ν) =

∑

Q∈Γ−1,c
k,1 ,

P=fQ

−ν(Q) log
( ν(Q)

ν(f−1P )

)

+
∑

Q∈Ωk,
P=fQ

−ν(Q) log
( ν(Q)

ν(f−1P )

)

=: ∆
(2,1)
k (ν) + ∆

(2,2)
k (ν),

where ∆
(2,1)
k captures the refining complexities outside Bk−1, and ∆

(2,2)
k collects

the new complexities arising from the difference (Bk−1\Bk).

In the rest of this subsection, we show that the new emerging complexi-

ties ∆
(2,2)
k from the degenerate component during the refining process are uni-

formly small on any P η̄(f). In the next subsection, the (non-increasing) mono-

tonicity related to the complexity ∆
(2,1)
k will be established.
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Lemma 3.5: For any ε > 0, there exists k2 ∈ N such that for any k ≥ k2

and ν ∈ P η̄(f),
∑

k>k2

∆
(2,2)
k (ν) < ε .

Proof. Since for any k ≥ 1,
⋃

Q∈Ωk
Q = Bk−1 \Bk,

∆
(2,2)
k (ν) ≤

∑

Q∈Ωk

−ν(Q) log ν(Q).(3.11)

Similar to (3.8), the right-hand side of (3.11) can be written as

ν(Bk−1 \Bk)
∑

Q∈Ωk

φ
( ν(Q)

ν(Bk−1 \Bk)

)

− ν(Bk−1\Bk) log ν(Bk−1 \Bk)

=: ∆
(2,2,1)
k (ν) + ∆

(2,2,2)
k (ν).

Thus, the estimation of ∆
(2,2)
k is reduced to that of ∆

(2,2,1)
k and ∆

(2,2,2)
k , respec-

tively.

We use a similar approach as in Lemma 3.4 to estimate ∆
(2,2,1)
k . Since

each Q ∈ Ωk contains a ball with radius at least (2k+1L)−1, we have

#Ωk ≤ C̃
N(k+1)
1 LN

for some constant C̃1 > 0 independent of k, L and N . Then applying Proposi-

tion 2.1 with

{pi} =
{ ν(Q)

ν(Bk−1 \Bk)

}

Q∈Ωk

,

we have

∆
(2,2,1)
k (ν) ≤ log(#C̃

N(k+1)
1 LN ).(3.12)

Applying Lemma 3.2 with Bk replaced by (Bk\Bk−1),

∆
(2,2,1)
k (ν) ≤ C̃3ν(Bk−1 \Bk)− C̃4

∫

Bk−1\Bk

log | Jac(Dxf)|dν(x),

where the constants C̃3, C̃4 > 0 are independent of k and ν. Thus, for any k2 ∈ N,

∑

k>k2

∆
(2,2,1)
k (ν) ≤ C̃3ν(Bk2)− C̃4

∫

Bk2

log | Jac(Dxf)|dν(x).(3.13)

For the estimation of ∆
(2,2,2)
k , denote

I1 = {k ∈ N : k≥− log ν(Bk \Bk−1)}, I2 = {k ∈ N : k<− log ν(Bk \Bk−1)}.
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Then for any k2 ∈ N,
∑

k>k2

∆
(2,2,2)
k =

∑

k∈I1,k>k2

−ν(Bk \Bk−1) log ν(Bk \Bk−1)

+
∑

k∈I2,k>k2

−ν(Bk \Bk−1) log ν(Bk \Bk−1)

≤
∑

k∈I1,k>k2

kν(Bk \Bk−1) +
∑

k∈I2,k>k2

ie−i.

Applying Lemma 3.2 for each k ∈ I1 with k > k2, we have

∑

k>k2

∆
(2,2,2)
k ≤ C3ν(Bk2 )− C4

∫

Bk2

log | Jac(Dxf)|dν(x) +
∑

k∈I2,k>k2

ke−k.(3.14)

Note that
∑

k>k2
ke−k → 0 as k2 → ∞. Also, by Lemma 3.3, the convergence

∫

Bk2

log | Jac(Dxf)|dν(x) → 0, ν(Bk2) → 0 as k2 → ∞

is uniform on P η̄(f).

Combining (3.13) and (3.14), the lemma is proved.

3.2.3. Monotonicity by refining partitions. In this subsection, we show that

the complexities of folding entropy outside the degenerate component is (non-

increasing) monotonic with respect to the refining partitions. Unlike the previ-

ous two subsections in which measures are required to have a uniform degenerate

rate, in this subsection, the analysis applies to all measures in P(M).

In the same spirit of Γ−1,c
k,1 and Ωk defined in section 3.2.2, for any 1≤j≤k, let

Wk,j = {Q ∈ Γ−1,c
k : Q ⊆ Q′ for some Q′ ∈ Γ−1,c

j \{Bj}},
Ω′

k,j = {Q ∈ Γ−1,c
k \ {Bk} : Q ⊆ Q′ for someQ′ ∈ Ωj}.

Note that Wk,j and Γ−1,c
k,1 respectively correspond to the refinement of

Γ−1,c
j \{Bj} and Ωj by elements from the more refined partition Γ−1,c

k ; see Fig-

ure 3(B). In particular,

Wk,k−1 = Γ−1,c
k,1 , Ω′

k,k = Ωk .

Denote the complexities collected by Wk,j and Ω′
k,j as

Ik,j(ν)=
∑

Q∈Wk,j ,
P=fQ

−ν(Q) log
( ν(Q)

ν(f−1P )

)

, I ′k,j(ν)=
∑

Q∈Ω′

k,j ,

P=fQ

−ν(Q) log
( ν(Q)

ν(f−1P )

)

.
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As a natural link to ∆
(2)
k , it is not hard to have the following.

Proposition 3.6: Fix any k0 ∈ N . For any k > k0,

∆
(2)
k (ν) = Ik,k0 (ν) +

k∑

j=k0+1

I ′k,j(ν).

In particular, (3.10) follows by taking k0 = k − 1, i.e.,

∆
(2)
k (ν) = Ik,k−1(ν) + I ′k,k(ν) = ∆

(2,1)
k +∆

(2,2)
k .

The following lemma is the main result of this subsection on the monotonic

properties of Ik,j and I ′k,j .

Lemma 3.7: Fix any j ∈ N . For any k ≥ j, Ik,j(ν) (resp. I ′k,j(ν)) is non-

increasing with respect to k. In particular, I ′k,j(ν) ≤ I ′j,j(ν) = ∆
(2,2)
j (ν).

Proof. We only prove the non-increasing monotonicity of Ik,j , and the same

argument applies to I ′k,j .

A key observation is that for any k′ > k ≥ j, the partition Γk′ and its pull-

back Γ−1,c
k′ respectively refine the partitions Γk and Γ−1,c

k in a corresponding

way. More specifically, for any P ∈ Γk and P ′ ∈ Γk′ with P ′ ⊂ P, there is a

(unique) element Q′ ∈ Wk′,j such that fQ′ = P ′; see Figure 4.

f

PQ P

Q′

i

P ′

i

Figure 4. Any component Q ∈ Wk,j (resp. P ∈ Γk) is refined

by the components Q′
i ∈ Wk′,j (resp. P ′

i ∈ Γk′) such that

P ′
i = fQ′

i for each i.
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Thus, Ik′,j can be written as

(3.15)

Ik′,j =
∑

Q∈Wk,j

∑

Q′∈Wk′,j ,

Q′⊆Q,P ′=fQ′

ν(f−1P ′)φ
( ν(Q′)

ν(f−1P ′)

)

=
∑

Q∈Wk,j ,
P=fQ

ν(f−1P )
∑

Q′∈Wk′,j ,

Q′⊆Q,P ′=fQ′

ν(f−1P ′)

ν(f−1P )
φ
( ν(Q′)

ν(f−1P ′)

)

.

Since {P ′} is a refinement of P , applying Proposition 2.1 with

{pi} =
{ν(f−1P ′)

ν(f−1P )

}

P ′

, {xi} =
{ ν(Q′)

ν(f−1P ′)

}

Q′

,

we have

∑

Q′∈Wk′,j ,

Q′⊆Q,P ′=fQ′

ν(f−1P ′)

ν(f−1P )
φ
( ν(Q′)

ν(f−1P ′)

)

≤ φ

(
∑

Q′∈Wk′,j ,

Q′⊆Q,

ν(Q′)

ν(f−1P )

)

=φ
( ν(Q)

ν(f−1P )

)

.

Therefore,

Ik′,j ≤
∑

Q∈Wk,j ,
P=fQ

ν(f−1P )φ
( ν(Q)

ν(f−1P )

)

=
∑

Q∈Wk,j ,
P=fQ

−ν(f−1P ) log
( ν(Q)

ν(f−1P )

)

= Ik,j .

Now, fix any k0 ∈ N, and put

Ik0 (ν) = lim
k→∞

Ik,k0 (ν) = inf
k≥k0

Ik,k0(ν).

Since Wk,k0 only contains the components of Γ−1,c
k outside the degenerate com-

ponent Bk0 , as k increases, Ik,k0 approximates the complexities of folding en-

tropy away from the degenerate set Σf , i.e.,

Ik0 (ν) ≤ Ff (ν).(3.16)

Proposition 3.8: For each k ≥ 1, Ik(·) is upper semi-continuous on P(M).

Proof. Given any µ ∈ P(M), without loss of generality (take a translation if

necessary), we assume µ(∂Γk) = µ(∂ Γ−1,c
k ) = 0 for all k ∈ N .
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Note that for any Borel set A with µ(∂A) = 0, we have νn(A) → µ(A)

if νn → µ. Hence, for any k ≥ k0,

Ik,k0 (ν) =
∑

Q∈Wk,k0
,

P=fQ

−ν(Q) log
( ν(Q)

ν(f−1P )

)

is continuous at µ. This implies the upper semi-continuity of Ik = infk≥k0 Ik,k0

on P(M).

3.3. Proof of Theorem 1.1. We are finally in a position to prove Theo-

rem 1.1.

Given any ε > 0, by Lemma 3.4 and Lemma 3.5, for k0 = min{k1, k2} we

have

∆
(1)
k (ν) < ε,

∑

k0≤j≤k

∆
(2,2)
j (ν) < ε, ∀k ≥ k0.

By Proposition 3.6 and Lemma 3.7,

∆
(2)
k (ν) ≤ Ik,k0(ν) +

∑

k0<j≤k

∆
(2,2)
j (ν) < Ik,k0 (ν) + ε .

It then follows from (3.6) that

Ff (ν) < Ik,k0(ν) + 2 ε, ∀k ≥ k0,(3.17)

where we enlarge k0 if necessary.

Let {µn} ⊆ Mη̄(f) such that µn → µ as n → ∞. Applying (3.17) with ν

being {µn}, together with Proposition 3.8, we have for any k ≥ k0

lim sup
n→∞

Ff (µn) ≤ lim sup
n→∞

Ik,k0 (µn) + 2 ε ≤ Ik,k0(µ) + 2 ε ≤ Ff (µ) + 2 ε,

where the last inequality is by (3.16).

By the arbitrariness of ε, the proof of Theorem 1.1 is concluded.

4. Applications to interval maps

This section focuses on the one-dimensional setting by considering a Cr(r > 1)

interval map f . As applications of Theorem 1.1, the upper semi-continuity of

both the metric entropy hµ(f) and Hausdorff dimension dimH(µ) are proved

when measures with uniform degenerate rate are considered. In achieving this,

a entropy formula and a dimension formula for general f are established.
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4.1. Upper semi-continuity of metric entropy. For a Cr(r > 1) inter-

val map f and µ ∈ Minv(f), recall the following inequalities for the metric

entropy hµ(f):

hµ(f) ≤
∫

max{λ(f, x), 0}dµ(x),(4.1)

hµ(f) ≤ Ff (µ)−
∫

min{λ(f, x), 0}dµ(x),(4.2)

where λ(f, x) is the Lyapunov exponent of f at x. The first inequality in (4.1)

is the well-known Margulis–Ruelle inequality [52], and (4.2) is the folding-type

Ruelle inequality (1.2) applied in the one-dimensional setting. The following

theorem shows that in the one-dimensional setting, the metric entropy and

folding entropy are equal.

Theorem 4.1: Let f be a Cr(r > 1) map on an interval I. Then for any

µ ∈ Minv(f), it holds that

hµ(f) = Ff (µ).(4.3)

Proof. First, we have that

(4.4) hµ(f) ≥ Ff (µ), ∀µ ∈ Minv(f).

To see this, let {ξn}n≥1 be a sequence of increasing finite partitions of I such

that
∨

n≥1 ξn = ǫ (mod µ). By (2.1), for each n ≥ 1,

hµ(f, ξn) = Hµ

(

ξn|
∞∨

i=1

f−iξn

)

≥ Hµ(ξn|f−1ǫ),

where the inequality is by

f−1ǫ �
∞∨

i=1

f−iξn = f−1

( ∞∨

i=0

f−iξn

)

.

Thus,

hµ(f) = lim
n→∞

hµ(f, ξn) ≥ lim
n→∞

Hµ(ξn|f−1ǫ) = Hµ(ǫ|f−1ǫ).

Now, it only remains to show hµ(f) ≤ Ff (µ). Denote

A1 = {x ∈ I : λ(f, x) ≤ 0} and A2 = {x ∈ I : λ(f, x) > 0}.
Without loss of generality, assume that A1 and A2 are both positive µ-measured,

since otherwise, the situations would be easier. Let µ(i) = µ/µ(Ai), i = 1, 2,

and write µ =
∑

i=1,2 µ(Ai)µ
(i).
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By (4.1), hµ(1)(f) = 0. Then by (4.4),

Ff (µ
(1)) = hµ(1)(f) = 0.(4.5)

For µ(2), (4.2) directly yields that

hµ(2)(f) ≤ Ff (µ
(2)).(4.6)

Since both A1 and A2 are f -invariant (mod µ),

Ff (µ) =

∫

I

Hµ̃x
(ǫ)dµ =

∑

i=1,2

∫

Ai

Hµ̃x
(ǫ)dµ =

∑

i=1,2

µ(Ai)Ff (µ
(i)),

where we recall that µ̃x is the disintegration of µ along the partition {f−1x}.
Now, combining (4.5) and (4.6),

hµ(f) =
∑

i=1,2

µ(i)(Ai)hµ(i)(f) ≤
∑

i=1,2

µ(i)(Ai)Ff (µ
(i)) = Ff (µ).

Proof of Theorem 1.3. By (4.3), Theorem 1.3 is a direct consequence of Theo-

rem 1.1.

4.2. Upper semi-continuity of dimension. For a general differentiable

map f and any ergodic µ ∈ Minv(f), the Lyapunov exponents of f are con-

stants for µ-a.e. x, and particularly in the one-dimensional setting, f admits

only one Lyapunov exponent which is denoted by λ(µ). The main goal of this

subsection is to establish the following dimension formula for any Cr(r > 1) in-

terval map which relates the Hausdorff dimension with metric entropy through

the Lyapunov exponent.

Theorem 4.2: Let f be a Cr(r > 1) map on an interval I and µ ∈ Merg(f)

be hyperbolic. Then then µ is exact dimensional and satisfies

hµ(f) = λ+(µ) dimH(µ),(4.7)

where λ+(µ) = max{λ(µ), 0}.
Before proceeding to its proof, two remarks concerning Theorem 4.2 are given

as follows: (i) The hyperbolicity assumption of µ is sharp. There have been

both Cr(r < ∞) and analytical examples showing that for a non-hyperbolic

ergodic measure µ with zero exponent, the local dimension may not exist almost

everywhere [29, 26]; (ii) The formula (4.7) was proved by Ledrappier [28] for

an interval map f under the assumption that the entropy with respect to the

partition by the degenerate sets of f and f ′ are finite. Theorem 4.2 is a general

result in this respect.
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A key step in the proof of Theorem 4.2 is a generalized version of the following

classical Brin–Katok formula in the general setting beyond one-dimension. Let f

be a continuous map on a compact metric space X . For any δ > 0, n ∈ N

and x ∈ X , define

Bn(x, δ) = {y ∈ X : d(f ix, f iy) < δ, 0 ≤ i ≤ n− 1}.

The following local entropy formula was established by Brin and Katok in [7].

Proposition 4.3 (Brin–Katok [7]): Let µ ∈ Minv(f). Then for µ-a.e. x ∈ X ,

lim
δ→0

lim inf
n→∞

− logµ(Bn(x, δ))

n
= lim

δ→0
lim sup
n→∞

− logµ(Bn(x, δ))

n
:= hµ(f, x),(4.8)

where the local entropy hµ(f, x) satisfies
∫

X

hµ(f, x)dµ = hµ(f).

In particular, if µ is ergodic, then

hµ(f, x) = hµ(f), µ-a.e. x ∈ X.

In this paper, an integrable version of Brin–Katok formula is established (see

Lemma 4.5) in which δ is replaced by any log-integrable function. To be specific,

let S be the set of all functions ψ : X → R+ satisfying
∫

− logψ(x)dµ(x) <∞.

For any ψ ∈ S , n ∈ N, and x ∈ X define

Bn(x, ψ) = {y ∈ X : d(f ix, f iy) < ψ(f ix), 0 ≤ i ≤ n− 1}.

The following was shown by Mañé:

Proposition 4.4 (Mañé [34]): For any ψ ∈ S ,
∫

lim sup
n→∞

− logµ(Bn(x, ψ))

n
dµ(x) ≤ hµ(f).

Lemma 4.5: Let f be a continuous map on a compact metric space X and

µ ∈ Minv(f). Then given any ψ ∈ S , for µ-a.e. x ∈ X ,

lim
δ→0

lim inf
n→∞

− logµ(Bn(x, ψ
δ))

n
= lim

δ→0
lim sup
n→∞

− logµ(Bn(x, ψ
δ))

n
= hµ(f, x),

where ψδ(x) := min{ψ(x), δ} and hµ(f, x) is as in Proposition 4.3.
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Proof. For one thing, since Bn(x, ψ
δ) ⊆ Bn(x, δ),

lim
δ→0

lim inf
n→∞

− logµ(Bn(x, ψ
δ))

n
≥ hµ(f, x)(4.9)

which, by (4.8), yields
∫

lim
δ→0

lim inf
n→∞

− logµ(Bn(x, ψ
δ))

n
dµ ≥

∫

hµ(f, x)dµ = hµ(f).(4.10)

For another, by Proposition 4.4,

(4.11)

∫

lim
δ→0

lim sup
n→∞

− logµ(Bn(x, ψ
δ))

n
dµ= lim

δ→0

∫

lim sup
n→∞

− logµ(Bn(x, ψ
δ))

n
dµ

≤ hµ(f).

Combining (4.10) and (4.11), we have
∫

lim
δ→0

lim sup
n→∞

− logµ(Bn(x, ψ
δ))

n
dµ =

∫

lim
δ→0

lim inf
n→∞

− logµ(Bn(x, ψ
δ))

n
dµ

=

∫

hµ(f, x)dµ = hµ(f).

Then together with (4.9), for µ-a.e. x ∈ X, it holds that

lim
δ→0

lim sup
n→∞

−logµ(Bn(x, ψ
δ))

n
= lim

δ→0
lim inf
n→∞

−logµ(Bn(x, ψ
δ))

n
=hµ(f, x).

Proof of Theorem 4.2. Denote α = min{r − 1, 1} and L = maxx∈I{|f ′(x)|, 1}.
Hence, f is C1+α, i.e., for some constant K > 0,

|f ′(x) − f ′(y)| ≤ K|x− y|α, ∀x, y ∈ I.

Take small γ ∈ (0, 1), and for any x ∈ I\Σf let ρ(x) = (γ|f
′(x)|
K )

1
α . Then it holds

that

(1 − γ)|f ′(x)| ≤ |f ′(y)| ≤ (1 + γ)|f ′(x)|, ∀ y ∈ B(x, ρ(x)),

which implies that f |B(x,ρ(x)) is a local diffeomorphism.

By the definition of Lyapunov exponent, for µ-a.e. x ∈ I,

λ(µ) = lim
n→∞

1

n

n−1∑

i=0

log |f ′(f ix)| =
∫

log |f ′(x)|dµ(x),

or equivalently,

lim
n→∞

1

n

n−1∑

i=0

log |(f−1 |f(B(fix,ρ(fix))))
′(f i+1x)| = −λ(µ).
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Thus, there exists N(x) ∈ N such that for any n ≥ N(x),

n−1∏

i=0

|f ′(f ix)| ∈ (en(λ(µ)−γ), en(λ(µ)+γ)),(4.12)

or equivalently

n−1∏

i=0

|(f−1 |f(B(fix,ρ(fix))))
′(f i+1x)| ∈ (en(−λ(µ)−γ), en(−λ(µ)+γ)).(4.13)

Let D(x) = min0≤i≤N(x){ρ(f ix), 1}. Note that the integrability of log |f ′(x)|
(and thus log ρ(x)) implies µ(Σf ) = 0, which in turns yields D(x) > 0 for

µ-a.e. x ∈ I.

Now, for any small δ ∈ (0, 1), denote Aδ = {x ∈ I : ρ(x) ≤ δ}, and for any

n ∈ N, define

Φn(x) =
∏

0≤i<n:fix∈Aδ

ρ(f ix).

Then δΦn(x) ≤ ρδ(f ix), 0 ≤ i < n. By the Birkhoff ergodic theorem, for µ-

a.e. x ∈ I,

logΦn(x)

n
→

∫

Aδ

log ρ(z)dµ(z), n→ ∞.(4.14)

Now, for any n ∈ N let

r̃n = D(x)L−N(x)δΦn(x)(1 + γ)−ne−n(λ(µ)+γ),

r̂n = (1 − γ)−ne−n(λ(µ)−γ).

Obviously, r̃n, r̂n → 0 as n→ ∞.

Claim 4.6: For µ-a.e. x ∈ I and n ≥ N(x),

B(x, r̃n) ⊂ Bn(x, ρ
δ) ⊂ B(x, r̂n).(4.15)

We postpone the proof of Claim 4.6 for the time being and proceed to finish

the proof of Theorem 4.2. By (4.15) we have

dimµ(x) = lim sup
n→∞

logµ(B(x, r̂n))

log r̂n

≤ lim sup
n→∞

logµ(Bn(x, ρ
δ))

−n
1

log(1− γ) + λ(µ) − γ
.
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Then Lemma 4.5, together with the arbitrariness of δ and γ, yields

dimµ(x) ≤
hµ(f, x)

λ(µ)
.

Since µ is ergodic, it follows from Propositions 2.2 and 4.3 that

dimµ(x) ≤
hµ(f)

λ(µ)
.(4.16)

On the other hand, (4.15) also yields

dimµ(x) = lim inf
n→∞

logµ(B(x, r̃n))

r̃n

≥ lim inf
n→∞

logµ(Bn(x, ρ
δ))

−n
1

log Φn(x)
n + log(1 + γ) + λ(µ) + γ

= lim inf
n→∞

logµ(Bn(x, ρ
δ))

−n · 1
∫

Aδ
log ρ(z)dµ(z) + λ(µ) + γ

,

where the last equality is from (4.14). Note that µ(Aδ) → 0 as δ → 0. Thus,
∫

Aδ
log ρ(z)dµ(z) can be arbitrarily small by choosing small δ ∈ (0, 1). Again,

applying Lemma 4.5, Propositions 2.2 and 4.3, together with the arbitrariness

of δ and γ, we have

dimµ(x) ≥
hµ(f)

λ(µ)
.(4.17)

Combining (4.16), (4.17) and Proposition 2.2, Theorem 4.2 is concluded.

Proof of Claim 4.6. To prove B(x, r̃n) ⊂ Bn(x, ρ
δ), we only need to show that

f i(B(x, r̃n)) ⊂ B(f ix, ρδ(f ix)), 0 ≤ i < n.(4.18)

First, it is not hard to see that (4.18) holds for 0 ≤ i ≤ N(x). Now, assume that

for N(x) < i ≤ n, (4.18) holds for j = 0, 1, . . . , i− 1. Then for any y ∈ B(x, r̃n),

by (4.12) we have

i−1∏

j=0

|f ′(f jy)|≤
( i−1∏

j=0

|f ′(f jx)|
)

(1 + γ)i≤ei(λ(µ)+γ)(1 + γ)i≤en(λ(µ)+γ)(1 + γ)n.

Thus,

f i(B(x, r̃n))⊂B(f ix,D(x)L−N(x)δΦn(x))⊂B(f ix, δΦn(x)) ⊂ B(f ix, ρδ(f ix)).

Then the induction establishes (4.18).
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To establish Bn(x, ρ
δ) ⊂ B(x, r̂n), note that for any y ∈ fn(Bn(x, ρ

δ)),

f iy ∈ B(f ix, ρ(f ix)), 0 ≤ i ≤ n,

and hence for 0 ≤ i ≤ n,

|f−1 |f(B(fi(x),ρ(fix)))
′(f i+1y)| ≤ (1− γ)−1|f−1 |f(B(fi(x),ρ(fix)))

′(f i+1x)|.

Then (4.13) yields
∏

0≤i<n

|(f−1 |f(B(fi(x),ρ(fix)))
′(f i+1y)| ≤ (1− γ)−ne−n(λ(µ)−γ).

By noting that fn|Bn(x,ρδ) is a local diffeomorphism, we have

Bn(x, ρ
δ) ⊂ B(x, r̂n).

This completes the proof of Claim 4.6.

Proof of Theorem 1.4. First, note that the Lyapunov exponent

λ(ν) =

∫

log |f ′(x)|dν(x)

is continuous on Mη̄,erg(f). Then, if let {µi} ⊆ Mη̄,erg(f) be any sequence con-

verging to some hyperbolic µ ∈ Mη̄,erg(f), we have that for any i sufficiently

large, µi is hyperbolic such that λ(µi) > 0 (resp. < 0) if λ(µ) > 0 (resp. < 0).

Note that if λ(µ) < 0, then both µ and µi’s (i≫ 1) are supported on some con-

tracting periodic orbit, and hence the corresponding dimH(µ) and dimH(µi)’s

are all equal to zero, and the upper semi-continuity automatically holds. Now,

assume λ(µ) > 0. By Theorem 4.2, the dimension formula (4.7) applies to µ

and all the µi’s (i≫ 1). The upper semi-continuity of dimH(·) on Mη̄,erg(f) is

hence obtained from the upper semi-continuity of metric entropy by Theorem

1.3 and the continuity property of Lyapunov exponent on Mη̄,erg(f).

5. An example of interval maps

In this section, for each r ∈ (1,∞), we construct a Cr interval map f which

admits ergodic measures with positive entropy as points of non-upper semi-

continuity for the metric (or folding entropy). Before describing the example,

the following quantitative properties on the metric entropy of a one-sided shift

is recalled.
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Proposition 5.1 (see Theorem 4.26 and its Remark in [57]): Consider the

k-full shift (Σk, σ). For any probability vector (p0, . . . , pk−1), the Markov mea-

sure associated with the (p0, . . . , pk−1)-shift is ergodic with the entropy equal

to
∑k−1

i=0 −pi log pi. In particular, the metric entropy of the ( 1k , . . . ,
1
k )-shift

achieves the topological entropy of the full shift (Σk, σ) which equals log k.

By Proposition 5.1, for any full shift with topological entropy h, any real

number in (0, h] can be attained by an ergodic invariant measure with full

support.

•

x∗ + aλ

•

x∗ + aλ
2

I1 I2 Jk J1

•

x0

•

z0
•

x∗

•

x′

∗

I0

I

I

Figure 5. Accumulation of small horseshoes.

5.1. Example description. In this subsection, we describe in detail how the

interval map f is constructed on the interval I = [0, 1]; see Figure 5 for the

qualitative depiction. In Figure 5, I1 and I2 are two subintervals of I on which f

acts linearly with slope λ such that

f(Ii) ⊇ I1 ∪ I2, i = 1, 2.
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Let

Λ =

∞⋂

i=0

f−i(I1 ∪ I2).

Then (f,Λ) is uniformly expanding and conjugate to the (one-sided) full shift

of two symbols. The topological entropy htop(f |Λ) = log 2.

In the following, for any subinterval J ⊂ I, by |J | we mean the length of J .

Any y ∈ I stands for either a point in I or a real number when I is considered

as a subinterval of R. Let x∗ and x′∗ be the left and right end point of I1

and I2, respectively. It is further required that x∗ is a fixed point of f such that

f(x′∗) = f(x∗) = x∗. For simplicity, set a = x∗ = |I1| = |I2| and dH(I1, I2) = 3a.

Also, let λ be large enough so that

I1 ∪ I2 ⊂
[

x∗, x∗ +
aλ

2

]

.

Since (f,Λ) is conjugate to the (one-sided) 2-full shift, by Proposition 5.1, for

any c ∈ (0, c0) where c0 = min{log 2, 1r logλ}, there exsits µ ∈ Merg(f) sup-

ported on Λ such that

hµ(f) = c <
1

r
logλ.(5.1)

Take δ0 = a/(2λ). Observing that x∗ ∈ Λ, we can choose a generic point

x0 ∈ suppµ ∩ [x∗, δ0/2] such that

1

n

n−1∑

i=0

δfi(x0) → µ, as n→ ∞

in the weak*-topology. As denoted in Figure 5, z0 is a preimage point of x0 lying

on the right side of x′∗ such that |x′∗−z0| = a. Also, f can be required to remain

linear with slope λ in the δ0-neighborhood of I1 ∪ I2 because dH(I1, I2) = 3a.

Lemma 5.2: Let δ1 = x0 − x∗. There exist N1, N2 ∈ N such that

fN1([x0 − δ1, x0]) ⊃ [z0 − a, z0 + 3a], fN2([x0, x0 + δ1]) ⊃ [z0 − a, z0 + 3a].

Proof. Since x∗ is a fixed point, the expanding property of f on I1 gives a

certain N1 ∈ N such that

fN1([x0 − δ1, x0]) ⊃ f(I1) ⊃ [z0 − a, z0 + 3a].

By the continuity of f, there exists δ ∈ (0, δ1) such that

fN1([x0 − δ1 + δ, x0]) ⊃ [z0 − a, z0 + 3a].
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Since µ([x0−δ1, x0−δ1+δ]) > 0 and x0 is a generic point of µ, there exists t ∈ N

such that

f t(x0) ∈ [x0 − δ1, x0 − δ1 + δ].

Now, consider the f -iterates of [x0, x0 + δ1] which is successively cut by the

interval [x∗ − δ0, x
′
∗ + δ0]. Then there exists t0 > 0 such that for each i > t0,

f i([x0, x0+ δ1]) contains an interval Ri of length δ0 with f i(x0) being one of its

end points. In particular, let t > t0. Now, we proceed according to the cases in

which f t(x0) is the left and right end point of Rt, respectively. If f
t(x0) is the

left end point, we have Rt ⊃ [x0 − δ1 + δ, x0], and hence

f t+N1([x0, x0 + δ1]) ⊃ fN1(Rt) ⊃ [z0 − a, z0 + 3a].

Then N2 = t+N1 is as desired. If f t(x0) is the right end point of Rt, we have

Rt ⊃ [x0 − δ1, f
tx0].

By the expanding property of f on I1, there exists t′ ∈ N such that

f t′([x0 − δ1, f
tx0]) ⊃ [z0 − a, z0 + 3a],

and N2 = t+ t′ is as desired. The proof is concluded.

By Lemma 5.2 and the continuity of f , there exists η > 0 such that for

any x ∈ [x0 − η, x0 + η],

fN1([x− δ1, x]) ⊃ [z0, z0 + 2a], fN2([x, x+ δ1]) ⊃ [z0, z0 + 2a].(5.2)

Since x0 is a generic point and µ([x0 − η, x0 + η]) > 0, there exist

n1 < n2 < · · · < nk < · · · such that fnk(x0) ∈ [x0−η, x0+η]. Now, let {Jn}n≥1

be a sequence of disjoint subintervals of I accumulating to z0 from the right,

satisfying the following properties:

(i) On each interval Jk, f |Jk
= Ar

k cosωk(x−ck)+(x0+A
r
k), where {ck}k≥1

is a sequence of real numbers decreasing to z0, and

Ak =
(δ0
2
λ−nk

) 1
r

, ωk =
L

Ak

in which L ≥ λ is chosen to satisfy max1≤i≤r supx∈I |f (i)(x)| ≤ Lr.

(ii) On each interval Jk, f oscillates Mk times with

Mk =
Lγ0
2πk2

( 2

δ0
λnk

) 1
r

in which γ0 is a small real number.
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Obviously, x0 ∈ f(Jk). We see that, by (i) and (ii),

|Jk| =
2πMk

ωk
=
γ0
k2
.

Thus, by letting γ0 > 0 sufficiently small, we have

∞∑

k=1

|Jk| = γ0

∞∑

k=1

1

k2
< a.

Make
⋃

k≥1
Jk ⊂ [z0, z0 + 2a].

Outside the intervals {Ii}i=1,2 and {Jk}k≥1, f is extended smoothly as depicted

in Figure 5.

5.2. Analysis of the example. In this subsection, µ is approximated by the

ergodic measures supported on a sequence of horseshoes with the topological

entropies having a uniform gap from the metric entropy of µ. This yields that

the metric entropy is not upper semi-continuous at µ.

For an interval map g and integer ℓ ≥ 2, by an ℓ-horseshoe of g we mean a

family of disjoint closed intervals (K1, . . . ,Kℓ) such that

g(Ki) ⊇ Kj , ∀ i, j ∈ {1, . . . , ℓ}.

For an interval K, g is said to admit an ℓ-horseshoe on K if
⋃

1≤i≤ℓKi ⊂ K.

Recall that an ℓ-horseshoe is conjugate to the one-sided shift of ℓ symbols.

Lemma 5.3: For each k ≥ 1, either fnk+N1+1(Jk) ⊇ Jk, or f
nk+N2+1(Jk) ⊇ Jk.

Proof. For each k ≥ 1, since x0∈f(Jk), we have for any i ≥ 1, f i(x0)∈f i+1(Jk).

Note that for 0 ≤ i ≤ nk,

|f i+1(Jk)| = λi|f(Jk)| = λi · 2Ar
k ≤ δ0

and |fnk+1(Jk)| = δ0. Moreover, fnk(x0) ∈ [x0 − η, x0 + η], δ1 < δ0. By (5.2),

we have

fN1(fnk+1(Jk)) ⊃ Jk or fN2(fnk+1(Jk)) ⊃ Jk.

In the following, only the case fnk+N1+1(Jk) ⊇ Jk is considered since the

other one is similar. We see that fnk+N1+1|Jk
admits a 2Mk-horseshoe. Let

Λk =

nk+N1⋃

j=0

f j

(
⋂

i≥0

f−(nk+N1+1)i(Jk)

)

.
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By Proposition 5.1, for each k, there exists an ergodic measure νk supported

on Λk such that

hνk(f) = htop(f |Λk
) =

log(2Mk)

nk +N1 + 1
.

Thus,

hνk(f) →
1

r
logλ, k → ∞.(5.3)

Now, we show that νk → µ as k → ∞. Given any continuous functions

ϕ1, . . . , ϕs on X , for any ε > 0, there exists γ > 0 such that for any x, y ∈ I

satisfying |x− y| < γ,

|ϕi(x)− ϕi(y)| <
ε

2
, i = 1, . . . , s.

Let

tk = ln(γ/2Ar
k)/ lnλ =

ln γ − ln δ0
lnλ

+ nk.

Then

lim
k→∞

tk
nk

= 1 and |f j+1(Jk)| ≤ γ, ∀ 0 ≤ j ≤ tk,

which, by letting k large, yields

lim
k→∞

∣
∣
∣
∣

∫

ϕi(x)dνk(x) −
1

nk

∑

0≤j≤nk−1

ϕi(f
j(x0))

∣
∣
∣
∣
≤ ε, i = 1, . . . , s.

Since (1/nk)
∑

0≤j≤nk−1 δfjx0
→ µ as k → ∞, then together with the arbi-

trariness of ϕ1, . . . , ϕs and ε, the convergence νk → µ is obtained. On the other

hand, by (5.1) and (5.3),

lim
k→∞

hνk(f) =
1

r
logλ > hµ(f).

Therefore, the metric entropy, and hence the folding entropy, is not upper semi-

continuous at µ. In the following, we show that the νn’s do not admit a uniform

degenerate rate. This then demonstrates that the condition of uniform degen-

erate rate in Theorem 1.1 is sharp.

Recall Σf = {x ∈ I : f ′(x) = 0}. In our example, z0 ∈ Σf . Given a decreasing

sequence of neighborhoods V = {Vm}m≥1 of Σf , for any fixed m ≥ 1, we

have Jk ⊆ Vm for all k sufficiently large. Let yk ∈ Jk be a generic point of νk,

i.e.,

1

t

t−1∑

i=0

δftyk
→ νk, t→ ∞.
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Note that

|f ′(x)| ≤ Ar
kωk, ∀x ∈ Jk.

Then for any fixed Vm and all large k, we have
∫

Vm

log |f ′(x)|dνk ≤ 1

nk +N1 + 1
log(Ar

kωk)

=
1

nk +N1 + 1
log(

δ0
2
λ−nk)

r−1
r

=
r−1
r log( δ02 )

nk +N1 + 1
+

r−1
r nk logλ

−1

nk +N1 + 1
,

which, as k → ∞, converges to r−1
r logλ−1. Thus, for any m ≥ 1,

∣
∣
∣
∣

∫

Vm

log |f ′(x)|dνk
∣
∣
∣
∣
>
r − 1

2r
logλ, for all k sufficiently large.

That is, the sequence of measures {νk}k≥1 does not have a uniform degenerate

rate.

Finally, we remark that in this example, the folding entropy is not upper

semi-continuous on the whole space of invariant measures, but by Theorem 1.3,

the upper semi-continuity holds on every subset of invariant measures with a

uniform degenerate rate.
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