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Abstract. We show that the subordination results of D. Voiculescu and
Ph. Biane can be deduced from a continuity property of fixed points for analytic
functions.

1 Introduction

Consider Borel probability measuresµ, ν on the real lineR, and the associated
Cauchy transformsGµ, Gν defined onC+ = {z ∈ C : ℑz > 0} by

Gµ(z) =

∫R 1

z − t
dµ(t), Gν(z) =

∫R 1

z − t
dν(t).

It was shown by Voiculescu [7] that there exists another probability measure,
denotedµ� ν and called the free additive convolution ofµ andν, such that

G−1
µ (z) +G−1

ν (z) = G−1

µ�ν
(z) + 1/z

for z in a domain of the form

{z : |ℜz| < −αℑz,−β < ℑz < 0},

whereα, β > 0. Here we useG−1
µ for the inverse ofGµ as a function, i.e.

Gµ(G−1
µ (z)) = z.

An important property of free additive convolution is subordination: there
exists an analytic functionω : C+ → C+ such thatGµ�ν = Gµ ◦ ω and

lim
y↑∞

ω(iy)

iy
= 1.

This was first shown under a genericity assumption by Voiculescu [9], and in full
generality by Biane [2]. Biane also proved analogous results for free multiplicative
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convolutions. These results were approached from an abstract coalgebra point of
view in [10, 11], and this approach provides subordination in even more general
contexts.

Our purpose is to show that these subordination results can be viewed as pure
complex analysis theorems. The main tool is the elementary observation that the
Denjoy–Wolff point of an analytic selfmapf of the unit disk depends analytically
onf , except in the neighborhood of a Moebius map. This observation, along with
some background information, is presented in Section 2. Theapplications to free
convolutions are derived in Sections 3 and 4.

2 Denjoy–Wolff Points

Denote byD = {z : |z| < 1} the unit disk in the complex plane, and letf : D → D
be an analytic function. We recall that a pointw ∈ D is aDenjoy–Wolff point
for f if either

(1) w ∈ D andf(w) = w; or

(2) |w| = 1, limr↑1 f(rw) = w, and

lim
r↑1

w − f(rw)

(1 − r)w
≤ 1.

The limit displayed above is called the Julia-Carathéodory derivative off at w.
Except for the identity map ofD , every f has a unique Denjoy–Wolff point.
Moreover, this point is a limit of the iterates off in most cases. The following
result is due to Denjoy and Wolff; we refer the reader to [6] for an excellent
exposition.

Theorem 2.1. Assume that f : D → D is an analytic function with Denjoy–
Wolff point w, and denote by

f◦n = f ◦ f ◦ · · · ◦ f
︸ ︷︷ ︸

n times

the composition of n copies of f . If f is not a conformal automorphism of D , then
the sequence (f◦n)∞n=1 converges to w uniformly on compact subsets of D .

We consider now an open subsetΩ ⊂ C , and an analytic functiong : Ω×D → D .
We are interested in the dependence onλ of the Denjoy–Wolff point of the function
gλ(z) = g(λ, z).
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Lemma 2.2. With the notation above, if there exists λ0 ∈ Ω such that gλ0
is a

conformal automorphism, then g(λ, z) = g(λ0, z) for every (λ, z) ∈ Ω × D .

Proof. Replacinggλ by g−1

λ0
◦ gλ, we may assume thatgλ0

is the identity map.
Fix a pointz ∈ ∂D . By the Vitali–Montel theorem, there exists a sequencern ↑ 1

such thatg(λ, rnz) converges to an analytic functionh(λ) asn → ∞. Clearly
|h(λ)| ≤ 1 for all λ ∈ D , andh(λ0) = z. By the maximum principle,h(λ) = z for
all λ ∈ Ω. Now fix λ ∈ Ω. We deduce that

lim
r↑1

g(λ, rz) = z

for almost everyz ∈ ∂D . The F. and M. Riesz theorem [4] now yields the desired
conclusion. �

The analytic dependence of the Denjoy–Wolff point is now easy to deduce.

Theorem 2.3. Let g : Ω × D → D be an analytic function such that the map
gλ(z) = g(λ, z) is not a conformal automorphism of D for some (and hence all)
λ ∈ Ω. Denote by ω(λ) the Denjoy–Wolff point of gλ. Then the function ω : Ω → D
is analytic.

Proof. Note thatω(λ) is indeed well-defined since none of thegλ is the identity
map. Since none of thegλ are conformal automorphisms, Theorem 2.1 implies
that

ω(λ) = lim
n→∞

g◦n
λ (0),

whereg◦n
λ denotes, as before, the composition ofn copies ofgλ. The analyticity

of ω then follows from Montel’s theorem. �
The functionω can take values in∂D only if it is constant. If one of the functions

gλ has a fixed point inD , thenω(λ) is the unique fixed point ofgλ for everyλ.
The preceding result can be reformulated replacingD by a conformally equivalent
domain. We record the statement for further reference.

Theorem 2.4. Consider a domain ∆ conformally equivalent to D and an

analytic function g : Ω×∆ → ∆ such that for some λ ∈ Ω, the map gλ(z) = g(λ, z)

is not a conformal automorphism of ∆ and has a fixed point in ∆. Then there exists
an analytic function ω : Ω → ∆ such that g(λ, ω(λ)) = ω(λ), λ ∈ Ω. Moreover, for

every w ∈ ∆,

ω(λ) = lim
n→∞

g◦n
λ (w)

uniformly on compact subsets of G.
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3 Subordination for Multiplicative Convolution

We start with an easy consequence of Theorem 2.3.

Theorem 3.1. Consider two analytic functions f1, f2 : D → D . There exist

unique analytic functions ω1, ω2 : D → D such that

(1) ω1(0) = ω2(0) = 0,

(2) ω1(λ) = λf2(ω2(λ)), and

(3) ω2(λ) = λf1(ω1(λ)) for all z ∈ D .

Proof. Combining conditions (2) and (3), we see thatω1 must satisfy the
equation

ω1(λ) = λf2(λf1(ω1(λ)), λ ∈ D .
Consider therefore the functiong : D × D → D defined by

g(λ, z) = λf2(λf1(z)), λ, z ∈ D .
Note thatg0(z) = g(0, z) = 0 is certainly not a conformal automorphism. Theo-
rem 2.3 then guarantees the existence of an analytic function ω1 : D → D such that
g(λ, ω1(λ)) = ω1(λ) for λ ∈ D . (Note that the functionω1 must satisfyω1(0) = 0;
hence it does not take values in∂D .) Settingω2(λ) = λf1(ω1(λ)) yields the de-
sired functions. The fact thatω1, ω2 are unique follows from the uniqueness of
Denjoy–Wolff points. �

The subordination result for free multiplicative convolution on the unit circle
is essentially a reformulation of the preceding result. Recall from [8] that, given
probability measuresµ, ν on ∂D , one defines a probability measureµ � ν, called
the free multiplicative convolution ofµ andν. Whenµ andν have nonzero first
moments,µ�ν can be calculated as follows. Define analytic functionsψµ : D → C
andηµ : D → D by

ψµ(λ) =

∫
tλ

1 − tλ
dµ(t), ηµ(λ) =

ψµ(λ)

1 + ψµ(λ)
, λ ∈ D .

We haveηµ(0) = 0, andηµ is invertible nearλ = 0 becauseη′µ(0) equals the first
moment ofµ. The measureµ� ν is uniquely determined by the requirement that

(3.1) zη−1

µ�ν
(z) = η−1

µ (z)η−1
ν (z)

for z close to zero. The following result is due to Biane [2]. The original proof is
combinatorial.
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Theorem 3.2. Given Borel probability measures µ, ν on ∂D , there exist ana-

lytic functions ω1, ω2 : D → D such that
(1) ω1(0) = ω2(0) = 0,

(2) ψµ�ν(λ) = ψµ(ω1(λ)) = ψν(ω2(λ)), and
(3) ω1(λ)ω2(λ) = ληµ�ν(λ) for all λ ∈ D .

Proof. As noted by Biane, it suffices to prove the theorem in caseµ andν
have nonzero first moments. Sinceηµ(0) = 0, we can writeηµ(λ) = λf1(λ), where
f1 : D → D is analytic. Analogously,ην(λ) = λf2(λ). The assumption aboutµ, ν
implies that we can define analytic functionsω1, ω2 in a neighborhood of zero by
setting

ω1(λ) = η−1
µ (ηµ�ν(λ)), ω2(λ) = η−1

ν (ηµ�ν(λ)).

Replacingz by ηµ�ν(λ) in (3.1), we obtain

ληµ�ν(λ) = ω1(λ)ω2(λ)

for λ in some neighborhood of zero. We also have

ω1(λ) =
ληµ�ν(λ)

ω2(λ)
=
λην(ω2(λ))

ω2(λ)
= λf2(ω2(λ)).

Analogously,ω2(λ) = λf1(ω1(λ)) in some neighborhood of zero. The uniqueness
of Denjoy–Wolff points shows thatω1, ω2 coincide in a neighborhood of zero with
the unique analytic functions satisfying the conclusion ofTheorem 3.1. In other
words,ω1 andω2 can be continued analytically to the entire unit disk. Moreover,
the equalities (2) and (3), which are true in a neighborhood of zero, extend toD by
unique continuation. �

We now pass to free multiplicative convolution of measures on R+ = [0,+∞).
Given a Borel probability measureµ onR+ , one defines the functionsψµ andηµ by
the same formulas used for measures on∂D , but now forλ ∈ C \R+ . The function
ηµ satisfies the conditions

ηµ(λ) = ηµ(λ), ηµ(λ) ∈ C+ , arg ηµ(λ) ≥ argλ for λ ∈ C+ ,

and
ηµ(0−) = lim

x↑0
ηµ(x) = 0.

If µ andν are probability measures onR+ different from the Dirac measureδ0 at
zero, (3.1) again holds, this time in an open subset ofC containing some interval of
the form(−α, 0) with α > 0. It is convenient to use, in place ofC \R+ , the domainS= {x+ iy : x ∈ R, y ∈ (−π, π)},
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which is conformally equivalent via the mapu : S→ C \ R+ defined by

u(λ) = −e−λ, λ ∈ S.
The following result was first proved by Biane [2].

Theorem 3.3. Given probability measures µ, ν on R+ , both different from δ0,

there exist unique analytic functions ω1, ω2 : C \ R+ → C \ R+ such that

(1) ω1(0−) = ω2(0−) = 0;

(2) for every λ ∈ C+ , we have ωj(λ) = ωj(λ), ωj(λ) ∈ C+ , and argωj(λ) ≥ argλ

for j = 1, 2;

(3) ηµ�ν(λ) = ηµ(ω1(λ)) = ην(ω2(λ)) for λ ∈ C \ R+ ; and

(4) ω1(λ)ω2(λ) = ληµ�ν(λ).

Proof. As in the proof of Theorem 3.2, relation (3.1) yields analytic functions

ω1 = η−1
µ ◦ ηµ�ν , ω2 = η−1

ν ◦ ηµ�ν

defined in some open subset ofC \R+ , symmetric relative toR, satisfying relations
(3) and (4) in that neighborhood. We need to show that these functions have
continuations with the required properties. Consider the functions

h1 = u−1 ◦ ηµ ◦ u, h2 = u−1 ◦ ην ◦ u.

These are analytic selfmaps ofSsuch that for everyλ ∈ S∩C+ , we havehj(λ) ∈ C+ ,
hj(λ) = hj(λ), and0 ≤ ℑhj(λ) ≤ ℑλ. The existence ofω1 andω2 amounts to the
existence of analytic selfmapsu1, u2 of S such that for everyλ ∈ S∩ C+ , we have

uj(λ) ∈ C+ , ℑuj(λ) ≤ ℑλ,

and
u1(λ) + u2(λ) = λ+ hj(uj(λ)), j = 1, 2.

Writing vj(λ) = uj(λ) − λ, fj(λ) = hj(λ) − λ for j = 1, 2, we see that

v1(λ) = u1(λ) − λ = h2(u2(λ)) − u2(λ) = f2(u2(λ)) = f2(λ+ v2(λ));

and this leads to the fixed point equation

v1(λ) = f2(λ+ f1(λ+ v1(λ)).

It is then natural to consider the function

g(λ, z) = f2(λ+ f1(λ+ z)).
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This function is not defined on the entire productS×S. However,g(λ, z) ∈ S∩ C−

provided thatλ ∈ S ∩ C+ and z ∈ S ∩ C− . To verify this, fix λ ∈ S ∩ C+

and z ∈ S∩ C− . If ℑ(λ + z) ≥ 0, then−ℑ(λ + z) ≤ ℑf1(λ + z) ≤ 0, so that
0 ≤ −ℑz ≤ ℑ(λ + f1(λ + z)) ≤ ℑλ. Thusλ + f1(λ + z) ∈ S∩ C+ , and therefore
g(λ, z) ∈ S∩ C− and

0 ≥ ℑg(λ, z) ≥ −ℑλ.

Similarly, if ℑ(λ + z) < 0, then 0 ≤ ℑf1(λ + z) ≤ −ℑ(λ + z), so thatℑλ ≤

ℑ(λ+ f1(λ+ z)) ≤ −ℑz. Again we conclude thatλ+ f1(λ + z) ∈ S∩ C+ and

0 ≥ ℑg(λ, z) ≥ ℑz.

The local existence of the functionω1 indicates that the equationgλ(z) = z has
a solution for some value ofλ ∈ S∩ C+ . Theorem 2.4 then yields an analytic
functionv1 : S∩ C+ → S∩ C− satisfying

g(λ, v1(λ)) = v1(λ), λ ∈ S∩ C+ .

The inequalities obtained above also show inductively that

0 ≥ ℑg◦n
λ (−λ) ≥ −ℑλ,

thus establishing the inequalities0 ≥ ℑv1(λ) ≥ −ℑλ for λ ∈ S∩ C+ . The function
u1(λ) = λ+ v1(λ) then mapsS∩ C+ to itself; and setting

u2(λ) = λ+ f1(u1(λ)) = λ+ h1(u1(λ)) − u1(λ),

we obtain functions satisfying our requirements inS∩ C+ . Since

0 ≤ ℑuj(λ) ≤ ℑλ, λ ∈ S∩ C+ , j = 1, 2,

it follows that all the limit values ofuj on the real line are real or infinite. Seidel’s
version of the Schwarz reflection principle [3] allows us to extenduj to S in such
a way thatuj(λ) = uj(λ) for all λ. This establishes the existence ofu1, u2 and
therefore ofω1, ω2. The uniqueness of these functions follows from the uniqueness
of Denjoy–Wolff points. �

4 Subordination for Additive Convolution

For a Borel probability measureµ on the real line, we writeFµ(λ) = 1/Gµ(λ),

λ ∈ C+ . As observed in [5] and [1],

ℑFµ(λ) ≥ ℑλ, λ ∈ C+ ,
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and
lim
y↑∞

Fµ(iy)

iy
= 1.

This implies the invertibility of the functionFµ in a region where|λ| = |x + iy| is
sufficiently large, provided thatx/y remains bounded. The defining equation of
free additive convolution is now

F−1
µ (z) + F−1

ν (z) = z + F−1

µ�ν
(z).

The earliest subordination result in this area is the following theorem, first proved
in the generic case in [9] and in full generality in [2].

Theorem 4.1. Given Borel probability measures µ, ν on R, there exist unique

functions ω1, ω2 : C+ → C+ such that

(1) ℑωj(λ) ≥ ℑλ for λ ∈ C+ , and

lim
y↑∞

ωj(iy)

iy
= 1, j = 1, 2;

(2) Fµ�ν(λ) = Fµ(ω1(λ)) = Fν(ω2(λ)); and

(3) ω1(λ) + ω2(λ) = λ+ Fµ�ν(λ) for all λ ∈ C+ .

Proof. The analytic functionsω1 = F−1
µ ◦ Fµ�ν andω2 = F−1

ν ◦ Fµ�ν are
defined forλ = iy if y is sufficiently large and satisfy

lim
y↑∞

ωj(iy)

iy
= 1, j = 1, 2,

as well as conditions (2) and (3) in some open set. It remains to prove that these
functions can be continued analytically toC+ and that the continuations satisfy
the first condition in (1). Seth1(λ) = Fµ(λ) − λ, h2(λ) = Fν(λ) − λ. The analytic
functionsh1, h2 have nonnegative imaginary part inC+ . We combine (2) and (3)
to obtain the fixed point equation

ω1(λ) = λ+ h2(ω2(λ)) = λ+ h2(λ + h1(ω1(λ))).

This leads to the functiong : C+ × C+ → C+ defined by

g(λ, z) = λ+ h2(λ+ h1(z)), λ, z ∈ C+ .

The local existence of the functionsωj implies that some of the functionsgλ(z) =

g(λ, z) have a fixed point. Therefore,Theorem 2.4 yields a globally defined function
ω1 such thatg(λ, ω1(λ)) = ω1(λ). Note that

ℑω1(λ) = ℑλ+ ℑh2(λ+ h1(ω1(λ))) ≥ ℑλ, λ ∈ C+ .

The second function is obtained simply asω2(λ) = λ+ h1(ω1(λ)). The uniqueness
of the functionsωj follows from the uniqueness of Denjoy–Wolff points. �
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