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Abstract This paper analyzes the R&D profile of Indian drug and pharmaceutical

industry during the period 2000–2013, and the factors that influence a pharma-

ceutical firm’s decision to undertake R&D activities. The study period from 2000 to

2013 has been characterized by a rapid growth in industry’s R&D expenditures, as

part of the strategic shift, induced by the Patents (Amendment) Act, 2005. Using the

real financial data for the top 91 publicly listed Indian domestic pharmaceutical

companies, the study provides new evidence on drivers of R&D intensity in Indian

Drugs and Pharmaceutical industry. A panel data random effects Tobit model along

with OLS model using firm fixed effects are applied to identify the factors affecting

the R&D intensity of the sample firms. Furthermore, McDonald and Moffitt in Rev

Econ Stat 62(2):318–321, (1980) procedure is used to decompose Tobit estimates.

The empirical findings of the study reveal that firm’s size, past year profitability,

past innovative output, leverage ratio; past cash flow; export and import intensities

of the firm tend to significantly impact the R&D intensity. While firm size exhibits a

non-linear relationship, cash flow, past innovative output shows a positive and

significant relationship with R&D intensity. Further, patent count and firm’s over-

seas presence, considered as additional important determinants of firm-level R&D

intensity, influences R&D positively. Lastly, global orientation of Indian pharma-

ceutical firms has been found to impact R&D activities considerably.
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1 Introduction

R&D programs are central to a firm’s competitive advantage as they help to develop

superior products/technologies with a well-defined competitive advantage (Lev and

Sougiannis 1996; Ettlie 1998; Bhagwat and DeBruine 2011), especially in knowledge

intensive areas such as drugs and pharmaceutical (D&P) industry. In this industry, the

firms need to continuously innovate by developing and marketing new products, drug

delivery systems, and product attributes, based on cutting-edge scientific advances, as

part of survival and growth strategies at the national and global levels. Understanding

that product life cycles have become shorter and numerous regulatory challenges are

emerging faster, this industry spends far more on R&D, relative to its sales revenue, as

compared to almost all other industries. For instance, as compared to aerospace,

defense, chemical industries, and software and computer services; the drugs and

pharmaceutical industry spend 5 times, 4.5 times, and 2.5 times more, respectively

(European Commission 2014). The drugs and pharmaceutical industry is seen as

analogous to drilling for oil which involves many dry holes and a very few gushers

(Office of Technology Assessment, US Congress 1993).

Before discussing the core issue of R&D intensity, it may be noted that the Indian

drug and pharmaceutical industry (ID&PI) is the world’s third-largest pharmaceu-

tical industry in terms of volume yet stands ranked at the 13th position in terms of

value (Annual Report, Department of Pharmaceuticals, Ministry of Chemistry and

Fertilizers 2009–2010). The far lower rank, in terms of value, is reflective of the fact

that the Indian pharmaceutical companies are primarily operating in the low priced

branded generic product group category with wide heterogeneity in firm sizes and

product mix. Interestingly, the emergence of ID&PI in the world pharmaceutical

map can be attributed to India’s shift from product to process patent after 1970. This

single measure enabled the Indian pharmaceutical companies to replicate the latest

drugs introduced in other markets, albeit through different processes, and market

them in the domestic and foreign markets at very low prices. This shift to product

patent gave such a big fillip to ID&PI that the growth rate of pharmaceutical exports

outweighed the growth rate of overall merchandise exports (Nauriyal and Sahoo

2008; Mahajan et al. 2015). There was, however, a remarkable change in the

situation after the signing of the TRIPS under the auspices of the WTO when Indian

companies, especially bigger ones, started expanding their overseas marketing and

distribution networks by trade-supportive infrastructure through mergers and

acquisitions (Pradhan 2007). As a consequence, India’s share of the world generic

market has much improved from 4.5 % in 2006 to 10.3 % by 2013 which is quite

appreciable in view of the stiff competition from international generic manufac-

turer(s) such as Teva, Mylan, Sandoz, etc. which has a sizeable presence in the US
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market with deep product pipeline across various therapeutic segments. They also

began allocating more resources towards R&D, as part of their survival and growth

strategy in the new business milieu.

Against this backdrop, the key objective of this paper is to examine the

determinants of R&D intensity in ID&PI for more recent time period i.e.,

2000–2013. This study intends to provide new evidence on the factors determining

the R&D investment behavior in ID&PI during the longer period of study, a phase

portraying the phenomenal increase in R&D expenditure after introduction of the

Patents (Amendment) Act, 2005. The study would perhaps be the first one to

consider the role of patents and overseas presence of pharmaceutical firm as

additional factors, along with size, age, market share, export intensity among others,

underlying the dramatic changes in R&D investment behavior of Indian D&P firms.

The rest of the paper is organized as follows. Section 2 discusses R&D scenario

in Indian pharmaceutical sector. Section 3 encompasses description of databases,

methodology and discussion on conceptual framework. Section 4 focuses on results

and discussion, while Sect. 5 sums up findings of the study.

2 R&D scenario in Indian drug and pharmaceutical (ID&PI) industry

Over the last two decades, the global drug and pharmaceutical industry has

experienced a dramatic rise in R&D intensity (R&D expenditure-to-sales revenue

ratio). As highlighted by the European Federation of Pharmaceutical Industries and

Associations’ Report (2013), top 1500 global pharmaceutical firms have invested

around 15 % of sales turnover on R&D related activities in 2011. The R&D

spending in the Indian D&P industry has also shown a significant shift. Up until late

2000s, the R&D intensity of Indian D&P firms stood below 0.5 %. Table 1 and

Fig. 1 exhibit the trend in this regard. The R&D models of Indian D&P companies

range from joint ventures (JVs) to licensing arrangements, besides continuing with

high-end generic products (Mazumdar 2012). Interestingly, the top 20 firms have

started undertaking in-house R&D, initiated JVs and licensing arrangements,

especially after 1995, for the purpose of developing novel products, advanced

processes and bio-pharmaceutical products. However, the R&D spending of the

Indian companies is not even a pale shade of what is being spent by pharmaceutical

MNCs. For instance, while Roche, Novartis, and Merck had spent US$10 billion,

US$9.9 billion, and US$7.5 billion, respectively on R&D in 2013; the combined

R&D expenditure of 25 leading Indian pharmaceutical companies stood merely at

US$0.96 billion. With this magnitude of R&D investment, Indian firms logically

had to majorly focus on product improvement in the ever expanding plain generic

markets because of acquired competencies in process engineering. Consequently,

Indian pharmaceuticals R&D is expected to compete with global industry leaders

only in limited range either in process R&D or adding incremental value to the off-

patent drugs which stem from the fact that while the Indian firms have developed

expertise in the alternative process development and manufacturing of the products,

they lack in essential R&D competencies, coupled with professional inexperience,

and tenacity for engaging in the whole process of R&D for product innovation.
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The most remarkable change, nevertheless, is evident during 2004–2009 when

the firms started investing far more resources towards R&D activities, as part of the

strategic shift, induced by changing business environment. Some of the firms,

especially large-sized, started focusing on Novel Drug Delivery Systems (NDDS),1

and expanding production facilities by importing the latest capital goods and

seeking technology transfer (Chaturvedi and Chataway 2006). A recent study by

Abrol et al. (2011) highlighted that out of the 1159 patents granted to 35 firms from

India between 2000 and 2007, product patents constituted only 5 %, dosage forms

constituted 44 %, new forms of substance 24 % and processes 18 %. The

deceleration in the growth of R&D expenditure, especially after 2006, can be

attributed to the failure of out-licensed DRF-27252 and DRF-41483 by Dr. Reddy’s

Lab to Novo Nordisk and Novartis in 1998, and that of RBx 22584 by Ranbaxy to

Schwarz Pharma in 2002. It has alerted other Indian pharmaceutical firms about the

risk involved in innovative R&D. ‘The Perlecan debacle’ wherein the US$52.2

million joint venture of Dr. Reddy’s Lab, Citigroup Venture and ICICI venture in

2005 had collapsed in 2008 due to potential side effects of the molecules identified,

further put a lid on such initiatives (Joseph 2011).

1 It aims to provide a therapeutic amount of drug to the appropriate site in the body to accomplish

promptly and then maintain the desired drug concentration. This drug delivery system improves drug

potency, control drug release to give a sustained therapeutic effect, provide greater safety.
2 DRF-2725 (NN622) was a peroxisome proliferator-activated receptor alpha and gamma agonist which,

according to Dr Reddy’s, has shown potential to regulate these parameters and thereby blood glucose and

diabetic dysplasia. This molecule failed after it has been out-licensed.
3 DRF- 4148 was a anti-diabetic compound, which was out-licensed to Novartis in 2001. It also failed

during further development.
4 RBX 2258 (pamirosin) was being developed for the treatment of benign prostate hyperplasia by

Ranbaxy. Ranbaxy later out-licensed it to the German firm Schwarz Pharma which stopped Phase II trials

of RBX 2258.

0

1

2

3

4

5

6

0

10000

20000

30000

40000

50000

60000

70000

1995 1996 1997 1998 1999 2000 2001 2002 2003 2004 2005 2006 2007 2008 2009 2010 2011 2012 2013

R
&

D
 E

xp
en

di
tu

re
 (i

n 
m

ill
io

n 
IN

R
)

R&D Intensity Research & development expenses

Fig. 1 R&D intensity and expenditure in Indian drugs and pharmaceutical industry. Source CMIE
Prowess Database, 2014
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Interestingly, the R&D efforts of the Indian pharmaceutical companies have been

found to have concentrated in chronic diseases such as cancer and diabetes, instead

of tropical diseases viz., malaria, tuberculosis, etc. which afflict majority of the

population in India and other developing economies (Joseph 2011). The deviation of

Indian firms from tropical diseases to lifestyle related and other chronic diseases can

be explained by ‘invest where the present and future profits rest’ axiom. For

instance, the fast rise of the middle income group in India, Africa, Asia and the fast

graying population in the West warrants more R&D focus on life style related

diseases as the paying capacity of the ailing users of these medicines is much higher

as compared to those largely affected by tropical diseases. The business firms shall

invest where the profit is. The raging debate on the ‘Utility Models’, wherein the

incremental value addition to off-patent drugs promise more profit than and much

less R&D cost, is a case in point. The investment priorities of Indian firms suggest

that they are willing to put their money where growth opportunities are far higher,

suggesting thereby that the global integration of ID&PI has initiated them into the

partnership of an inequitable model of international R&D and production. It was

further reported that the Hatch-Waxman Act of 1984 still continues to be ‘‘the most

important stimulus for domestic pharmaceutical firms to invest in the process of

learning, competence building and innovation making activity’’ (Abrol et al. 2011).

It may be pointed out here that Hatch-Waxman Act provided for filing of the

Abbreviated New Drug Application (ANDA5), which allowed approval of generic

drug products, by a shorter and less expensive route by establishing bio-equivalence

of their products with the innovator drug. They are not required to report preclinical

(animal) and clinical (human) data to establish safety and effectiveness, as is the

case with the innovator drug. The significant increase in the ANDA approvals for

Indian companies, especially for Lupin, Sun Pharmaceuticals, DRL, Cadila,

Glenmark, Torrent, Ipca and Aurobindo, along with much more commitment of

resources to R&D activities with them demonstrates the impact of Hatch-Waxman

Act. Similarly, India stands at the top in terms of drug master filings (DMFs6) Type

II (Drug substance, its intermediate and material used in the manufacturing) by

sharing around 36 of the global DMFs filed during 2009–2013 (Table 2), up from 14

percent in 2000.

The classifications of the pharmaceutical firms, according to ownership types,

size, age, and other parameters also make for interesting reading, and are summed

up in Table 3. There has been a tremendous rise in the number of domestic firms

from 41 in 1996 to 141 by 2011, which have become R&D active. This probably

indicated confidence of Indian firms in their innovative and financial capabilities to

carry out independent R&D. Surprisingly, the share of domestic firms in R&D

activity had started registering a downturn after 2006. There could be three possible

reasons behind this trend. First, post-2006 period has witnessed noticeable incidents

of M&As taking place to the effect that even big R&D active firms like Ranbaxy

5 ANDA is an application for a U.S. generic drug approval for an existing licensed medication or

approved drug.
6 DMF is a submission to the Food and Drug Administration, that may be used to provide confidential

detailed information about facilities, processes, or articles used in the manufacturing, processing,

packaging, and storing of one or more human drugs.
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was taken over by Daiichi-Sankyo and then finally acquired by Sun Pharmaceu-

ticals, Matrix Labs by Mylan, Shantha Pharmaceuticals by Sanofi-Aventis, and

Piramal by Abott Pharma, etc. Second, the setback received by Dr. Reddy’s Lab and

Ranbaxy due to the failure of their out-licensed molecules to pass to even phase II

clinical trials, made the companies rethink about their R&D strategies. Most of the

firms, thus, preferred the course of contract/collaborative routes, instead of initiating

independent research. Third, foreign subsidiaries had also started strategizing in

order to capitalize on the fast rise in the demand for generic segment, which had

more ‘gushers’ than ‘dry holes’. During 1996–2006, while only some of the foreign

firms (like Merck, Pfizer, and GlaxoSmithKline, etc.) were R&D active, other

leading firms (like Stride Acrolabs, Sanofi and AstraZeneca, etc.) have also started

shifting part of their R&D operations to captive research centres in low-cost India.

The MNCs R&D efforts were essentially focused on developing facilities basically

for phase III clinical trials and other such modules that only integrate Indian talent

and facilities into foreign pharmaceutical firms’ global objectives, rather than the

development of drug from the basic stages through bio-technological or chemical

processes (Abrol et al. 2011). The product patent regime initiated in 2005 further

accelerated this process.

Table 2 Number of filed drug master filings (DMFs) Type II active at USFDA, 2009–2013. Source

Kumar and Budhwaar (2015)

S. no. Country Number of DMFs Type II active filed Percent share global

1 India 3264 35.95

2 USA 1505 16.58

3 China 1117 11.21

4 Italy 735 8.1

5 Japan 316 3.48

6 Spain 313 3.45

7 Germany 305 3.36

8 France 200 2.21

9 Israel 195 2.15

10 Switzerland 152 1.68

11 Mexico 110 1.22

12 Canada 92 1.02

13 UK 80 0.89

14 The Netherlands 75 0.83

15 Belgium 71 0.78

16 Hungary 68 0.75

17 Czech Republic 62 0.68

18 Austria 60 0.67

19 Finland 49 0.54

20 Ireland 42 0.47

Sub total top 20 7486 94.93

Grand total 7886 100.00
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The size-wise classification reveals that large sized companies were far more

R&D active in 2014, although the share of small companies has also been

impressive. It was probably for the fact that while the large companies could afford

the resources and R&D initiatives, small companies had also been forced to

undertake R&D in order to stay in the competition. It may be noted that in case of

both large and small sized companies, the focus of R&D differed, although all of

them worked in the domain of the process than the product R&D. For instance,

while in case of large sized companies, it had mainly been on advanced processes,

bio-pharmaceuticals and novel products (Mazumdar 2012), it had been marginal

improvements in case of small companies. Interestingly, most of the R&D had been

undertaken by the firms, which earn a large part of their revenue from exports. This

sounds quite logical in view of the fact that most of the R&D efforts of the Indian

pharmaceutical companies are directed ‘towards developing processes and products

to get regulatory approvals for entry and growth in patent-expired generic markets

in developed countries (Chaudhuri et al. 2010). The major highlights of these R&D

efforts comprise: product development of formulations, development of processes

for manufacturing Active Pharmaceutical ingredients (APIs), process validation,

Table 3 Classification of R&D active (the firms which have reported R&D activity during the given

period) Firms in Indian D&P industry. Source Authors’ computation from CMIE Prowess, 2014

Categories of the

firms

Year

1996 2001 2006 2011 2014

No. Share

(%)

No. Share

(%)

No. Share

(%)

No. Share

(%)

No. Share

(%)

Ownership type

Foreign 9 18 20 16.95 21 14.79 20 14.8 25 17.73

Domestic 41 82 98 83.05 121 85.21 115 85.2 116 82.27

Size

Large 19 38 60 50.85 78 54.93 85 63 87 61.7

Medium 8 16 11 9.32 25 17.61 18 13.3 23 16.31

Small 23 46 47 39.83 38 26.76 32 23.7 31 21.97

Micro 0 0 0 0.00 1 0.70 0 0 0 0

Outward orientation

Exporting 43 86 98 83.05 119 83.80 125 92.6 127 90.07

Non-exporting 7 14 20 16.95 23 16.20 10 7.41 14 9.93

Agea

Old 9 18 40 33.90 46 32.39 65 59.3 80 56.74

Young 41 82 78 66.10 96 67.61 70 40.7 61 43.26

Total firms 50 100 118 100 142 100 135 100 141 100

(i) aIndicate that firms aged more than or equal to 20 years have been taken as old otherwise young, and

(ii) According to Micro, Small & Medium Enterprises Development (MSMED) Act, 2006, manufacturing

industries are classified on the basis of investment in plant and machinery (Micro firms-less than 2.5

million INR.; small firms—2.5–50 million INR; medium firms—50–100 million INR) The authors

classified other firms having investment more than 100 million INR as large firms
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bio-equivalence testing and generation of other data required for DMFs and ANDAs

for getting international regulatory approvals especially keeping in view the

regulated markets (Chaudhuri et al. 2010). Given that R&D efforts are geared

towards meeting specific requirements of the overseas markets, it is logical to

presume that the firms which are exporting a sizable chunk of their output are likely

to be far more R&D intensive as compared to their counterparts which are either do

not have much presence in the overseas markets or are not exporting directly.

Table 3 also indicates that the firms established after 1990 were far more R&D

active as compared to the firms established earlier. Thus, both innovative attitude

and export orientation appeared to have led to increased R&D.

It may be pointed out here that the nature of the Indian pharmaceutical R&D

is very different from the MNCs, as the former had largely focused on the out-

licensing of most of the new chemical entities (NCEs7) identified through their

R&D efforts to MNCs for their poor capacity to bear the high costs and risks

associated with clinical trials. The evidence of this trend comes from the actions

of Ranbaxy (out-licensing of compound RBx 22584, for the treatment of benign

prostate hyperplasia to Schwarz Pharma), DRL (out-licensing of anti-diabetic

molecules such as DRF5 2593, DRF 2725 and DRF 4148 to Novartis for pre-

clinical and clinical development) and few other Indian pharmaceutical firms.

Nevertheless, it would be interesting to examine the determinants of R&D in the

ID&PI, as R&D activities are still considered to be the domain of bigger

companies which could commit financial resources and manpower on long-term

basis. In this regard, it may be mentioned that given the legacy of Indian pharma

firms, there is less likelihood of Indian companies going the MNCs’ way, at least

for next 5 years, primarily for two reasons. The first is: they still have large

potential in the market to churn it for the branded generic drugs as the

governments all over the world are encouraging this segment to contain the

rising health care costs. The second: their low confidence, low-risk taking

aptitude and capacity, and more importantly much less financial capabilities deter

them to invest heavily in new drug discovery. The safest bid appears to be to

take advantage of low cost and replication of large number of drugs that have

already gone off-patent and are subject to rising demand with rapidly changing

life styles. The present work also differs from the earlier study (Pradhan

2003, 2010) in respect of sample covered, functional specification of the model

and coverage of independent variables. Present study consider a latest time

period which allows examining the impact of various factors on R&D intensity

post product patent regime. Pradhan (2010) only analysed R&D determinants of

Small and Medium Enterprises (SMEs) while present study takes a wider and

heterogeneous panel of Indian pharmaceutical firms. Our study also attempts to

analyse the impact of two novel variables namely, innovative output and

overseas presence.

7 It is a molecule developed by the innovator company in the early drug discovery stage, which after

undergoing clinical trials could translate into a drug that could be a cure for some disease.
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3 Database and methodology

3.1 Database

Our sample consists of the top (the largest on the basis of sales revenue) 91 Indian

drug and pharmaceutical companies listed on the Bombay Stock Exchange (BSE)

over the period 2000–2013. The data on firm’s financial variables have been

obtained from the Prowess Database of Centre for Monitoring Indian Economy

(CMIE). This database provides firm-level data on various financial parameters of

all the listed firms in India. This sample is a highly representative sample of R&D

intensive pharmaceutical companies, as selected firms demonstrate continuous R&D

spending, and their share of R&D expenditure in pharmaceutical industry ranges

from 68.1 % in 2000–2001 to 82.95 % in 2012–2013 (see Table 4). The Patent

Cooperation Treaty (PCT) applications count data for the sample firms has been

obtained from the PATENTSCOPE Database of World Intellectual Property

Organization (WIPO). The final dataset forms an unbalanced panel for the above

mentioned period.

The previous studies have suggested using R&D intensity in order to avoid any

size bias (Grabowski and Vernon 2000; Pradhan 2003; Mahlich and Roediger-

Schluga 2006). It suggests that normalization of R&D expenditure provides benefits

in cross-sectional or panel studies as it tends to reduce heteroscedasticity, and

therefore, the R&D intensity in this study has been measured as the ratio of R&D

expenditure to sales.

3.2 Methodology

3.2.1 Random effects panel Tobit model

The study employs a random effects panel Tobit model to investigate the factors

explaining the R&D intensity (RDI) of sampled firms in the Indian D&P industry.

Note here that use of Tobit model is an appropriate method since dependent variable

R&D intensity is limited for two ground realities. First, all the firms are not

indulging in R&D activity in all the years, because their generic drug manufacturing

facilities do not have any requirement for R&D. Second, all the firms have not

reported their R&D expenditure, since as per the existing regulations, firms have to

report only those expenditures which are at least one percent of their turnover. Some

of the notable studies that applied the Tobit analysis for determining firm level R&D

intensity include Mairesse and Robin (2008) for France, Baum et al. (2013) for

United Kingdom and Kwon and Inui (2013) for Japan.

The use of random effects (RE) panel Tobit model was preferred over the fixed

effects because the likelihood estimator for fixed effects in case of a non-linear

model such as Tobit is considered biased and inconsistent (Greene 2004; Hsiao

2003). The Tobit model is specified in terms of latent dependent variable RDI�it as
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RDI�IT ¼ X0
itbþlit; i ¼ 1; . . .;N; t ¼ 1; . . .; T

lit ¼ aI þ eit; where ai �NIDð0; r2aÞ; eit �NIDð0; r2e Þ
ð1Þ

The RDIit is supposed to be observed only if RDI�it [ 0 and it is not observed if

RDI�it � 0 such that

RDIit ¼
RDI�it; if RDI�it [ 0

0; otherwise

� �

and E RDIit½ � ¼ E RDI�it=RDI
�
it [ 0

� �
:

Here, Xit is a vector of observed variables that are expected to affect R&D

intensity of firm i, b coefficient is a weighted average of effect of an increase in an

explanatory variable on the probability of performing the R&D activity and the

effect on the expected value of R&D intensity above the limit zero, and lit is an

error term, capturing the unobserved factors that affect R&D intensity. The error

term lit is assumed to be independent of Xit and is independent and identically

distributed (i.i.d.) over time and across firms in case of random effect Tobit model.

In general, the common error term lit could be freely correlated over time. Here, we

consider the error components model which splits the error term lit into a time-

invariant individual random-effect (ai) and thus measures unobserved individual

heterogeneity, and a time-varying idiosyncratic random error (eit) which depicts the

unobserved time variant shocks to R&D intensity, and is independent of the

exogenous variables and ai.

Table 4 Share of sample firms in total R&D expenditure in all listed pharmaceutical firms. Source

Authors’ compilation from CMIE Prowess Database, 2014

Time-period Aggregate R&D expenditure

of top 91 domestic firms

(INR in millions)

Aggregate R&D

expenditure of all 612

listed firms (INR in millions)

Percent share of top

91 firms in R&D

expenditure

Column I Column II (Column I 7
Column II) 9 100

2000–2001 2368.4 3474.21 68.17

2001–2002 3608.8 4684.73 77.03

2002–2003 5116 6482.14 78.92

2003–2004 8425.9 10222.28 82.43

2004–2005 12054.1 14488.51 83.20

2005–2006 15694.7 19087.98 82.22

2006–2007 18972.8 23901.36 79.38

2007–2008 20199.5 25781.11 78.35

2008–2009 23162.7 31159.24 74.34

2009–2010 27183.5 36461.16 74.55

2010–2011 32820 43374.13 75.67

2011–2012 39029.2 48123.54 81.10

2012–2013 45863.9 55284.52 82.96
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The joint density for the ith observation RDIi = (RDIi1,…,RDIiT) can be written

as

f RDIi=Xit; aib; r
2
e

� �
¼ P

T

t¼1

1

re
/it

� 	dit
1� /it½ �1�dit ð2Þ

where /it ¼ / ðRDI�it � ai � X0
itbÞre

� �
;Uit ¼ U ðai þ X0

itbÞre
� �

, and /ð:Þ andUð:Þ
denote the standard normal probability distribution function and cumulative dis-

tribution function, respectively.

Under the assumption that ai �N½0; r2a�, the random-effects MLE of b; r2e and r2a
maximizes the log-likelihood

PN
i¼1 ln f ðRDIi=Xi; b; r2t ; r

2
aÞ;where

f ðRDIi


Xi; b; r

2
e Þ ¼ Xi; b; r

2
e Þ ¼

Z
f ðRDIi



Xi; b;r

2
e Þ

1ffiffiffiffiffiffiffiffiffiffi
2pr2e

p exp
�ai
2r2a

� 2

dai ð3Þ

Maximizing (3) w.r.t. unknown parameters i.e., b, r2e and r
2
a yields consistent and

asymptotically normally distributed estimators. The log-likelihood function in the

Eq. (3) does not subside to a sum as it would in the case of cross section or time-

series Tobit model. In the present study, STATA 13.0 has been used for estimation

purposes. STATA uses the advantage of the Gauss–Hermite quadrature for the

likelihood calculations of random-effects Tobit model. Further, bootstrapped

standard errors, which are heteroscedasticity corrected standard errors and deals

with the problem of non-normality of data, are estimated for the specified model.

3.2.2 Decomposition of marginal effects

The computed Tobit estimates cannot be directly interpreted without decomposing

its marginal effects. McDonald and Moffitt (1980) proposed the decomposition of

Tobit estimates into two types of effects: (1) the change in the probability of

indulging in R&D activity (2) the change in the changes in the noncensored values

of RDI. Thus, the total change in RDIit can be disaggregated as:

oE½RDIit�=oXit ¼ FðzÞ:oE½RDI�it;RDIit [ 0jX�


oX

it
þ EðRDI�itÞ:oFðzÞ=oXit ð4Þ

The relative magnitudes of these two effects are important indicators with

substantive economic implications but researchers commonly assume that the Tobit

b coefficients measure the correct regression coefficients for observations above the

limit but it is an erroneous and Tobit coefficient cannot be interpreted directly.

Consequently, the relationship between the expected value of all observations,

E½RDIit�, the expected value conditional upon being above the limit, E½RDI�it� and
the probability of being above the limit, F(z), is E RDI�it

� �
¼ FðzÞE RDI�it

� �
.

Following the theoretical and empirical literature on the determinants of R&D

intensity at the firm level for Indian D&P industry may depend upon a number of

factors (X) as discussed in the next sub-section.
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3.2.3 Model specification

This sub-section identifies the factors that induce a firm to undertake R&D

investments. The R&D being firm’s internal decision, firm’s own characteristics like

size, age, competencies, external technology purchase, market share, export

orientation, raw material and intermediary product imports, foreign ownership,

business group affiliation and profitability might influence the decision. The existing

literature suggests that the market value of a firm is related positively to R&D

investments on account of growth opportunities that are expected to create (Eberhart

et al. 2004; Chan et al. 2001; Lev and Sougiannis 1996). Given that product life cycle

in the pharmaceutical industry has shrunk considerably on account of intense and

dynamic nature of R&D activities of various competitors; R&D decisions,

commitment of huge investment of time and resources has become tricky issue. It

may also be noted that the shift from ‘chemistry’ to ‘molecular biology’ which has

increased capital equipment and training costs, and technological complexities in the

drug development, have raised the average R&D costs tremendously. The costs are

further exacerbated by the time consuming drug approval processes in order to ensure

drug safety and efficacy (Austin 2006), as part of increased international regulatory

harmonization, and failure of a very large number of drug projects at phase I trial

itself (Food and Drug Administration 2004). Rising R&D costs coupled with an

effective reduction in the effective patent life of an innovation has further complicated

this business. However, there is an urgent need for R&D in this industry for the drug

resistance diseases and the emergence of the new strains of viruses/bacteria requiring

development of new pharmaceutical products and drug delivery systems.

As pointed out earlier, a significant portion of the Indian pharmaceutical firms

does not undertake R&D, as they operate in the branded generic market with surety

of business. It would, therefore, be interesting to find out what motivates some of

the firms to undertake R&D which is considered to have non-linear payoffs (Tsai

2001). The fact that R&D is generally undertaken by bigger Indian pharmaceutical

firms indicate towards the possibility that they face more uncertainties, as compared

to smaller firms which are exclusively generic market players. The R&D is

measured here as the R&D intensity which refers to how much a company will

commit their funds to R&D relative to their sales revenue. All the variables that are

expected to influence the firm’s decision to undertake R&D are listed in Table 5.

The description of each independent variable is given below:

3.2.3.1 Firm’s size The literature spells an ambiguity in the relationship between

innovativeness and size. It is hypothesized that large firms are more innovative,

especially in sectors with high concentration and barriers to entry (Blundell et al.

1999), while small firms are more innovative in sectors with low concentration in

newly emerging technologies (Acs and Audretsch 1987). The positive relationship

between size and R&D is also supported by evidences of M&As taking place in the

drug and pharmaceutical industry across the world. Small size firm, with no market

power in hand, may not be able to fund the R&D activities for the fact that R&D

infrastructural development entails high fixed and recurring costs. It may further be
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noted that due to the expensive nature of R&D in the drug and pharmaceutical

industry, the size of the firm becomes extremely important because smaller firms

may find it difficult to invest in the development of innovative products where there

is a greater risk of several competing drugs cropping up simultaneously (Matraves

1999). Some of the empirical studies that have reported a positive impact of firm’s

size on its R&D initiatives include Kumar and Saqib (1996), Siddharthan (1988),

Nath (1993), Pradhan (2003), Abdelmoula and Etienne (2010), Cohen (2010), etc.

Studies have also found a U-shaped relationship between firm’s size and

innovation in the case of the long tailed structure of Indian industry and reported a

positive relationship between R&D intensity and firm’s size only up to a certain size

and after that no effect was observed (Nath 1993; Kumar and Siddharthan 1994).

However, the recent evidences reported inverted U shape relationship between firm

size and R&D investment (Bhat and Narayanan 2011). Given the fact that the

marginal costs of incremental R&D investments in regard to larger size companies

are likely to be relatively lower, it is expected that R&D spending will be more

viable to them. It has also been reported that firm size also impacts the thrust and

direction of R&D (Mazumdar 2012). Thus, previous empirical work does not

provide any comprehensive evidence regarding the clear cut indication of the

relationship between firm size and R&D intensity. We hypothesize that the large

Table 5 Determinants of R&D intensity. Source Authors’ elaboration

Variables Symbol Description

Dependent variable

R&D intensity RDI Ratio of R&D expenditure to total sales revenue (in %)

Independent variables

Firm’s size LFSZ Log of total assets (in million INR) of the firm at time t

FSZSQ Log square of demeaned total assets (in million INR) of the firm at time

t

Market share MSH Ratio of total sale revenue of a firm to the aggregate sales revenue of the

industry at time t (in %)

MSHSQ Log square of demeaned ratio of total sales revenue of a firm to the

aggregate sales revenue of the industry at time t

Firm’s age FAGE Difference between the year of incorporation and year of study

Export intensity XI Ratio of firm’s exports to total sales revenue at time t (in %)

Import intensity MI Ratio of imports of raw materials and capital goods to total sales

revenue at time t (in %)

Past return on

assets

ROA t-1 Ratio of net Income to total assets at time t-1 (in %)

Past innovative

output

LPCTA

t-1

Patents count of a firm with Indian Patent Office at time t-1

Overseas

presence

OVSPDUM Dichotomous variable with value 1, if overseas presence, 0 otherwise

Debt over

equity ratio

LEV Ratio of total debt to total equity of the firm at time t (in %)

Past cash flow LCFS Ratio of Sum of after-tax income and depreciation to total assets (in %)
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size firms may allocate a greater proportion of their sales revenue to R&D. The

variable ‘firm size’ is reflected by total assets. Total assets of the firm are measured

in million INR. Specifically, log of firm size (LFSZ) and demeaned squared values

of log of firm size (FSZSQ) are included in the estimation of the model.

3.2.3.2 Market share The relationship of R&D and market power of a firm dates

back to Schumpeter’s theory of innovation (Schumpeter 1942), which holds that the

large firms do enjoy more autonomy and power in the market, and can provide

economies of scale in production and innovation. The literature suggests that market

power may have more to do with the firm’s share, as the high market share is largely

an offshoot of high customer awareness and market penetration (Bloom and Kotler

1975; Scott 1984; Hussinger 2008; Raymond et al. 2010). Thus, market share of the

firm can be taken as a viable proxy for market power. The market share of the firm is

calculated as the share of the firm’s sales in total industrial sales. Studies that have

reported market share of the firm as a major determinant of firm level R&D

expenditure includes Bhat and Narayanan (2006) and Sanguinetti (2005). In the

drug and pharmaceutical industry, a larger market share implies that the firm

maintains a large marketing and distribution network in a vast geographical area,

and is undertaking production and marketing of products in a wide range of

therapeutic areas. In this industry, the firms not only compete with respect to prices,

products, and therapeutic segments, but also in advertising and R&D expenditures.

A rise in market share precedes the goodwill and branding is created through

advertising and market spending. Thus, in this study, we assume the relationship

between firm’s R&D spending and market share to be positive. This study includes

market share (MSH) of the firm and its demeaned quadratic term (MSHSQ) as

explanatory variables to explore the direction and magnitude of the relationship

between market share and R&D intensity of the Indian drug and pharmaceutical

firms.

3.2.3.3 Firm age Following Lall (1986), firm age could be used as a plausible

proxy for accumulated technological expertise and knowhow as an outcome of its

past R&D and production experiences applied towards skills and technological up

gradation. Further, established and credible firms are likely to have a better R&D

infrastructure and may attract highly skilled and talented R&D staff. Earlier studies

have also reported that firm age has a significant impact on the decision to engage in

R&D activities for the fact that they have higher probabilities of possessing skills

and channels to commercially harness their innovations (Abdelmoula and Etienne

2010; Pradhan 2007; Lall 1986). In the drug and pharmaceutical industry, old and

established firms may have resources, motivation and compulsions to innovate

unlike other industries where innovations may be a driving point to establish a new

firm. Hence, it is expected that firm age (FAGE), ceteris paribus, is likely to induce

a positive and significant impact on the R&D investment intensity. Firm age is

calculated in years as the difference between the year of incorporation and the last

year of the study i.e., 2012. It is hypothesized that firm age is positively associated

with the R&D intensity.
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3.2.3.4 Profit of firm at time t-1 Past profits serve as an investible fund for R&D

activities. Existing literature indicates that past years’ profitability affects the R&D

expenditure of a pharmaceutical firm positively for the fact that increased profit

raise firm’s capacity to commit additional resources to R&D expenditure and also

internally generated cash is relatively inexpensive as source of investment capital,

as compared to other alternatives such as commercial borrowings, bonds etc.

(Malmberg 2008, Congressional Budget Office Study 2006). Some studies suggest

that only realized profitability, which increases the level of a firm’s internal funds,

determines firm’s R&D investment (Scherer 2011; Scherer 2001; Grabowski and

Vernon 2000; Abbott and Vernon 2007). Past year’s lagged profitability therefore,

was found to be exercising significant impact on R&D expenditure and R&D related

investment decisions (Simanjuntak and Tjandrawinata 2011). However, two distinct

channels have been proposed in the earlier literature: first, current profits serve as a

source of R&D funding (Scherer 2007, 2011), and second expectations of future

profit opportunities can have influence on R&D investment. The linkage from

profits to R&D expenditure was reported to be direct since it concerns yearly budget

decisions and can be captured by the yearly variations. Thus, in order to capture the

effect of past profits on the R&D expenditure, Return on Assets (ROA) of past year

is taken as a proxy for profits, is included in the model. It is hypothesized that past

profits have a positive impact on the firm’s R&D intensity.

3.2.3.5 Export intensity The R&D investment of a firm may also be determined

by its export intensity because of the transferability of the R&D costs across

domestic and foreign markets (Davies and Rondi 1996). A number of studies have

investigated the link between export behavior and the firm’s propensity and, its’

ability to conduct R&D and indicated that exporting firms are likely to be more

innovative (Vernon 1966; Pradhan 2003; Salmon and Shaver 2005; Sun 2010;

Abdelmoula and Etienne 2010). Existing literature also suggest a two-way

relationship between these two variables. Increased firm level R&D activity of

the Indian pharmaceutical industry was responsible in a major way for the observed

increase in export intensity (Goldar 2013). Export intensity reflects international

competitive structure of a firm which affects R&D investment on process and

product development because of the need for product adaption (Kumar and Pradhan

2003). Openness allows firms to be benefited from economies of scale and increase

return on R&D investment (Zimmerman 1987). In the Indian context, the overseas

markets are far more rapidly expanding due to promotion of generics on account of

steep rise in the health costs and a fast ageing population in the West. Presently,

Indian pharmaceutical exports are destined to around 175 countries, with heavy

concentration in highly regulated Western markets, which emphasize so much on

maintaining good manufacturing practices and meeting quality standards at par with

the global norms. Exports comprising over 63 % of the bulk drugs and

intermediaries and 37 % of the formulations in 2010 (Kallumal and Bugalya

2012), certainly provide these firms with an attractive opportunity to spread out their

R&D costs. The notion that only bigger Indian pharmaceutical firms undertake
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R&D because they face far more uncertainties in their international businesses, may

also be analyzed by considering export intensity as an explanatory variable.

3.2.3.6 Import intensity The literature suggests that the imports of intermediate

inputs and capital goods also help in determining R&D intensity by creating a

knowledge spillover effect on the importing firm through absorption of imported

knowledge/equipment/technology. It has been reported that imported inputs and

capital goods create a positive impact on overall growth, productivity and in-house

R&D of the firm (Sharma and Mishra 2011; Amiti and Konings 2005). Although

some studies have empirically explored this relationship for the Indian pharma-

ceutical industry and found a positive and significant impact of imported inputs on

the R&D intensity at the firm level (Kumar and Pradhan 2003; Basant and Fikkert

1996), yet what constitutes pharmaceutical imports may help to identify the

mechanism through which it happens. For instance, around 90 % of the imports in

this industry constitute bulk drugs and intermediaries (Kallumal and Bugalya 2012)

which serve the basis for formulations preparations. Thus import constitutes

primary/intermediary materials needed for the manufacturing of the end products. In

such a case, the increasing import intensity, at least in the case of drug and

pharmaceutical industry, may reduce the need to carry out R&D, especially if the

firm is operating in the domain of branded generic drugs. Given the fact that the

import of capital equipment is an infrequent phenomenon, it is also unlikely to

exercise any significant impact on the R&D decision making and actually

implementing the decisions to that effect. Nevertheless, basing upon prior art, it

is hypothesized that import intensity may have a positive impact on R&D intensity.

3.2.3.7 Past innovative output The past innovative output, which can largely be

termed as intangible asset accumulation is expected to determine R&D intensity as it

not only suggests the innovation orientation of the firm but the environment for its

appropriability i.e., strong patent protection. Further, the possibility of a firm to

continue with the innovations rises once the company is already into it and is

operating in a sturdy competitive business environment. For a research-intensive

industry, effective IPRs protection is critical for funding huge amount of R&D

expenditure as the industry is highly R&D intensive and patents of chemical

compounds play a crucial role in terms of encouraging developments of new drugs

(Tyagi et al. 2014; Brekke and Straume 2009; Correa 2004). It may, nevertheless, be

pointed out that the mere acquisition of the patents does not reflect the innovativeness

of the firm, as an overwhelming proportion of the patents granted in any year never

turn into commercial applications (Pakes 1986; Pakes and Schankerman 1984).

Thus, the ‘development’ constituent, signifying the application part of the R&D

activity (Arora and Ceccagnoli 2006; Barge-Gil and López 2011; Asheim and

Coenen 2005), appears to be largely missing. Quite possibly, intellectual property is

created to cash upon fringe benefits than materializing real applications. Another

major limitation of the patent data arises from the fact that they fail to capture the

wide heterogeneity in terms of their technological and economic values (Griliches

et al. 1987). This limitation could have been overcome by considering citations of the
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patents, but for the estimation difficulties and data constraints on ‘citation stock’,

especially for the very recent innovations, it could not be done.

So, as a proxy for innovative output, past PCT applications of a given firm

registered in PATENTSCOPE which is a database of World Intellectual Property

Organization (WIPO), are used in the model. Patents registered only with

PATENTSCOPE, are used in order to avoid the possibility of double counting as

the firms may get same patents registered with other national patent offices. It is

hypothesized that a larger number of patents encourage the firm to undertake further

R&D so as to maintain the competitive edge. One period past patent count has been

taken as a proxy for past innovative output.

3.2.3.8 Overseas presence The overseas presence of a firm, which could be either

through greenfield investment or mergers and acquisitions or both, is expected to

boost its R&D spending in order to adapt its products to the local demand. The prior

art has found strong evidence of rise in R&D spending after the firm expanded

overseas for the fact that such firms would be able to ‘‘garner better financial

performance only if they increase their spending on intangibles after increasing their

international presence’’ (Mitchell et al. 1993). Impact of firm’s overseas presence on

R&D intensity is estimated by using the dichotomous variable, i.e., attributing the

value of 1 for overseas presence, and 0 otherwise. However, to which extent,

overseas presence impact the R&D intensity is far from conclusive evidences.

3.2.3.9 Leverage ratio Financing of R&D investment depends upon firm’s

financial resources and its’ profit generation. Debt can reduce the free cash flow

difficulty indicated by Jensen (1986) that managers tend to go for empire building,

but can also cause the overhang problem discussed in Myers (1997) that Companies

with soaring debt face more difficulty to generate funds for new growth

opportunities. R&D investment is part of firm’s survival strategy and it is often

associated with lower leverage (Bradley et al. 1984; Titman and Wessels 1988;

Chang and Song 2014). Lee and Choi (2015) found that debt has a negative impact

over R&D investment of Korean Pharmaceutical firms as firms facing a financial

risk are less interested in R&D investment due to financing cost and credit rating.

Brown et al. (2009) state that young technology intensive firms may prefer equity

financing for investing in R&D. Moreover gestation period of R&D investment is

longer in pharmaceutical sector as compared to other technology intensive sectors

such as information technology and automobiles. Returns are highly risky and

unpredictable since molecules keep on failing in the pipe line. Hence, it is expected

that financial leverage of the firm may impact R&D intensity of a pharmaceutical

firm. Debt to equity ratio (LEV) taken as a proxy for financial leverage, is included

in the model.

3.2.3.10 Cash flow The relationship of R&D and cash flow originates from

seminal work of Arrow (1962), which holds that high-risk prone and uncertain
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investment in technological innovation may come across the issue of grave ‘‘moral

hazard’’ problem. R&D managers may prefer internal financing over external

finances due to the limitations of insurance opportunities in such highly uncertain

investment. The literature suggests that by preferring internal financing, the

management intends to secure the interest of existing shareholders in presence of

information asymmetry (Myers and Majluf 1984; Lee and Choi 2015). Studies on

firm level investment behavior validates the hypothesis that the cost of internal

funds is lesser than new debt and equity financing due to the higher cost of external

fund (Grabowski and Vernon 2000). Researchers have found a positive relationship

between cash flow and R&D investment in the case of pharmaceutical industry since

R&D investment is highly risky, uncertain and returns can be expected after a long

gestation period (Grabowski and Vernon 2000; Vernon 2005; Simanjuntak and

Raymond 2005; Malmberg 2008; Lee and Choi 2015). Thus, in this study, we

assume the relationship between firm’s R&D spending and past year cash flow

(LCFS) to be positive.

3.2.4 Estimation procedure

Descriptive statistics of all variables have been presented in Table 8. As could be

discerned from the descriptive statistics, there is a wide heterogeneity among the

sample units with respect to almost all the variables.

Before proceeding to the estimation of econometric models, it would be pertinent

to check for the non-stationarity of the panel of 1098 firm-year observations, and the

results are presented in Table 9. As revealed, the Phillips–Perron test statistics and

Augmented Dickey Fuller estimates reject the null hypothesis of absolute non-

stationarity of data for all variables.

Further, variance inflating factors (VIF) have been computed for detecting

multicollinearity in the data variables. All the variables except firm size, cash flow

and market share have been found to be non-collinear with VIFs below 2 (see

Table 10). To resolve the problem of collinearity between the firm size and market

share and their quadratic terms, these quadratic terms have been taken after

demeaning the firm size and market share, and squaring the demeaned value,

respectively. The demeaning normalizes the data, and makes firm size, market share

and their respective squared terms orthogonal (Majumdar 1998). High VIF values

are found for firm size, cash flow and market share variables, when all the variables

were tested together, so VIF have been re-estimated after dropping collinear

variables. It can be seen here that all VIFs are below 4 and are nowhere near to the

rule of thumb for models 1–4, so the presence of strong collinearity is not detected.

Next, two alternative econometric models have been estimated to investigate the

determinants of R&D intensity. Model 1 excludes MSH and MSHSQ variables and

model 2 drops LFSZ and FSZSQ variables. The estimation of these different models

was necessitated by high degree of multicollinearity among the independent

variables.

Both the models are specified as below:
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Model 1 : RDIit ¼ b0i þ b1LFSZit þ b2FSZSQit þ b3FAGEit þ b4ROAit�1

þ b5XIit þ b6MIit þ b7LPCTAit�1 þ b8OVSPDUM þ b9LEV

þ b10LCFSt�1 þ
XT�1

t¼1

dtDtþaI þ eit

Model 2 : RDIit ¼ b0i þ b1MSH þ b2MSHSQit þ b3FAGEit þ b4ROAit�1 þ b5XIit
þ b6MIit þ b7LPCTAit�1 þ b8OVSPDUM þ b9LEV

þ b10LCFSt�1 þ
XT�1

t¼1

dtDtþaI þ eit

Both the above stated models have been estimated using random-effects panel

Tobit model. Following Goldar (2013), the models have been estimated after

introducing the yearly time dummies to allow the intercept to vary over the time.

Table 6 depicts estimated coefficients of all the estimated variables for RE Tobit

estimation while Table 7 shows regressions coefficients for OLS estimation. Two

types of marginal effects, in McDonald- Moffitt Decomposition framework, which

are directly and effectively interpretable, have been presented in Tables 6. The

reported Chi square statistics for all models depict that the estimated models are

statistically significant.

4 Empirical results

The empirical results are presented in Table 6. The significance and performance of

individual independent variables are discussed below.

The relationship between firm size and R&D activity is observed to be nonlinear

for the sample firms. LFSZ is negatively related to R&D intensity and significant at

5 %. This finding is contrary to earlier studies which suggested that the size of the

firm is directly related to R&D intensity as larger firms have scale-economy

advantages and greater resources to invest in R&D (Kumar and Saquib 1996;

Pradhan 2003). Other things being equal, an increase in firm size decreases R&D

intensity as well as probability to be engaged in R&D activity. The quadratic term of

firm size i.e., FSZSQ appeared to have made positive yet insignificant impact on

firm level R&D intensity. The increase in the R&D intensity with firm size suggests

that firms are investing more across different therapeutic classes in order to diversify

their R&D portfolios. For instance, the R&D portfolio of some of the largest selling

firms of ID&PI such as Cipla Ltd. which is involved in investing R&D across more

than 10 therapeutic classes ranging from basic categories pediatrics and tropical

diseases to highly specialized classes like oncology and HIV-AIDS. Similarly,

Ranbaxy Ltd., Sun Pharmaceuticals, Lupin Ltd. and Cadila Healthcare, etc. have

also invested in R&D across several therapeutic areas. The results further indicate

that marketing and advertising gets far more allocation of resources, as compared to
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Table 7 OLS model for

robustness checks (with cluster

standard errors) Determinants of

Research and Development

Intensity (RDI)—Models 1 and

2. Source Authors’ estimations

Dependent variable (RDI) Model 1 Model 2

Panel A: OLS coefficient estimates (with cluster standard errors)

LFSZ -1.30711**

(0.66029)

–

FSZSQ 0.28502*

(0.16542)

–

MSH – 0.31267

(0.29249)

MSHSQ – -0.01282

(0.16513)

FAGE 0.03837

(0.15304)

0.06061

(0.13132)

ROA 1.35270**

(0.71274)

1.30278**

(0.60514)

XI 0.12091***

(0.03371)

0.11840***

(0.02084)

MI -0.81031***

(0.01720)

-0.82604***

(0.01911)

LPCTA 0.03704***

(0.01798)

0.02919

(0.03848)

OVSPDUM 0.03203

(0.87142)

0.03335**

(0.01710)

LEV -0.21904*

(0.12611)

-0.24163**

(0.13027)

LCFS 1.77582***

(0.60116)

1.20035**

(0.65975)

Coefficients for year dummies

2001–2002 0.98629

(1.23891)

0.60788

(1.23940)

2002–2003 0.37307

(0.77981)

0.43094

(0.7737)

2003–2004 1.44138

(1.39990)

1.29300

(1.39388)

2004–2005 1.39912

(1.18396)

1.20418

(1.17736)

2005–2006 0.32563**

(0.17022)

0.28131**

(0.14904)

2006–2007 1.18033**

(0.45405)

0.14143***

(0.07481)

2007–2008 0.63129

(0.70272)

0.78435

(0.69472)

2008–2009 0.48001**

(0.27576)

0.45118**

(0.30129)
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R&D, only up to a threshold level of a firm’s size. After crossing that threshold, it is

R&D which gets more attention and allocation of resources.

MSH and its quadratic term MSHSQ are positively related to R&D spending

decision for Indian pharmaceutical firms, but the relationship is an insignificant one.

This unexpected result is consistent with the other study which found only

significant relationship between market share and R&D when market share is

measured as number of employees rather than sales revenue (Sanyal and

Vancauteren 2014). Earlier studies also conclude that R&D intensity can be

expected to increase with market share, but level off and may fall when a firm

captures the whole market as monopolist (Nord 2011).

Firm age is insignificantly and positively related to RDI in all models. This

finding is consistent with the theory that age contributes to accumulate learning

which reflects in increased R&D intensity for the probability that older firms in the

industry may have the competitive advantages of technological learning and

experience in doing R&D, as compared to new entrants. However, this relationship

is insignificant, so firm age is not of much importance while determining firm’s

R&D investment decision.

ROA lagged by 1 year bears a strongly positive and significant impact on a firm’s

decision to undertake R&D. It appears that the internal resource generation of a firm

significantly increases both the probability of R&D activity and R&D intensity of

Indian pharmaceutical companies, as also reported by earlier research studies

(Pradhan 2003, 2010). The appropriateness from the success of R&D investment

generally encourages firms to conduct R&D activities. The rise in profit via realized

huge revenues provides a stimulus to managers who expect rising profits from R&D

investment to expand their R&D activities (Lee and Hwang 2003).

The role of export intensity is found to be significantly favorable for the sample

firms in all models. From McDonald–Moffitt decomposition of marginal effects, it

can be seen that an increase in export intensity of firms impacts R&D active firms

Table 7 continued

(i) Figures in parentheses are

respective clustered standard

errors, and (ii) ***, ** and *

indicate significance at 1, 5 and

10 %

Dependent variable (RDI) Model 1 Model 2

2009–2010 1.72851

(1.64322)

1.76615

(1.43687)

2010–2011 1.49235

(1.2239)

0.45856

(0.31279)

2011–2012 2.27789**

(1.00261)

1.15507**

(0.58994)

2012–2013 2.09906***

(0.90078)

2.53018***

(0.91245)

Panel B:test statistics

R-square: within 0.75 0.75

R-square: between 0.25 0.30

R-square: overall 0.55 0.58

p-value 0.000 0.001

Observations 1098 1098
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more than the firms which may have the probability to go for R&D investment. This

finding is consistent with earlier findings that exporting firms learn to be more

innovative and efficient as they have information inflow from their foreign activities

(Pradhan 2003; Salmon and Shaver 2005; Silva et al. 2013). It has also been

reported that the exploration and diversification of global markets significantly

increase the need for technological inputs of the enterprise resulting in the intensity

of investments in R&D (Kumar and Saqib 1996). Thus, the exporting Indian

pharmaceutical firms are exposed to knowledge inputs about diseases and drug

efficacy which are not available to firms whose operations are confined to the

domestic market. Therefore, competing in the foreign market allows exporting

pharmaceutical firms to connect to global patients’ base and technological

information.

The firms with higher import intensity remain negative yet significantly related to

R&D intensity. Import intensity negatively impacts both the probability of R&D

activity and R&D intensity of firms in the ID&PI. Generally, imported raw materials

and intermediaries help in expanding the scale, breadth, and penetration of export

markets (Feng et al. 2012). Since export orientation appears to have significantly

and positively impacted the R&D intensity, it is reasonable to assume that higher

import intensity may also exercise positive impact on this variable via export

intensity. It appears that the firms, which are extensively importing, have lower

technological and financial capabilities, and therefore, rely more on imports, the

bulk of which comprise Active Pharmaceutical Ingredients (APIs) and other

intermediaries for meeting their upgradation requirements. Imports of technology

and capital equipment are very low and irregular events.

Past innovative output influences R&D intensity positively and significantly in

Models 1 and appears as a prominent factor affecting both R&D intensity and

probability to be engaged in R&D activity. This finding of positive relationship of

past innovation and R&D investment decision is also consistent with a study of firm

level R&D behavior in the Netherlands’ pharmaceutical industry (Sanyal and

Vancauteren 2014). Persistence of innovation is evident from the result. It supports

the view that a firm having had initiated the R&D, generally intends to and actually

continue with it probably for the fact that they realize commercial benefits of

innovations. In the case of Indian firms, sale of newly discovered molecules,

incremental value addition to existing products, and efforts to meet the FDA, and

other norms of regulated markets, etc. keep pushing them in the arena of research.

Once a firm has secured intellectual property rights, it may have the incentive to

further invest in order to commercialize the protected invention/innovation.

Overseas presence dummy exhibits a positive and significant relationship with

RDI in Models 2. It implies that the firms, which have an active overseas presence,

increased their R&D spending. The R&D probability of firms is also increased as

evidenced from McDonald–Moffitt decomposition. Globally active firms invest in

higher R&D to incessantly advance their competitiveness and credibility in the

global pharma landscape. It also indicates towards R&D, undertaken by Indian

firms, moving more towards competing with the industry leaders, but in limited

range either, in process R&D or adding incremental value to the off-patent drugs.

192 S. Tyagi et al.

123



Knowledge spillover from the overseas exposure also incentivizes such firms to

invest in further knowledge creation.

A negative and significant relationship between R&D investment and leverage

ratio is found in the Indian pharmaceutical firms. This finding is consistent with

existing studies on the relationship R&D investment and financial structure

variables (Bradley et al. 1984; Titman and Wessels 1988; Baysinger and Hoskisson

1989; Hsieh et al. 2003; Chang and Song 2014). The firms with lower debt tend to

be more innovative (Jordan et al. 1998; O’brien 2003). Pharmaceutical R&D

investment faces high degree of risk and uncertainty along with a long gestation

period, so equity financing is preferred over debt because debt increasing financing

costs. Apart from problem of financing costs, potential loan defaults also contribute

in decline of firm-level pharmaceutical R&D investment (Lee and Choi 2015).

Past year cash flow is found positively and significantly associated with R&D

investment, as consistent with extant literature. Firm’s internal funding sources are

considered as an important determinant of R&D and the positive sign adds up to the

evidence to the effect that cash flow has positive impact on the R&D expenditure.

This finding implies that due to high adjustment costs of R&D investment, internal

finances are very important for firm to invest in R&D activities. High cost of

external debt and difficulty in availing external debt for R&D investment due to

high risks and uncertainties involved, also incentivize the mangers to prefer internal

funds to external debts. This finding is in conformity with the findings of earlier

studies (Mulkay et al. 2001; Bougheas et al. 2003; Bloch 2005; Hall and Lerner

2009; Pindado et al. 2010).

The empirical analysis undertaken in this paper indicates that firm’s size; past

profits; past innovative capacity; export and import intensities; stronger patent

regime and past cash flow are important determinants of pharmaceutical R&D.

4.1 Year effects

For the regression results presented in Table 6 (I) and the coefficients of the yearly

dummies for the model 1 and 2 are reported in Table 6 (II). The year 2000–2001 has

been taken as the base year. The estimated coefficients indicate that the yearly

effects caused R&D Intensity to go up from 2002–2003 to 2004–2005, after which a

see-saw kind of pattern is conspicuous. It appears that ‘yearly effects’ explain a

significant part of the increase in R&D intensity during the years 2005–2006,

2006–2007, 2008–2009, 2011–2012 and 2012–2013. It appears that time period

started playing a significant role post TRIPS act, 2005.

4.2 Robustness checks

Following the RE Tobit estimation, an additional robustness check is also conducted

to test the validity of our estimation strategy. In order to investigate, whether or not

the estimation is sensitive to autocorrelation and heteroscedasticity, both the models

3 and 4 are estimated by applying firm fixed effects. This model is employed to

remove the potential misspecifications and omitted variable bias. Standard errors
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were clustered at firm level. Results from fixed effects estimations are presented in

Table 7.

Model 3 and model 4 have been employed to run the fixed effects:

Model3 : RDIit ¼ b0i þ b1LFSZit þ b2FSZSQit þ b3FAGEit þ b4ROAit�1 þ b5XIit
þ b6MIit þ b7LPCTAit�1 þ b8OVSPDUM þ b9LEV

þ b10LCFSt�1 þ
XT�1

t¼1

dtDtþeit

Model4 : RDIit ¼ b0i þ b1MSH þ b2MSHSQit þ b3FAGEit þ b4ROAit�1 þ b5XIit
þ b6MIit þ b7LPCTAit�1 þ b8OVSPDUM þ b9LEV

þ b10LCFSt�1 þ
XT�1

t¼1

dtDtþeit

Table 7 depicts that estimated coefficients of fixed effects OLS model are similar

in direction and significance with RE Tobit model, though their magnitude vary,

however the data used in present study forms an unbalanced panel and RE Tobit

model is relevant and significant for our analysis.

5 Conclusions and policy implications

This paper contributes to the empirical literature by improving our understanding of

R&D determinants in the context of the Indian drug and pharmaceutical industry.

The study employs a random-effects panel Tobit model to investigate the factors

explaining the R&D intensity (RDI) of the top 91 domestic firms in the Indian D&P

industry. The study period spans from 2000 to 2013. The empirical results reveal

that firm’s size, export intensity; past R&D output, past year profitability; import

intensity and leverage ratio are important variables that influence firm’s R&D

activities, although they differ in terms of direction of influence and strength. The

firm’s size is found to have negatively impacted R&D intensity which appears to be

in sharp contrast to Schumpeterian wisdom. The R&D activity of the Indian

pharmaceutical firms appears to be systematically affected by the imports of

technology/capital goods and export orientation as both variables turned out to be

significant determinants of in-house R&D. Past year profit seemed to have acted as a

facilitating cash fund to invest in R&D and also as an incentive to increase R&D

while higher leverage ratio appear to discourage managers to invest in R&D. Past

innovative capacity has also demonstrated to have worked in favour of Indian

pharmaceutical firms. On the ground, Indian pharmaceutical firms have been either

been selling their patented molecules to big MNCs or undertaking contract research

for them. These motives have also appeared to have worked behind increased

investment in R&D.
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The analysis has a number of important applications. In particular, it provides

new insights by estimating the impact of firm’s overseas presence, past innovation

count, and stronger patent regime dummy on firm’s R&D investment behaviour. By

using the recent dataset, this study analyses the broader time period after the

introduction of the product patent regime, and captures the shift in the R&D

scenario. It presents a conceptual framework to analyze the effects of the proposed

managerial policy actions on the R&D investment decision. Large size does not

necessarily give competitive advantage to a firm for conducting R&D. It would

follow from this that firms may start up new small R&D subsidiaries to focus on

drug discovery and development. Smaller firms may start taking up generic R&D as

it do not require a huge fixed R&D cost and smaller firms may be successful from

the point of view of increasing R&D intensity. Information asymmetry resulted in

liquidity being a more significant determinant factor than the stability of

pharmaceutical firms. The research also highlights the major role that the firm’s

own innovative output plays in the pharmaceutical R&D investment. It may follow

from this that acquiring patent rights may produce high returns in terms of

strengthening R&D capabilities. Besides owning patent rights, export orientation

and overseas presence of the Indian pharmaceutical firms also facilitate R&D

intensity through knowledge spillover. Therefore, a liberal foreign trade policy

towards facilitating pharmaceutical exporters would help in enhancing the R&D

capabilities which will lead towards increased R&D expenditure. Future research

could focus on some approaches which are not considered in this study. First, the

additional variables, including the impact of mergers and acquisitions and the type

of R&D activities taken by the firm may be considered in analyzing the R&D

investment behaviour. Second, bivariate causal relationships between R&D and past

profitability, and R&D and exports may also be examined. Future studies may also

analyze the differences in strategic and marketing approaches of R&D active and

non R&D active firms in Indian pharmaceutical sector.

Appendix

See Tables 8, 9, 10 and 11.
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Table 8 Descriptive statistics of dependent and independent variables. Source Author’s own

calculations

Variable Unit of

measurement

Observations Mean Standard

Deviation

Minimum Maximum

RDI Percentage 1098 2.54 14.42 0 26.39

LFSZa Million INR 1097 11987.24 22439.11 50.2 210262.2

MKTSHARE Percentage 1094 0.87 1.22 0 9.76

MSHSQX Square values 1098 1.54 5.63 0 78.77

Age Number of years 1098 27.43 16.83 0 78.00

ROA Percentage 1098 29.16 15.21 -43.72 65.81

XI Percentage 1098 29.70 27.56 0 98.64

MI Percentage 1098 13.13 17.07 0 75.23

LPCTA Number of

patents

1097 2.11 7 0 63

LEV Percentage 1098 0.95 1.81 0 39.59

LCFS Percentage 1098 7.13 9.25 -37.25 52.41

a Descriptive statistics for LFSZ variables is presented in million INR. Log form of the measurement is

not shown in the table for these variables

Table 9 Test for Stationarity. Source Authors’ calculations

Variables PP test statistic ADF test statistic

Inverse Chi squared P Inverse normal Z Inverse Chi squared P Inverse normal Z

RDI 480.48*** -7.11*** 460.67*** -5.57

LFSZ 316.49*** -1.26 404.38*** -1.51**

FSZSQ 491.00** -5.32** 474.54** -5.23**

MSH 400.32*** -7.25*** 341.42*** -6.06***

MSHSQ 466.87** -3.05** 435.60*** -4.49***

XI 326.91*** -2.93*** 326.91 *** -2.93***

MI 545.25** -8.76** 545.25*** -8.76***

ROA 479.20*** -4.39*** 454.54*** -4.47***

LEV 494.73*** -6.81*** 412.80*** -4.57***

LCFS 646.79*** -14.49*** 635.24*** -14.41***

*** and ** indicates significance at 1 and 5 % respectively
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Table 10 Collinearity diagnostics. Source Authors’ calculations

Variable All variables Model 1 Model 2

VIF Tolerance VIF Tolerance VIF Tolerance

LFSZ 2.11 0.47 1.7 0.58 – –

FSZSQ 1.07 0.93 1.05 0.95 – –

MSH 8.01 0.13 – – 5.88 0.17

MSHSQ 5.55 0.18 – – 5.4 0.18

FAGE 1.13 0.88 1.11 0.89 1.12 0.89

ROA 1.05 0.94 1.09 0.91 1.07 0.92

XI 1.47 0.67 1.45 0.69 1.42 0.7

MI 1.41 0.71 1.38 0.73 1.38 0.72

LPCTA 1.48 0.67 1.27 0.79 1.46 0.7

OVSPDUM 1.26 0.79 1.19 0.83 1.19 0.83

LEV 1.04 0.96 1.04 0.96 1.04 0.96

LCFS 1.01 0.99 1.01 0.98 1.01 0.99

Year1 1.77 0.56 1.77 0.56 1.77 0.57

Year2 1.95 0.51 1.95 0.51 1.95 0.51

Year3 1.97 0.51 1.97 0.51 1.96 0.5

Year4 1.99 0.51 1.98 0.51 1.98 0.5

Year5 2.08 0.48 1.96 0.51 2.02 0.49

Year6 2.08 0.48 2.05 0.48 2.04 0.48

Year7 2.11 0.47 2.08 0.48 2.06 0.48

Year8 2.17 0.46 2.12 0.47 2.1 0.48

Year9 2.19 0.45 2.14 0.46 2.11 0.48

Year10 2.2 0.45 2.14 0.46 2.1 0.47

Year11 2.18 0.45 2.14 0.46 2.07 0.48

Year12 2 0.49 1.98 0.51 1.92 0.51

Mean VIF 2.14 1.66 2.05

Firm level R&D intensity: evidence from Indian drugs and… 197

123



T
a
b
le

1
1

C
o
rr
el
at
io
n
st
at
is
ti
cs

o
f
d
ep
en
d
en
t
an
d
in
d
ep
en
d
en
t
v
ar
ia
b
le
s.
S
o
u
rc
e:

A
u
th
o
rs
’
ca
lc
u
la
ti
o
n
s

V
ar
ia
b
le
s

R
D
I

F
S
Z

F
S
Z
S
Q

M
K
T
S
H
A
R
E

M
K
T
S
H
S
Q

X
I

M
I

L
P
A
T

P
C
T
A

L
C
F
S

L
E
V

O
V
S
P

A
g
e

R
D
I

1

L
F
S
Z

0
.0
3

1

F
S
Z
S
Q

-
0
.0
2

-
0
.6
6
*

1

M
K
T
S
H
A
R
E

0
.0
6
*

0
.5
5
*

0
.0
2

1

M
K
T
S
H
S
Q

0
.0
5

0
.4
3
*

0
.0
3

0
.8
8
*

1

X
I

0
.0
1

0
.3
5
*

0
.0
5

0
.2
4
*

0
.2
3
*

1

M
I

0
.4
6

0
.1
9
*

-
0
.0
2

0
.0
9
*

0
.6
5
*

0
.3
1
*

1

L
P
A
T

0
.0
1

0
.2
8
*

-
0
.0
2

0
.2
7
*

0
.2
6
*

0
.1
4
*

0
.0
5

1

P
C
T
A

0
.0
7
*

0
.3
9
*

-
0
.0
4

0
.4
9
*

0
.4
9
*

0
.2
3
*

0
.1
6
*

0
.2
0
*

1

L
C
F
S

0
.0
1

-
0
.0
3

-
0
.0
4

-
0
.0
1

0
.4
0

0
.0
2

0
.1
2

0
.2
6

0
.0
2

1

L
E
V

-
0
.0
1

-
0
.0
4

0
.0
3

-
0
.0
7
*

-
0
.0
4
*

-
0
.0
4

0
.0
2

-
0
.0
5

-
0
.0
2

-
0
.0
3

1

O
V
S
P

0
.0
1

0
.3
5
*

-
0
.0
9
*

0
.3
6
*

0
.2
4
*

0
.1
1
*

0
.0
8
*

0
.1
4
*

0
.1
6
*

0
.0
3

-
0
.0
1

1

A
g
e

-
0
.0
3

0
.0
3

-
0
.0
5

0
.0
6

0
.0
8
*

-
0
.1
4
*

-
0
.1
1
*

0
.0
2

0
.0
6
*

0
.1
2
*

-
0
.1
1
*

-
0
.0
5
*

1

*
S
ig
n
ifi
ca
n
ce

at
5
%

198 S. Tyagi et al.

123



References

Abbott TA, Vernon JA (2007) The cost of US pharmaceutical price regulation: a financial simulation

model of R&D decisions. Manag Decis Econ 28:293–330

Abdelmoula M, Etienne JM (2010) Determination of R&D investment in French firms: a two-part

hierarchical model with correlated random effects. Econ Innov New Technol 19(1):53–70

Abrol D, Prajapati P, Singh N (2011) Globalization of the Indian pharmaceutical industry: implications

for innovation. Int J Inst Econ 3(2):327–365

Acs ZJ, Audretsch DB (1987) Innovation, market structure, and firm size. Rev Econ Stat 69(4):567–574

Amiti M, Konings J (2005) Trade liberalization, intermediate inputs, and productivity: evidence from

Indonesia. Am Econ Rev 97(5):1611–1616

Arora A, Ceccagnoli M (2006) Patent protection, complementary assets, and firms’ incentives for

technology licensing. Manag Science 52(2):293–308

Arrow K (1962) Economic welfare and the allocation of resources for invention. In: The rate and

direction of inventive activity: economic and social factors. Princeton University Press, New Jersy,

USA, pp 609–626

Asheim BT, Coenen L (2005) Knowledge bases and regional innovation systems: comparing nordic

clusters. Res Policy 34(8):1173–1190

Austin DH (2006) Research and development in the pharmaceutical industry. Congressional Budget

Office, USA
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