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Abstract The identification and analysis of moderator relationships regularly

confronts the empirical research with statistical and methodical challenges. Which

misinterpretations and false conclusions result from different methodical procedures

for the identification of moderator effects shall be demonstrated by means of the

present contribution. Thereby, the moderated regression analysis represents the

most popular procedure in this context.
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1 Relevance of modelling with moderator effects

Does the effect of promotional activities on purchase intentions, to take an example,

depend on specific variables such as the level of personal involvement in the

customer segment, or does the organizational structure of the sales force influence

sales performance depending on market growth? Is the relationship of the firms’

financial performance and R&D-effort influenced by the firms’ integration in an

innovation network, or is the relationship of the firms’ financial performance and

their capabilities influenced by the strategy type? These typical examples give a

short glance at questions which were of growing importance during the last years in
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many fields of research, like marketing, management and organisation studies

(Aguinis 2004; Landis and Dunlap 2000).

In this context, researchers are talking about the so called moderator effects.

They can be defined as qualitative (e.g. gender, branch) or quantitative (e.g. age,

income), as variables that are experimentally manipulable (e.g. company reputation)

or naturally given (e.g. gender) (Baron and Kenny 1986; Aguinis 2004) and, most

important, they influence the relationship between other variables.

An analysis of the literature shows, on the one hand (Aguinis 2004; Frazier et al.

2004) that only in the rarest cases within the modelling frame with interaction effects a

distinction is made according to the kind of moderator, or the moderator is explicitly

defined beforehand. On the other hand, the exact characterization of the kind of

moderation is vital within the frame of modelling and involves different implications.

If moderating effects are not taken into account within the analysis of relationships, the

effect model is not displayed adequately and, therefore, can lead to false conclusions.

In general, we very often find a self-determined development of recommenda-

tions regarding the use of statistical tools concerning these procedural topics. A

good example to illustrate this is Cronbach’s alpha. The common accepted standard

of 0.7 was raised from 0.5 by Nunnally (1967, 1978) without any explanation

(Peterson 1994). This is now widely accepted and sometimes misinterpreted

(Cortina 1993) since Cronbach’s alpha should not be near one (or even near 0.9) at

all in order to integrate most of the desirable and theoretically based facets of the—

one-dimensional—construct, and therefore to leave a reasonable proportion of

variance in the empirically measured construct, and finally to avoid a redundancy of

the multi-item measurement.

There is a variety of procedures (techniques) for the identification and

interpretation of moderator effects, whereby the moderated regression analysis

represents the most popular method (Aguinis 1995). The identification of moderator

effects does not often succeed because the moderated regression analysis is

frequently afflicted with the problem of too low statistical power. This leads to the

erroneous rejection of a model containing a moderator effect, so that the real

moderator effect remains undiscovered (Aguinis 2004). Also methodical mistakes

within the frame of the analysis of moderated effect relationships can lead to

misinterpretations related to the moderator effect and, thus, to false conclusions (in

detail also Carte and Russell 2003; Irwin and McClelland 2001).

From the above outlined problem areas it becomes obvious that the identification

of moderator effects includes the overcoming of a number of hurdles. This concerns,

on the one hand, the model specification. On the other hand, the usually used

analytical procedures of research practice for the identification of moderator effects

produce different results. Therefore, the present contribution

• first of all gives an overview of typical ways to analyze moderating effects,

which can be detected in the literature,

• aims to deduce a kind of ‘best practice’, keeping all different aspects mentioned

before in mind, and

• finally illustrates the empirical consequences of the typical procedures that

analyze moderating effects.
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After a characterization of the moderation per se (Sect. 2), the procedure of the

moderated regression analysis is introduced in detail, in which especially the

methodical faults processing it are addressed. Following, the procedure of the

subgroups analysis will be explained. Section 3 consists of a discussion and critical

appraisal of alternative procedures for the identification of moderator effects. In

Sect. 4 it will be demonstrated by means of four empirical examples which

consequences and misinterpretations turn out from differences in the methodology

used to identify moderator effects.

2 Defining and modelling moderation effects

The analysis and evaluation of moderator effects first of all demands a discussion of

the various definitions of the moderator term. A review of the literature shows a

variety of definitions with respect to the character of moderation. While Baron and

Kenny (1986) describe a moderator as a factor that influences the direction and/or

the strength of the relationship between an exogenous (predictor) and an

endogenous (criterion) variable, James and Brett (1984) consider that ‘‘…a variable

z is a moderator if the relationship between two (or more) other variables, say x and

y, is a function of the level of z.’’

Table 1 provides an overview of the literature with respect to the different

definitions of the moderator term. Although the differences conceptualizing

moderation turn out to be rather small, there is one important distinguishing

feature. The definitions by Baron and Kenny (1986) and by Cohen et al. (2003) as

well as by (Cortina 1993) explicitly determine a priori which variables are regarded

as exogenous (predictor) and endogenous (criterion) variables, so that implicitly

only the variable z can be a possible moderator of the relation between x ? y. In

contrast, there is no a priori determination concerning the exogenous (predictor) and

the endogenous (criterion) variable in the definitions by James and Brett (1984),

Table 1 Definitions of the moderator term

Citation Definitions of the moderator term

Baron and Kenny

(1986)

[…] a Moderator variable is a […] variable that affects the direction and/or

strength of the relation between an independent or predictor variable and a

dependent or criterion variable

Cohen et al. (2003) Thus two variables x and z are said to interact in their accounting for variance in

y when over and above any additive combination of their separate effects, they

have a joint effect

Cortina (1993a, b) A moderation exists when, ‘‘the effect of one variable, x, on another variable, y,

depends on the level of some third variable, z.’’

Jaccard et al. (1990) Moderation occurs when the relationship between x and y depends on z

James and Brett

(1984)

[…] a variable z is a moderator if the relationship between two (or more) other

variables, say x and y, is a function of the level of z

Schmitt and Klimoski

(1991)

[…] a moderator variable affects the nature of the relationship between two other

variables
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Schmitt and Klimoski (1991) and (Jaccard et al. 1990), (see Landis and Dunlap

2000).

It is common to all definitions above that the relationship between two

quantitative variables x and y changes based on the value of a third variable z. For

this reason the moderator effect is described frequently also as an interaction

between x and z (Aguinis 2004).

Sharma et al. (1981) distinguish variables that influence the strength and the form

of the relationship between an exogenous (predictor) and an endogenous (criterion)

variable. Thereby, they differentiate three different types of moderator variables

from other explaining variables. Homologizers are those variables that influence the

strength of a relationship between two variables, but not their form. Homologizers

neither show a statistically significant relation to the predictor and to the target

variable (criterion), nor interact with other exogenous variables. The strength of

the relationship between x and y is determined by the error term. Therefore,

homologizers are interpreted as moderator variables, since they offer the possibility

to set up homogeneous subgroups of a sample by means of the error term that differ

with respect to their predictive validity (Sharma et al. 1981). The other two types of

moderator variables that interact with the exogenous variable (predictor) change the

form of the relationship between the exogenous and the endogenous variable.

Additionally, these two moderator variables can be distinguished by whether they

exert direct influence on the endogenous variable (criterion). There is a pure
moderation if the moderator variable only interacts with the exogenous variable x,

but itself does not exert any direct influence on the endogenous variable y. Besides,

there is a quasi moderation if the moderator variable additionally exerts a direct

influence on the endogenous variable y (Darrow and Kahl 1982; Sharma et al.

1981).

Formally, moderation can be illustrated by the following regression equation:

y ¼ b0 þ b1xþ b2zþ b3xz: ð1Þ
The variables x and z represent the direct effects of the predictors and the product

term xz provides information concerning the moderator effect. Transposing the right

side of Eq. 1 it becomes apparent in Eq. 2

y ¼ b0 þ b2zð Þ þ b1 þ b3zð Þx ð2Þ

that the correlation between an exogenous variable x and an endogenous variable

y varies depending on the value of the moderator z. It involves a linear interaction

model. If at high values of the moderator the influence of the exogenous variable

on the endogenous variable is stronger than at low moderator values, one talks

about a positive moderator effect, and vice versa. Contrary to some recommen-

dations in the literature (Sharma et al. 1981; Huber et al. 2006), the moderator

variable z has to be integrated into the regression equation for the rating of the

moderator effect independently from whether there is a quasi moderation (direct

effect on z) or a pure moderation (no direct effect on z). An argumentation and a

detailed description concerning the identification of the moderator effect will

follow in Sect. 3.2.
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Before introducing the procedures to analyze moderator effects in detail, a central

problem in the context of the detection of moderator effects will be addressed—the

dichotomisation of continuously spread variables.

This approach, which is often used in research practice, conflicts with diverse

empirical findings showing that an artificial dichotomisation of variables (e.g. by

median splitting) leads to false main or interaction effects (moderator effects)

(MacCallum et al. 2002; Cohen et al. 2003; Jaccard and Turrisi 2003). Simulation

studies prove that in moderated regression analyses that keep the original continuous

character of the variables the type I (a) and the type II (b) error with respect to the

identification of moderator effects turn out to be lower than at procedures that

undertake a subsequent dichotomisation of the variables (see the simulation studies

by Bissonnette et al. 1990; Mason et al. 1996; Stone-Romero and Anderson 1994).

These empirical findings can be explained by the fact that artificially dichotomising

the variables leads to a loss of information and, in consequence, to an increase of the

error variance as the statistical power of the procedures decreases (Frazier et al.

2004); (Aguinis 2004); (Stone-Romero and Anderson 1994). It should be pointed out

that an artificial dichotomisation of a continuous moderator variable can be quite

reasonable when interpretation problems appear concerning the interaction term.

Constellations of two interaction factors which result in equally high interaction

terms are possible here, although they have to be interpreted differently regarding the

content (in detail (Zedeck 1971)).

In the context of moderator effects, often mediator effects have also been

considered (e.g. Baron and Kenny 1986; Frazier et al. 2004; Holmbeck 1997; James

and Brett 1984; Judd et al. 2001; Shrout and Bolger 2002). This is caused by the

similarity of both concepts that analyze the relationship between three variables x,

y and z. Contrary to moderator effects, whose strength of the correlation between x and

y varies depending on the value of the moderator variable z, a mediator effect indicates

that the relationship between x and y is interrupted by the variable z (mediator), i.e.

that the mediator explains the relationship between an exogenous (predictor) and an

endogenous (criterion) variable within a causal chain (Baron and Kenny 1986).

Figure 1 illustrates the difference between moderator and mediator effect.

However, both effects can also occur in combination so that there is either a

mediated moderation or a moderated mediation (in detail (Muller et al. 2005)).

When examining moderator effects, in many cases a clear theoretical basis for

the analysis of these effects is missing. The reasons for this are, on the one hand,

Mediator EffectModerator Effect

X

Z

Y YX Z

Fig. 1 Modelling of moderator vs. mediator effects
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that the moderators that are examined are weak, or inconsistent effect relationships

exist between the predictor and the criterion variable (Baron and Kenny 1986). On

the other hand, moderator effects of variables, e.g. age in specific fields of research

have been routinely considered (Einhorn and Bass 1971).

The previous considerations lead to the following intermediate result: the choice

for a moderator should take place a priori and based on the theory in order to

increase the chance of identifying moderator effects and to prevent misinterpre-

tations in any case (Aguinis 2004; Frazier et al. 2004).

The focal points of this contribution are such situations in which researchers have

specific theory-based predictions to test hypotheses about potential moderator

variables. This means, there is an a priori rationale to investigate moderator effect.

Hence, homologizers as moderator variables will not be considered any further in

this paper since they cannot be specified a priori in the model.

3 Analyzing moderator effects

3.1 Systematisation of different procedures for the analysis of moderator effects

In the past decades numerous procedures have been developed to identify moderator

variables and to describe their effects. Basically the following procedures—the

application of which depends on the scales level of the predictor and moderator

variables—can be distinguished:

• The moderated regression analysis is a flexible procedure that can be employed

both for continuous and also for categorical predictor and moderator variables,

respectively.

• In the case of a continuous predictor and a dichotomous moderator variable, the

evidence of moderator effects can be provided by the help of a multi-group

analysis (synonymic: group analysis or subgroup analysis). Hereby, the

influence of the predictor on the criterion variable is observed separately for

each characteristic of the moderator variable in order to subsequently analyze

the groups concerning this correlation with regard to significant differences.

• If both the predictor and the moderator variable feature a categorical scales

level, the procedure of analysis of variance (ANOVA) is applied (Baron and

Kenny 1986). The moderation is indicated by an interaction. This procedure will

not be regarded any further here, since this method is very common for the

analysis of experimental designs.

Table 2 contains the different procedures for the identification of moderator effects.

3.2 Moderated regression analysis

3.2.1 Options of regression model formulation

In the moderated regression analysis, the moderator variable z is connected to the

exogenous variable x multiplicatively and is integrated into the analysis as
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interaction term xz, so that the moderator effect can be interpreted concerning its

scope and significance. To test moderator effects the implementation of a

hierarchical regression can be recommended, whereby the variables are taken in

the regression equation in several successive steps (Aiken and West 1991; Cohen

et al. 2003).

Assuming a quasi moderation in the first step (basic model–(3)), a regression

model is formulated including both the predictor and the moderator variable. After

that in a second step (interaction model–(4)), the product term is additionally taken

into the regression equation (Aiken and West 1991; Cohen et al. 2003; Holmbeck

1997; McClelland and Judd 1993).

Basic Model y ¼ b0 þ b1xþ b2z ð3Þ
Interaction Model y ¼ b0 þ b1xþ b2zþ b3xz ðð4Þ ¼ ð1ÞÞ

In contrast, assuming a pure moderation in a first step (basic model—(5)) a

regression model is formulated including only the predictor variable. In a second

step (interaction model—(6)), both the moderator variable and the product term are

additionally taken into the regression equation.

Basic Model y ¼ b0 þ b1x ð5Þ
Interaction Model y ¼ b0 þ b1xþ b2zþ b3xz ðð6Þ ¼ ð1ÞÞ

It has to be noted that the moderator variable z needs to be included in the

interaction model in both cases: in the quasi moderation and in the pure moderation.

In a regression model with a product term as interaction variable, the product term

displays the interaction (moderation) of two variables only if each of them is also

taken in the regression model as elementary predictors. If the valuated regression

model does not correspond with this specification, i.e. if the regression model

includes only the product term without controlling the predictor and moderator

variables, or a variable constituting the interaction term is missing, the interaction

effect is distorted and the interaction term cannot be interpreted (Cohen et al. 2003;

Cronbach 1987; Irwin and McClelland 2001).

If it is not clear a priori whether a quasi or a pure moderation is involved, the

following procedure is recommended: In a first step (basic model 1–(7)), a

regression model is formulated including only one predictor variable. After that in a

second step (basic model 2–(8)), the moderator variable z is taken into the

regression equation. In a third step (interaction model–(9)), the product term is

additionally integrated into the regression equation.

Table 2 Procedures for the identification of moderator effects

Regressors Moderator variable

Predictor variable Scales level Categorical Continuous

Categorical Analysis of variance (ANOVA) Moderated regression analysis

Continuous Multi-group analysis moderated

regression analysis

Moderated regression analysis
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Basic Model 1 y ¼ b0 þ b1x ð7Þ
Basic Model 2 y ¼ b0 þ b1xþ b2z ð8Þ

Interaction Model y ¼ b0 þ b1xþ b2zþ b3xz ðð9Þ ¼ ð1ÞÞ

3.2.2 Determination and interpretation of moderator effects

Whether or not we find a moderating effect can be judged by the significance of the

regression coefficient b3 belonging to the interaction term (Aguinis 2004; Baltes-

Götz 2006). Alternatively to the t-test for the regression parameter b3, it can be

examined with the F test whether the change of the coefficient of determination R2

from the base model to the interaction model is significantly different from zero.

The change of the coefficient of determination (DR2) is also a measure for the effect

size of the moderator effect (Aguinis 2004; Jaccard et al. 1990). The R2-increase

indicates how much criterion variance is additionally explained by the product term

and, therefore, can be ascribed to the moderator effect (Aguinis 2004). In view of

the result, this is identical to the use of the t test.

The strength of the moderator effect is often displayed in form of the effect size

index (f2):

f 2 ¼ R2
I � R2

B

1� R2
I

whereby R2
I characterizes the coefficient of determination of the interaction model

and R2
B the coefficient of determination of the basic model.

Typically, the size of the interaction effect turns out to be rather low in many

empirical studies. The cause for this is the low reliability of the product terms that

were composed of factors afflicted with measurement errors (Cohen et al. 2003;

Jaccard and Turrisi 2003). For the evaluation of the effect size, Cohen (1988) has

proposed the following values of f2 that are conventionally established: 0.02 = low;

0.15 medium; 0.35 = high (also (Cohen et al. 2003)). A literature review by

Aguinis et al. (2005) over a time period of 30 years revealed that the average effect

size f2 is about 0.005, the median about 0.002. These values do not only deviate

much from Cohen’s defined values of a low, medium and high effect size, but make

clear, how difficult it is to prove moderator effects at all.

In case of a significant moderator effect (f [ 1.98) it is necessary to do further

analysis in more detail. First it is examined which kind of moderation is involved.

This takes place by using a simple t test for the regression coefficient b2 of the

moderator variable z in model (3) or (8), respectively. In case of a quasi moderation,

the regression parameter b2 in either model (3) or (8) is statistically significant;

otherwise, it is a pure moderation. Further analyses concerning the moderator effect

are carried out in three steps.

The first step consists of an interpretation of the regression coefficient b3 that

belongs to the interaction term. This is interpreted as the difference of the regression

parameters concerning the relationship between predictor and criterion variable if

the moderator variable varies (takes different characteristics) (Jaccard et al. 1990).
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In a second step, the relationship between the predictor and the criterion variable

is checked in detail for different characteristics of the moderator variable. For this

purpose we selected representative characteristics of the moderator variable, e.g.

some statistical criteria such as the average value as well as the standard deviation

above/below the average value (Baltes-Götz 2006; Cohen et al. 2003). After that,

the relationship between the predictor and criterion variable for each selected

characteristic of the moderator variable is graphically illustrated separately by

means of the particular regression line, so that it is possible to identify the type of

moderator effect.

Based on this, a subsequent third step is a statistical significance test of the

regression increase of each particular regression line (Aiken and West 1991);

(Cohen et al. 2003). Thus, it is necessary to check whether the conditional slope

coefficients for selected values of the moderator variables (e.g. zlow, zmean, zhigh) are

different from zero (Baltes-Götz 2006). In order to do so, a regression estimation of

y to x is made separately for each character of the moderator variable. Following we

examined whether there is a statistically significant influence of x on y at the

particular character of the moderator variable (with t-tests for each of the three

conditional regression lines, e.g., zlow, zmean, zhigh).

Baron and Kenny (1986) have noted that, against the background of a distinct

interpretation of the moderator effect, it is principally desirable that the moderator

variable does not correlate with the predictor or criterion variable. Hence, it can be

reasoned that a pure moderation relationship can be interpreted more precisely

compared to a quasi moderation.

3.2.3 Interpretation of first-order effects

The interpretation of the first-order effects of the predictor and moderator variable

with respect to the target variable is generally afflicted with some problems as long

as there are moderator effects. Initially considering the

Basic Model y ¼ b0 þ b1xþ b2z ð3Þ

it can be easily realized that the first-order effect of the predictor b1 is identical for

all characters of the moderator variable z, i.e. independent of the values of the

moderator variable z. Because of the symmetry1 these considerations also apply

analogously to the first-order effect of the moderator variable b2. Looking upon the

interaction model by transposing Eqs. 4 or 1, respectively, one can ascertain that the

effect of the predictor x with respect to the criterion variable y depends on the value

of the moderator variable z Eqs. 4.1 or 2. Because the symmetry also affects the

regression of y on z, it is obvious analogously that it depends on the characters of the

predictor variable x Eq. 4.2.

1 Implying an interaction effect of the independent variables x and z on the dependent variable y, on the

one hand, one can assume that the effect of x on y is moderated by z; on the other hand, the correlation can

also be interpreted in a way that the effect of z on y is moderated by x. Insofar the variables x and z act

symmetrically. Which variable is defined as moderator variable is an issue for theoretical consideration.

Analysis and evaluation of moderator effects in regression models 315

123



Interaction Model

y ¼ b0 þ b1xþ b2zþ b3xz
ð4Þ

y ¼ b0 þ b2zð Þ þ b1xþ b3xzð Þ
y ¼ b0 þ b2zð Þ þ b1 þ b3zð Þx ð4:1Þ

y ¼ b0 þ b1xþ b2zþ b3xz ð4Þ
y ¼ b0 þ b1xð Þ þ b2zþ b3xzð Þ
y ¼ b0 þ b1xð Þ þ b2 þ b3xð Þz ð4:2Þ

By restating the interaction model Eqs. 4.1 or 4.2, respectively, it becomes

apparent that for each value of the moderator z (of the predictor x) a conditional

linear regression of the criterion on the predictor variable (moderator variable) can

be built. Thereby, it applies to the conditional ordinate intercept bz
0:

bz
0 :¼ b0 þ b2z ð4:1:1Þ

bz
0 :¼ b0 þ b1x ð4:2:1Þ

and to the conditional slope coefficient or the conditional effect, respectively,

bz
1 (bz

2)

bz
1 :¼ b1 þ b3z ð4:1:2Þ

bz
2 :¼ b2 þ b3x ð4:2:2Þ

If the moderator variable z (predictor variable x) has the value zero, the term b3z
is eliminated from the Eq. 4.1.2 or the term b3x from the Eq. 4.2.2, and then it is

true that:

bz
1 :¼ b1 bz

2 :¼ b2

The explanations above show that the first-order effect of b1 (b2) is interpreted as

conditional effect at a value of zero for the moderator variable (predictor variable).2

Whether the interpretation of the first-order effect of the predictor variable

(moderator variable) makes sense, depends on the importance of the moderator

variable (predictor variable) at the point of zero. If the measurement of the

moderator variable (predictor variable) took place, for example, by a Likert-scale

with scales descriptions, whose endpoints are not described by a verbal maximum or

minimum (zero value: ‘‘totally disagree’’ or ‘‘I never do that’’) and therefore are not

encoded using zero, the value of zero for this scale is also not defined. Hence, also

the regression coefficient of the predictor variable b1 (moderator variable b2) is not

convincing. To enable sensible interpretations of the first-order effects, a convincing

scales-zero point that can be created by the centring or standardisation of the

predictor and moderator variable is necessary (Cohen et al. 2003). Given centred

2 In the context of interpreting first-order effects often the misleading term ‘‘main effect’’ is used,

possibly following ANOVA wording,. Numerous authors refer to this vagueness of conception (Baltes-

Götz 2006; Einhorn and Bass 1971; Hunter and Schmidt 1978).
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predictor and moderator variables, the first-order effect of the predictor variable

(moderator variable) represents the influence of this variable on the criterion

variable at an average level (average value) of the moderator variable (predictor
variable). In other words, the regression coefficient b1 (b2) is interpreted as medium

conditional effect (Baltes-Götz 2006).

A further point for discussion concerning the interpretation of first-order effects

in interaction models refers to the point of time the interpretation should be made. In

some cases first-order effects are interpreted within the basic model, in other cases

within the interaction model (Jaccard et al. 1990; Frazier et al. 2004). Some authors

advocate interpreting first-order effects only in the case that the moderator effect is

statistically insignificant (Carte and Russell 2003). If there is, by contrast, a

significance of the moderator effect or a significant interaction, first-order effects

should be interpreted within the interaction model. Cohen et al. (2003) point out that

an interpretation of first-order effects within the basic model only makes sense if

there is a strong theoretical basis to do so. Nevertheless, it shall be explicitly

remarked that the interpretation of first-order effects in case an interaction/

moderation exists is not always reasonable, because within the effects only one part

of the available information is included (Baltes-Götz 2006; Hays 1983). Against this

background the contingent effects should always be documented, both graphically

and numerically (Baltes-Götz 2006).

3.2.4 Error specification in the model: non-distinctive causality and curvilinearity

Within moderated regression analysis, non-distinctive causal relationships between

the variables can lead to misinterpretations and false conclusions with respect to the

existence of moderator effects. According to the specification of the correlation

x ? y or y ? x significant moderator effects can occur or not. If a clear theoretical

basis for the direction of the correlation of two variables is missing, or if the causal

relationship between two variables is ambiguous under certain circumstances, the

use of two alternative models serves as a legitimate possibility for the identification

of moderator effects. In this case, within a first model variable y is treated as

criterion and x as predictor variable, within a second model the variable x as

criterion and y as predictor variable as well as z as moderator variable each time. It

is explicitly pointed out that this procedure is only advisable in situations described

above, as an explorative mode of practice (Landis and Dunlap 2000).

There is a further form of error specification if moderator effects are confused

with curvilinear main effects. Assuming that, for example, the following square

model is true:

y ¼ b0 þ b1xþ b2zþ b3x2 ð10Þ

and that the variable z correlates with x, selecting the wrong model

y ¼ b0 þ b1xþ b2zþ b3xz ð4Þ

can lead to a significant moderator effect b3 because the square predictor x2 is

imitated by the product term xz (Baltes-Götz 2006; MacCallum and Mar 1995).

Lubinski and Humphreys (1990) showed that this especially occurs at relatively
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high multicollinearity for this phenomenon. For this reason both the moderator

regression model and the square regression model should be considered. The most

appropriate model is the one showing the biggest change in R2 or the highest effect

size, respectively, whereby it should also be considered that the lacking reliability of

the predictor and moderator variables affects the validity of the effect size

(MacCallum and Mar 1995).

3.3 Multi-group analysis

Moderator effects can also be examined by a multi-group analysis. With this

approach the whole sample is divided into subgroups by means of the moderator

variable, whereby the number of groups corresponds to the number of character-

istics of the moderator variable. Typically, having a continuous moderator variable

the whole sample is divided into two subgroups on the basis of a median split.

Following, regression analyses are conducted separately for each partial sample

examining the relationship between the predictor and the criterion variable. The

difference of the regression slope of the estimated regression equations between the

partial samples expresses the influence of the moderator variable. Thereby, the proof

of moderator effects is based on the following consideration:

If a moderator z can influence the effect between the predictor variable x and the

criterion variable y, then, analyzing the effect separately in each particular

moderator group, there should be a disparity with respect to the strength of

influence, the direction of influence or the significance of this effect. This disparity

is expressed by the partial regression coefficients of the estimated regression

equations. Thus, the moderator effect can be identified by a comparison of the

partial regression coefficients (non-standard) of the particular regression equations

(Jaccard et al. 1990; Zedeck 1971).

Within the approach of multi-group analysis another method—which in principal

is similar to the procedure described above—is found in the literature. In contrast

instead of partial regression coefficients, correlation coefficients are checked

following otherwise the above procedure (Arnold 1982; Baron and Kenny 1986;

Hunter and Schmidt 1978; Stone-Romero and Anderson 1994).

According to the verification of the moderator type, it can be registered that

without further analysis it is not possible to detect whether a pure or a quasi

moderation is involved (Sharma et al. 1981). Insofar, the question arises whether the

multi-group analysis is an appropriate method in case of a quasi moderation,

because only the correlation between x and y is regarded within the analysis,

separately for the moderator based subgroups. The direct and therefore relevant

effect of z on y remains unconsidered.

3.4 Alternative methods in the literature and critical appraisal of the discussed

procedures

Both the moderated regression analysis and subgroup analysis are procedures that

offer the principal possibility to identify moderator effects. Both procedures

provide insights concerning strength and direction of a relationship between two
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variables, which may vary depending on a third variable, the moderator.

However, independent of the fact that these procedures are statistically correct

they have some—already discussed—deficits when providing an answer for the

particular research question. These issues have to be taken into consideration

when choosing an appropriate procedure in view of the particular research

background.

In the literature numerous alternative methods have been proposed in order to

increase the chance to identify moderator effects (Anderson et al. 1996; Arnold

1982, 1984; Darrow and Kahl 1982; Kahl and Darrow 1984). Darrow and Kahl

(1982), for example, proposed the technique of the so-called backward regression

within the moderated regression analysis, for which in a first step the product term,

and in a second step the predictor and moderator variable are taken in. The central

critique concerning this procedure is based on the argumentation that this

methodology breaks with the basic principle of multiple regression analysis, in

which first-order effects and subsequently (or simultaneously) the product/

interaction term are taken into account (Stone 1988; Stone and Hollenbeck 1984,

1989).

Within the subgroup analysis the use of the correlation coefficient, recommended

by Hunter and Schmidt (1978), instead of the regression coefficient has to be

regarded critically because the correlations are influenceable by the variance

heterogeneity of the subgroups (Baron and Kenny 1986). Furthermore, correlation

coefficient (r) and regression coefficient (b) are related with each other as follows:

b = r (sy/sx). Only if the relation of the standard deviation of y (sy) and x (sx) has the

value of one, are the regression and the correlation coefficients commensurate. In

this case, the differences of the correlation coefficients between the subgroups point

to a moderator effect. If the relation of the standard deviation does not have the

value of one, the regression and the correlation coefficients are not commensurate,

and the differences in the correlations between the subgroups are not a reliable

indication of a moderator effect (Aguinis 2004). Correlations between predictor and

criterion variable are also influenced by the subgroups specific measurement errors

of the depending variable, which have to be checked before. Against the background

of these deficits, the subgroup analysis should always be based on the regression

coefficient (Baron and Kenny 1986).

In the past years numerous authors have been dealing with the relative

profitability of the moderated regression analysis and the subgroup analysis (Cohen

et al. 2003; Stone 1988; Stone and Hollenbeck 1984, 1989; Stone-Romero and

Anderson 1994; Zedeck 1971). Compared to the subgroup analysis the moderated

regression analysis has a better performance in the case of an original continuous

moderator variable that has been subsequently transformed into a categorical scales

system (e.g. dichotomisation) in order to carry out a subgroup analysis (Stone-

Romero and Anderson 1994). The loss of statistical power results from the loss of

information connected to the dichotomising. This problem has already been pointed

out. In the case of a naturally given categorical moderator variable the use of the

moderated regression analysis instead of the subgroup analysis is recommended by
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many authors (Aguinis 2004; Chaplin 1991; Stone 1988). Finally also against the

background of an a priori often indistinct moderator relationship, the moderated

regression analysis seems to be more advantageous than the subgroup analysis

because, for example, direct effects of the moderator variable remain undetected by

the execution of a subgroup analysis.

The moderated regression analysis shows some deficits, too (Jaccard et al. 1990).

Especially with models of latent constructs the moderated regression analysis does

not provide the possibility to integrate the existing measurement errors into the

model. This can lead to misjudgements concerning the importance or existence of

moderator effects. Lacking reliability caused by measurement errors leads to a low

correlation of the criterion variable with the predictor variable, which leads to a

decreasing model fit (R2) and therefore also to a loss of statistical power (Aguinis

1995).

A possible solution is the use of structural equation models (Aguinis 1995; Baron

and Kenny 1986); related with the problem of bigger sample sizes etc. (see further

literature about moderator effects in structural equation models: (Huber et al. 2006;

Jaccard and Wan 1996; Schermelleh-Engel et al. 1998).

The last category of factors influencing the statistical power refers to the

characteristic of the predictor variables. Some authors argue that existing

multicollinearity leads to an attenuation of the statistical power (Morris et al.

1986; Smith and Sasaki 1979). The multicollinearity results, on the one hand, from

the correlation of the predictor variable x and the moderator variable z, and on the

other hand, from the particular correlation of the interaction term xz with the

variables x and z. Some part of this multicollinearity problem can be solved by

centring the predictor/moderator variable (Aguinis 2004; Baltes-Götz 2006).

Cronbach (1987) could prove that the correlations between predictor and moderator

variable have no negative influence on the statistical power. Concerning the

correlation between the predictor variable x and the criterion variable y it can be

noted that moderator effects are most likely detected if there is a strong relationship

between the predictor and the criterion variable, i.e. if there are strong first-order

effects (Nunnally 1967). In this context Jaccard and Wan (1995) propose to increase

the explanatory power of the model (R2) by the integration of additional significant

predictors and, thus, also the statistical power.

A further proposal has been advanced by Anderson et al. (1996) using the

technique of errors-in-variables-regression (EIVR) instead of the moderated

regression analysis. This method takes into account the error variances of the

regressors within the frame of the parameter estimation so that the influence of a

lacking reliability of the predictors and, thus, also of the product term is weakened.

The results of the simulation showed that the parameter estimation values of the

EIVR were especially better than the parameter estimation values of the moderated

regression analysis as long as the sample size was n C 250 and the reliability of the

predictors rii C 0.65 was high (Anderson et al. 1996). Taking into consideration that

in many social science studies both the sample size and the reliabilities turn out to

be rather low, the moderated regression analysis has to be favoured over the EIVR

(Aguinis 2004).
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The findings up to now suggest the following conclusions:

• Independent of the type of the actual moderation relationship within the

interaction model, the interaction term as well as the predictor and the moderator

variable have to be integrated.

• In case of a continuous predictor and moderator variable and in case of a

naturally given categorical moderator variable the moderated regression analysis

is preferred.

• A hierarchical regression is preferred.

• The interpretation of the first-order effects is made within the interaction model.

• Finally, it should be abstained from an artificial dichotomising of the moderator

variable.

4 Empirical consequences for the identification of moderator effects
using different regression models

In the following it shall be demonstrated with the help of an adapted data set

(empirical data record with typical distribution of variables) which consequences

and misinterpretations can occur (or can be found in empirical studies in the

literature) when ignoring the above-presented proposals. For illustration purposes,

we apply these case studies to the example in Sect. 1, where we already mentioned

the influence of the firms’ R&D-effort on financial performance, and the question

whether this relationship is influenced by the firms’ integration in an innovation

network. This example will demonstrate again the importance of selecting the

model of analysis on the basis of theoretical considerations. Otherwise, depending

on the researchers’ choice of model different implications will result due to different

analysis results. It is imperative to formulate a sound model concerning the

connections between the variables of our example, and formulate the corresponding

regression equations.

All OLS-regressions executed in the following case studies were examined for

violation of premises concerning the non-normal distribution of the residuals,

nonlinearity between independent and dependent variables, multicollinearity, auto-

correlation and heteroscedasticity. Thereby, no violations of the application

premises were found. It should be noted that, whether the analysis method is

modified does not concern the goodness of the results, but rather a change of the

results.

In Case I (Table 3) based on theoretical considerations a pure moderation is

insinuated. The predictor variable x (R&D-effort) features a continuous scales level,

the moderator variable (member of an innovation network) a categorical scales level

(yes or no). This constellation corresponds to the ideal case for the identification of a

moderator relationship. Firstly, a hierarchical regression analysis is executed

estimating Basic Model I and subsequently Interaction Model I. The moderated

regression with categorical moderator variable presupposes the homogeneity of the

residual variances. A violation of the assumption, which often remains disregarded

within the research practices, can influence the results of the moderated regression
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(Judd et al. 1995). The executed homogeneity test, F = 0.971, p \ 0.01, confirmed

no violation of this assumption. The regression results prove the presence of a pure

moderation.

In Basic Model I the predictor variable x (R&D-effort) shows, on the one hand, a

significant influence with p \ 0.01 while, on the other hand, no significant direct

influence of the moderator variable z (member of an innovation network) on the

dependent variable y (financial performance) can be attested. The integration of the

product term xz (the combined effect of the membership in an innovation network

and the R&D-effort) leads to an increase of R2 with 0.019, F (1.142) = 5.940,

p \ 0.05 within Interaction Model I. The effect size (f2) of the moderating effect is

0.042 and has to be characterized as too low according to the classification by

Cohen et al. (2003).

If now falsely the moderator variable z (member of an innovation network), which is

part of the interaction term xz but exerts no significant influence on the criterion

variable, is not considered for the assessment of the regression models, this leads to a

falsification of the interaction effect, as the results of Interaction Model II show. At first,

Basic Model II is estimated without the moderator variable z (member of an innovation

network), and the predictor x (R&D-effort) shows with p \ 0.01 a significant influence.

In view of the estimation of Interaction Model II it is evident that the integration of the

interaction term does not lead to a significant increase of R2. This means that within

Interaction Model II no significant moderator effect (i.e. the combined effect of the

membership in an innovation network and the R&D-effort) can be proved. The

consideration of the effect sizes (f2) shows that in Interaction Model II, where the

moderator variable z (member of an innovation network) remains disregarded, the

effect size is weakened and is only f2 = 0.011 compared to an effect size of f2 = 0.042

in Interaction Model I. Thus, the regression coefficient b3 belonging to the interaction

term cannot be interpreted either. Hence, it can be registered that the absence of the

moderator variable z in the regression estimation causes an undetected but actual

existing moderator effect, i.e. researchers would not detect the reinforcing effect of the

membership in an innovation network on the relationship between the R&D-effort and

the financial performance although this does exist in the empirical data.

In analogy to Case I, in Case II (Table 4) also a pure moderation is insinuated

based on theoretical considerations. Both the predictor (R&D-effort) and moderator

variables (member of an innovation network looking at the cooperation intensity)

show a continuous scales level. Firstly, a hierarchical regression analysis is executed

estimating Basic Model I and subsequently Interaction Model I. All regression

coefficients both in Basic Model I and in Interaction Model I are statistically

significant with p \ 0.01. But contrary to the original assumption, it turns out that

the moderator variable z (member of an innovation network) exerts a direct

influence on the criterion variable (financial performance). The integration of the

product term leads to an increase of R2 with 0.037, F (1.178) = 11.581, p \ 0.01,

so that the results attest the existence of a quasi moderation. The effect size (f2) of

the moderating effect is 0.065 and has to be characterized as low.

First of all it should be mentioned that executing a hierarchical regression with

consideration of all relevant regression parameters, i.e. of both the predictor variable

x (R&D-effort) and also the moderator variable z (member of an innovation
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network), leads to an unexpected quasi moderation. This situation might be typical

for social and behavioural science studies.

If at this point—in contrast to the procedure described above and supposing a

pure moderation—either the moderator variable z (Model II) or the predictor

variable x (Model III3) are falsely not integrated when assessing the regression

analysis, the interaction effect (i.e. the combined effect of the membership in an

innovation network and the R&D-effort) is falsified. The results of Basic Models II

and III attest each a significant direct influence of the variables x (R&D-effort) and

z (member of an innovation network), respectively, with p \ 0.01. The integration

of the product term leads to an increase of R2 with 0.019, F (1.179) = 5.590,

p \ 0.05 within Interaction Model II and within Interaction Model III to an increase

of R2 with 0.074, F (1.179) = 15.860, p \ 0.01. The results confirm a statistically

relevant interaction effect of the membership in an innovation network and the

R&D-effort in each of the two models (II and III) and, hence, a (positive) moderator

relationship. However, by ignoring a variable that builds the interaction term in each

case, the interaction effect is falsified. This is evident in view of the effect size of the

moderator effect (f2), which leads to an attenuation of the moderator effect

(f2 = 0.031) in case of omission of the moderator variable z (member of an

innovation network) in Model II, and to an intensification of the moderator effect

(f2 = 0.089) in case of the missing predictor variable x (R&D-effort) in Model III.

Thus, the regression coefficient b3 belonging to the interaction term (combined

effect of the membership in an innovation network and the R&D-effort) cannot be

interpreted either. Hence, it is obvious that ignoring a variable that forms a part of

the interaction term leads to a distortion of the actual size of the moderator effect.

The combined effect of the firm’s membership in an innovation network and the

R&D-effort on financial performance does not result in a valid parameter, with the

consequence that the research implications vary according to the chosen model.

In the literature the execution of a subgroup analysis is often done in case of a

naturally given categorical moderator variable (member of an innovation network:

yes or no). As mentioned above, a big disadvantage is that possible direct effects of

the moderator variable remain undetected. In light of this, in Case III (Table 5) a

quasi moderation with continuous predictor (R&D-effort) and naturally given

categorical moderator variable (member of an innovation network) is detected.

Firstly, a hierarchical regression analysis is executed estimating the Basic Model

and subsequently the Interaction Model. All regression coefficients both in the Basic

Model and in the Interaction Model are statistically significant with p \ 0.01 and

p \ 0.05, respectively, with regards to the interaction term. The integration of the

product term (combined effect of the membership in an innovation network and the

R&D-effort) leads to an increase of R2 with 0.030, F (1.180) = 9.675, p \ 0.05.

The results confirm the existence of a quasi moderation and, based on the negative

interaction term, the presence of a negative moderator effect, i.e. a negative effect of

the interaction between the membership in an innovation network and the R&D-

3 On the supposition that x and y act symmetrically for reasons of completeness, also Model III is

displayed; see also the annotations in footnote 2. Model III implies that z serves as predictor and x as

moderator variable.
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effort on financial performance. The effect size (f2) of the moderating effect is 0.053

and has to be characterized as low.

Subsequently for both characteristics of the moderator variable (subgroup 1: firm

is a member of an innovation network; and subgroup 2: firm is not a member of an

innovation network) a separate regression of x (R&D-effort) on y (financial

performance) is estimated and a check-up of the regression coefficients b1 is carried

out concerning a significant difference. Thus, we have to test whether -0.671 is a

statistically higher result than -1.262. The premise of homogeneity of the residual

variances of the two universes has to be complied for both the moderated regression

with categorical variable and the subgroup analysis. The executed homogeneity test,

F = 1.163 with p \ 0.01 confirmed no violation of this assumption. The parameter

comparison of the two regression coefficients revealed a significant difference with

p \ 0.01. This means that the correlation between the predictor (R&D-effort) and

the criterion variable (financial performance) turns out to be lower at a high

characteristic of the moderator variable (firm is a member of an innovation network)

than at a low characteristic of the moderator variable (firm is not a member of an

innovation network). Hence, there is a negative moderator effect. This result is

consistent with the result of the moderated regression analysis that attests a

significantly negative interaction effect, b3 = -0.590 with p \ 0.05. It can be noted

that a significant moderator effect can also be identified by the subgroup analysis,

but the direct effect of the moderator variable (the direct effect of the membership in

an innovation network on financial performance) remains undetected using this

approach. Insofar as having a naturally given categorical moderator variable, a

moderated regression analysis should be preferred to the subgroup analysis.

Case IV (Table 6) deals with the problem of unreal interaction effects based on a

median split of the moderator variable. On the basis of theoretical considerations a

quasi moderation is assumed, predictor (R&D-effort) and moderator variable

(member of an innovation network looking at the cooperation intensity) show a

metrical scales level. Firstly, a hierarchical regression analysis is executed

estimating Basic Model I and subsequently Interaction Model I. The regression

coefficients with respect to the predictor and the moderator variables are statistically

significant both in Basic Model I and in Interaction Model I with p \ 0.01.

However, the integration of the product term (combined effect of the membership in

an innovation network and the R&D-effort) only leads to an increase of R2 with

0.006, F (1.181) = 2.564, p [ 0.1. That means that in Interaction Model I no

significant moderator effect can be confirmed. The effect size (f2) is only 0.014.

Now, once again a hierarchical regression is executed after the moderator

variable was transformed into a categorical scales level by median splitting

(intensive cooperation within the innovation network versus low cooperation within

the innovation network). Both the predictor (R&D-effort) and the moderator

variable attest with p \ 0.01 a significant influence on the criterion variable

(financial performance) in Basic Model II. But the integration of the product term

(combined effect of the ‘‘degree’’ of cooperation in an innovation network and the

R&D-effort) in Interaction Model II leads to a significant increase of R2 with 0.012,

F (1.181) = 5.186, p \ 0.05. The results of the model assessment II attest the

existence of a moderator effect, whose effect size of f2 = 0.027 turns out to be
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higher than in model assessment I. Despite of the significant moderator effect in

Interaction Model II the result should be critically observed, because a median split

is always connected to a loss of information (the metric scale of the variable

‘‘cooperation intensity in an innovation network’’ is transferred to ‘‘high/low’’) and

thus, the significant moderator effect seems to be doubtful.

5 Summary

The moderated regression analysis represents the most popular procedure for the

identification of moderator effects. The advantage of this procedure is also

emphasised in relation to an a priori and often indistinct moderator relationship. The

purpose of this paper is to show in which way moderator effects can be

systematically identified by means of a multiple hierarchical regression.

Thereby, special attention was directed to possible misinterpretations and false

conclusions that result from different methodical procedures for the identification of

moderator effects that cannot be found yet in the literature. This was illustrated by

means of four empirical case studies, in which a typical question often rising in

business research and practice studies, in which a typical question often rising in

business research and practice (the influence of the firms’ R&D-effort on financial

performance and the question whether this relationship is positively or negatively

influenced by the firms’ integration in an innovation network) appears. The case

studies were interpreted based on a common data record, whereby the chosen

methods corresponded to current research practices in the literature. Looking at the

various results and implications when applying these methods to the case studies or

to the other examples mentioned at the beginning of the paper, it is obvious that

depending on the four methodological cases different implications for (further)

management research and practice are derived. This follows from the fact that either

certain moderating effects (in our example the combined effect of R&D-effort and

the membership in an innovation network) remain unconsidered (Case 1) or were

falsely categorised (Case 4). Beyond that, it is possible that the impact of certain

determining factors is over-/underestimated (Case 2/3). Specifically in our case, the

effect size or even the significance of an effect depends only on the way the model

has been formulated.

It is obvious that the different results from the analysis of an empirical data set

lead the management to false or inefficient activities, e.g. whether to integrate the

own R&D activities into an innovation network or not. Bearing in mind the

enormous resources which have to be allocated and the dangers of loosing strategic

competencies following a recommendation like this, it is highly relevant to analyse

this type of research question adequately. This is even more important as the models

per se are quite simple, and many researchers obviously think that they can easily do

the analysis. In the research example we were looking at only one predictor and one

moderator variable, so that the structure of the research question remained

somewhat comprehensible, but the execution of these moderated regression

analyses is empirically in line with Aguinis (2004) and resembles ‘‘…walking in

a minefield’’.
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Furthermore it became clear that besides the statistical-methodical problems, the

theoretical considerations of moderator relationships play a central role. Both the

selection of the moderator and the hypothesised effect relation of the moderator

should be the basis for theoretical considerations (Jaccard et al. 1990). The

procedure described in this paper as well as the case studies are supposed to give

assistance analyzing moderator relationships and evaluating already published

research results concerning moderator effects.
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