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Radiation damage to structural materials is a pivotal concern impacting the
safety and stability of nuclear energy systems. The microstructure alterations
induced by irradiation encompass defect generation, diffusion, and interaction
over extended durations. Cluster dynamics (CD), a mesoscopic simulation
method, has proved instrumental in studying the protracted evolution of
microstructures. By solving the master equations that describe a series of
cluster growth processes in CD models, we can facilitate the computation of
physical quantities, including defect cluster size, number density, and volume
fraction, thereby unveiling the mechanism governing cluster evolution.
Stimulated by recently renewed interest in mesoscale simulations, this review
examines critical factors in CD, such as cluster mobility, intra-cascade cluster
formation, temperature, and radiation conditions, shedding light on their
significant roles in shaping long-term cluster evolution. Furthermore, the
application of CD models in modeling different irradiation effects on nuclear
materials is expounded, encompassing irradiation-induced cluster nucleation
and growth, precipitation, and swelling. Finally, we provide a summary of the
limitations inherent in CD models and outline prospects for enhancing their
effectiveness in elucidating the evolution mechanism of microstructures under
irradiation conditions.

INTRODUCTION

Nuclear energy has emerged as a clean and
economically reliable source of baseload power over
the past five decades, serving as a pivotal solution to
both energy demand and environmental concerns.1,2

The operational environments within nuclear reac-
tor cores are exceptionally harsh, characterized by
extreme temperatures, pressures, and intense radi-
ation flux. Consequently, structural materials
deployed in these reactors must possess exceptional
resilience to endure substantial irradiation-induced
microstructural changes. The magnitude of irradi-
ation-induced damage is commonly quantified
through displacement per atom (dpa), reflecting

the average number of displaced atoms per atom in
a material resulting from irradiation. Throughout
the operational lifespan of nuclear reactors, mate-
rials can accumulate irradiation doses reaching
hundreds of dpa, leading to a huge number of
irradiation defects, which threaten the performance
of reactor components on an engineering scale. The
capacity of materials to withstand radiation-in-
duced damage ultimately hinges upon defect evolu-
tion in irradiated materials. Thus, gaining insight
into the mechanisms underlying microstructural
damage caused by irradiation holds profound impli-
cations for the design of irradiation-tolerant mate-
rials.3–6

Under irradiation, microstructure evolution is
controlled by multiple processes, including defect
accumulation, transportation, elimination and
mutual interaction, and interaction with the exist-
ing microstructures. Unfortunately, it is difficult to(Received April 11, 2024; accepted June 10, 2024)
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clarify the micro-mechanism of defect evolution
from experiments7,8 due to the complex relationship
between the evolution of defect population and
irradiation conditions. Therefore, developing rele-
vant theoretical simulation methodology is essential
and irreplaceable.9,10 Indeed, there is increasing
research interest in simulations to reveal the
atomic-scale processes involved in radiation damage
and to understand the evolution of defects through-
out the lifetime of materials in reactors.11–16

Because of the diverse time and length scales
involved in radiation damage processes, it is neces-
sary to employ approaches from multiple scales
concurrently or sequentially to comprehensively
describe the entire process. Electronic structure
calculations based on density functional theory and
atomistic molecular dynamics (MD) typically
describe atomic-scale defect properties. Their direct
comparison with experiments is challenging due to
limitations in experimental characterization resolu-
tion. The cluster dynamics (CD) method offers a
mesoscopic-scale description of physical phenom-
ena, providing relevant information concerning the
long-term dynamic evolution of defects in various
materials.17–19 The CD model characterizes the
system as clusters that grow and dissociate by
absorbing and emitting sub-clusters through
numerical integration of kinetic equations govern-
ing defect accumulation, transportation, and elim-
ination. The results, ranging from nano-sized defect
clustering to large second-phase particle coarsen-
ing, directly influence the mechanical properties of
materials and can be compared with experimental
observations from advanced microscopes, thereby
serving as a unique bridge connecting atomic-scale
and macroscopic defect properties.20–22

The applications and challenges of CD in model-
ing defect evolution have been discussed in several
review articles.23–26 For instance, Kohnert et al.23

highlighted the connection between CD modeling
and traditional mean field rate theories, with a
focus on challenges stemming from parameter
uncertainty in CD modeling. They also proposed
directions for using CD in developing combined
models with other techniques such as crystal plas-
ticity constitutive modeling. Chen et al.24 explored
differences in the CD model from algorithmic and
computer implementation perspectives, comparing
deterministic methods (such as the group method
and the Fokker–Planck method or their combina-
tions) with stochastic methods. They pointed out
that, since the CD model consists of a set of coupled
and stiff ordinary differential equations (ODEs),
and the number of ODEs increases exponentially
with defect size, efficiently solving a large number of
ODEs is a major challenge. Zheng et al.25 provided
an overview of CD models, algorithms, and recent

research progress. They specifically introduced the
application of CD models to two typical issues:
neutron irradiation effects and grain boundary
radiation resistance in nuclear materials. Ke
et al.26 summarized different microstructure mod-
eling tools for nuclear materials, including rate
theories, CD, phase-field models, and kinetic Monte
Carlo simulations. They compared the strengths
and limitations of these methods and discussed
currently available open-source tools, emphasizing
the severe lack of empirical thermodynamic and
kinetic data at the service condition temperatures
(300–600�C) and the unexplored role of excess point
defects in affecting phase stability. Most of these
reviews focused on methodological development,
with comparatively less emphasis on the character-
istics of materials and irradiation conditions. The
recent emergence of innovative structural materi-
als, such as high-entropy alloys (HEAs) featuring
multiple principal elements in roughly equal pro-
portions, has inspired renewed interest in CD
modeling for predicting defect evolution. In these
alloys, the formation and migration of defect clus-
ters are profoundly influenced by pronounced chem-
ical disorder, leading to delayed and heterogeneous
defect evolution. Consequently, there is a strong
demand for long-term CD modeling techniques to
elucidate how the composition and physical param-
eters of the material, as well as irradiation condi-
tions, affect defect evolution.

CD modeling has been extensively applied to
various types of materials commonly used in
nuclear engineering. These materials include aus-
tenitic stainless steel for pressurized water reactors,
low activation ferritic/martensitic steel as a candi-
date material for fusion reactors, Fe-based and Ni-
based alloys as nuclear structural materials, tung-
sten alloys as plasma-facing components of fusion
reactors, and nuclear fuel materials. In this context,
we reexamine the application of CD simulations for
long-term radiation damage simulation in these
materials. We begin by introducing the master
equation in CD simulations and discussing the
critical factors affecting the modeling results. Sub-
sequently, we review the application of the CD
model in simulating various irradiation effects on
the materials, including irradiation-induced dislo-
cation loop formation, void and bubble nucleation
and growth, irradiation-induced precipitations, and
swelling. Specifically, we consider the movement
modes of different types of clusters, as well as
spatially varied defect diffusion influenced by its
position and concentration, inhomogeneous defect
implantation, and free surfaces. Finally, we discuss
the challenges and future development of CD mod-
els as an effective approach to predicting long-term
defect evolution in materials. This includes the need
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for accurate empirical data, the handling of complex
defect interactions, and the integration of CD
models with other simulation techniques to enhance
predictive capabilities.

FUNDAMENTALS OF CLUSTER DYNAMICS

In CD models, the evolution of defect clusters is
depicted as a sequence of chemical reactions that
describe the changes in concentration. This
approach is useful for delineating the nucleation,
growth, and coarsening processes of defect clusters,
as illustrated in Fig. 1. Clusters undergo enlarge-
ment by absorbing defects and diminish in size by
emitting defects. In the context of the CD model,
defects encompass interstitials, vacancies, and their
corresponding clusters, while monomers refer to
single interstitials and vacancies.

Homogeneous Cluster Dynamics

For the homogeneous cluster dynamic, all mono-
mers are assumed to be equivalent, obviating the
need to distinguish between monomers situated at
nucleation positions. The time evolution of the
concentrations of these defects is described by a
set of ordinary differential equations involving the
number density of clusters (Cn) containing n
atoms.27–30

Mobile clusters refer to clusters that are mobile
and can be consumed by other defects. For mobile
clusters up to a size of nmax, the master equation of
CD that gives the time evolution of concentrations
of clusters with different sizes Cn is written
as:19,20,27,31–36

dCn;I

dt
¼ Gn;I þ

Xmin n�1;nmaxð Þ

m¼1

JIn�m!In �
Xnmax

m¼1

JIn!Inþm

�
X

m�1

JIm!Imþn

�
4p Rn;I þ Rn;V þ d

� �
Dm;ICm;I þDm;VCm;V

� �

X
�Dn;Ikn;ICn;I;

ð1Þ

dCn;V

dt
¼ Gn;V þ

Xmin n�1;nmaxð Þ

m¼1

JVn�m!Vn
�

Xnmax

m¼1

JVn!Vnþm

�
X

m�1

JVm!Vmþn

�
4p Rn;I þ Rn;V þ d

� �
Dm;ICm;I þDm;VCm;V

� �

X
�Dn;Vkn;VCn;V ;

ð2Þ

where the terms
dCn;I

dt in Eq. 1 represent the concen-
tration change rates of interstitial clusters with a
size of n. The first item (Gn;I) on the right side of
Eq. 1 denotes the generation rate of interstitial
clusters with a size of n, and the second item
describes the total cluster flux from the interstitial
cluster of size n�m to the cluster of size n. These
two items contribute to the production of interstitial
clusters with a size of n. The third and fourth items
represent the total flux to form the clusters of size
nþm from a cluster of size n. The fifth item

Fig. 1. Schematic of cluster transformation considered in the cluster dynamics model.
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represents the annihilation between interstitial and
vacancy clusters. The sixth item signifies the
absorption of a defect by the sink. Collectively, the
third to sixth items account for cluster consumption.
These master equations are applicable to intersti-
tial-type dislocation loop growth, He bubble growth,
and precipitation. Similarly, Eq. 2 follows a similar
structure but pertains to vacancy clusters.

In the above equations, JIn�m!In denotes the total
interstitial cluster flux from the cluster of size n�m
to the cluster ofn. Considering interactions with both
interstitials and vacancies,34 it can be expressed as:

JIn�m!In ¼ bn�m;m;ICn�m;I � an;m;ICn;I

� bn;m;VCn;I þ an�m;m;VCn�m;I;
ð3Þ

where the absorption coefficient bn�m;m;I for inter-
stitials represents the rate at which a cluster with
size of n�m absorbs a mobile cluster of size m to
form a cluster of size n. Similarly, the emission
coefficient an;m;I signifies the process wherein a
cluster with a size of n emits a mobile cluster of size
m, leading to degradation to a cluster of size n�m.
Analogously, bn;m;V and an�m;m;V denote the absorp-
tion and emission coefficients for vacancy clusters
with the size of m, respectively.

For clusters, it is generally regarded that small
dislocation loops formed by interstitials migrate
one-dimensionally along the close-packed row of
atoms in the lattice with migration energies less
than 0.1 eV.17 In contrast, vacancy-type defects
exhibit three-dimensional movement, referring to
random movement in three-dimensional space when
mobile.17 In one-dimensional motion, a lower migra-
tion energy barrier is usually found, resulting in
long-distance diffusion of defects. In contrast, three-
dimensional motion involves a higher migration
energy barrier, leading to localized diffusion. The
absorption and emissions coefficients, which govern
the reaction coefficient, are outlined in Table I.

R represents the cluster radius, D denotes the
cluster diffusion coefficient, and C signifies the
cluster concentration. The symbol rm;n corresponds
to the cross-section for interaction, and km denotes
the mean free path for one-dimensional diffusion. G
stands for Gibbs free energy, qdl represents the
dislocation density, rdc indicates the dislocation
capture radius. d denotes the grain size. l signifies

the thickness, and u represents the angle between
loop mobility trajectory and surface normal. Further
details on these parameters can be found in the
literature17,37,38

The formulation of the master equation can
exhibit significant variability depending on several
factors, including the number of defect types pre-
sent in the system, the types of defects allowed to
migrate, and the selected defect reactions of the
model. As the number of defect species increases,
the number of differential equations required to
simulate mixed-species clusters grows exponen-
tially. In addition, the complexity of the equations
escalates with an increase in the number of migrat-
ing defects. Therefore, the CD method is commonly
constrained to a small number of species and mobile
defects. Typically, the largest cluster usually is
limited to tens of nanometers (9500 interstitials
produce a dislocation loop of 10 nm). To enhance
computational efficiency, various approximations to
the ordinary differential equation sets have been
employed. These approximations may involve ran-
dom sampling methods,39 casting into the Fokker–
Planck formulation,36,40–43 or complex grouping
schemes.44,45 These strategies help to streamline
the computational process while preserving the
essential dynamics of the system.

Spatially Resolved Stochastic Cluster
Dynamics

The master equations derived for defect evolution
are assumed to be spatially homogeneous, which
approximates an infinite medium. However, in
heterogeneous systems, such as polycrystals and
nano-structured materials, defect evolution can only
be accurately captured through a spatially resolved
approach. For the spatially resolved stochastic
cluster dynamics (SRSCD), monomer diffusion is
affected by their position and concentration, allow-
ing the study of inhomogeneous defect implantation
and the effects of free surfaces. Addressing defect
evolution in heterogeneous systems involves con-
sidering defect diffusion under the concentration
gradients.46–48 The spatially resolved defect evolu-
tion can be expressed as:

dCn

dt
¼ r DnrCnð Þþf Cn;tð Þ; ð4Þ

Table I. Defect reaction coefficients in the homogeneous CD

Three-dimensional (3D) One-dimensional (1D)

Cluster absorption coefficient 4p Rn�m;IþRm;IþRdð ÞDm;ICm;I

X

2Dm;Irm;n

km

Cluster emissions coefficient bn�m;m;Iexp � DGn�mþDGm�DGn

kT

� �

Dislocation absorption coefficient qdl 8rdcqdl
3
2

Grain boundary absorption coefficient 6
d2

24
d2

Surface absorption coefficient 2
l2

8cos2u
l2
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where the first item represents defect diffusion, and
the second item encompasses all the terms dis-
cussed in the previous section.

The determination of the pertinent reaction rates,
including defect diffusion, defect creation, cluster-
ing, dissociation, annihilation, and trapping at
sinks, stands as a pivotal component in SRSCD.
These rates are detailed in Table II. Note that the
one-dimensional diffusion of circular dislocation
loops is explicitly taken into account in clustering
rates.

In the context of SRSCD, materials such as thin
films can be modeled by setting the defect concen-
tration outside the materials equal to zero along one
axis while applying periodic boundary conditions
along the other two axes.48 To solve the rate
equations presented in SRSCD, reactions are first
selected, and time is iterated in a stochastic man-
ner, instead of using a standard finite-difference
time iteration formulation as in the homogeneous
CD. The stochastic approach in SRSCD is particu-
larly advantageous when dealing with a high num-
ber of potential cluster configurations. In particular,
it often outperforms deterministic methods in
microstructure models that involves sink evolution
with chemical segregation or precipitation, espe-
cially where the cluster space may involve two or
more solute elements in addition to lattice defects.
Another benefit of the stochastic method is its
ability to sample a range of possible microstructural
outcomes from a set of physical processes, thereby
providing a statistical quantification of the potential
experimental observations. Due to the stochastic
nature of SRSCD, simulations using the same input
parameters may exhibit significant variations, and
most simulations are typically conducted multiple
times to obtain the averaged result.

DOMINATING FACTORS INFLUENCING CD

The evolution of defects is governed by a complex
interplay between kinetics and thermodynamics.
Thermodynamic equilibrium analyses play a crucial
role in predicting eventual outcomes, while kinetics,
encompassing aspects like diffusion under different
temperatures, are indispensable in understanding
the mechanisms driving cluster growth. In this
section, we delve into the primary factors influenc-
ing cluster evolution within the CD framework,
shedding light on the intricate interplay between
nucleation and growth mechanisms.

Cluster Mobility

In the CD model, if only single interstitials and
vacancies are mobile, a cluster size of n occurs
through the absorption of the monomer by the
cluster size of n� 1. In fact, clusters with the size of
n can form by absorbing a series of mobile clusters,
each no larger than nmax, given that clusters within
the size of nmax exhibit mobility. As depicted in
Eqs. 1 and 2, the total flux of Cn generated by this

reaction is written as: flux ¼
Pmin n�1;nmaxð Þ

m¼1 JIn�m!In ,
which includes the flux of clusters of size less than
or equal to nmax to form the Cn cluster. Here, the
mobility of clusters significantly enhances their
absorption coefficient, and such cluster mobility
promotes their growth. For instance, while defect
clusters in SiC have generally been assumed to be
immobile due to their high migration barriers,
recent experimental evidence suggests that clusters
in SiC can undergo radiation-induced diffusion due
to ballistic collision between incoming particles and
cluster atoms under some irradiation conditions.50

By considering this effect, Liu et al.33 demonstrated
that the mobility of clusters leads to an increase in

Table II. Reaction rate of various clustering and diffusion events used in the SRSCD

Reaction Rate (s21)

3D–3D clustering Zint x� þ x ni
1
3 þ nj

1
3

� �� �
DiDj

� �
NiNj

X
V

3D–1D clustering
Zint x� þ xni

1
3 þ x0nj

1
2

� �
DiNiNj

X
V þ Z4

int x�
1D þ x1Dni

1
3 þ x1D0nj

1
2

� �4
DjN

2
i Nj

X
V

� �2

3D–3D clustering
Z4
int x�

1D þ x1D0 ni
1
2 þ nj

1
2

� �� �4
DiNj þDjNi

� �
X
V

� �2

Dissociation
xn

4
3

iDie
�Eb nið Þ

kbT Ni

Trapping at sinks ZintqDiNi

Diffusion DXij Ni�Njð Þ
VLij

Zint denotes the interstitial absorption bias factor, x, x�, x�
1D, x0; and x1D0 represent the reaction rates between 3D and 1D migrating

circular and spherical defects, n denotes the size of the cluster, D represents the diffusion coefficient, N signifies the number of clusters, q
denotes the dislocation density, L stands for the distance between the centers of the elements, X represents the atomic volume, and V
indicates the finite volume of the elements in the SRSCD. Additional details regarding these parameters are available in the
literature.48,49
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cluster size, enabling quantitative matching with
large clusters in terms of dislocation loop diameter
observed in experiments. In addition, Xu et al.51

demonstrated that, compared with the case with
immobile clusters, as shown in Fig. 2a–d, mobile
clusters boost the cluster growth to a larger size and
reduce the number density of clusters under vary-
ing irradiation fluences. This phenomenon is attrib-
uted to cluster mobilities which accelerate the
cluster growth rate by capturing other mobile

clusters at a faster pace, resulting in a significant
reduction in their number density.

In investigations of copper precipitate evolution
in FeCu alloys, Jourdan et al.43 postulated that the
effective diffusion coefficient of a single Cu intersti-
tial is considerably greater than that of dimers,
trimers, or larger clusters. It was found that
ignoring the motion of clusters resulted in calcu-
lated cluster sizes that were smaller than those
observed experimentally. In contrast, the kinetics of

Fig. 2. Comparison of the size distribution after considering the mobility of clusters with (a) Emi = 0.4 eV and (b) Emi = 0.5 eV and their
corresponding areal density (c, d); here, Emi is the interstitial migration energy. Effect of nmax on the time evolution of the (e) mean radius and (f)
number density of Cu clusters in Fe-Cu alloys. (a–d) Reprinted with permission from Ref. 51; (e, f) reprinted with permission from Ref. 52.
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cluster growth are accelerated by several orders of
magnitude in the scenarios where the mobility of
small clusters is considered. However, it remains
uncertain to what extent mobile clusters can signif-
icantly influence the mean radius, number density,
and volume fraction of Cu precipitates in Fe-Cu
alloys. To address this uncertainty, Cui et al.52

conducted an investigation where they varied the
maximum size, nmax (ranging from 1 to 2500), of
mobile clusters to examine its impact on the kinetics
of Cu cluster precipitation in Fe-Cu alloy at 500�C,
as demonstrated in Fig. 2e and f. The CD model
reveals that introducing cluster mobility results in
the initiation of cluster formation at an earlier time,
compared to scenarios considering only the mobility
of monomers. Specifically, the mean radius of Cu

precipitates grows steeply and obeys R / t
1
2 when

only considering the mobility of monomers. In this
condition, the calculated volume fraction and num-
ber density of precipitation are smaller compared to
the experimental results. With the introduction of
cluster mobility, Cu precipitates followed a growth

law of R / t
1
3, consistent with experimental

observations.

Influence of Intra-Cascade Clusters

The generation term Gn;I in the CD master
equations. Eqs. 1 and 2. stems from intra-cascade
cluster production which is directly formed during
the damage collision stage.53,54 This phenomenon
was captured by transmission electron microscopy50

and found necessary for CD models of iron46,53,55

and molybdenum51 to reproduce experimental clus-
ter size distributions. Liu et al.33 introduced the
intra-cascade cluster production and scaled the
distribution function to make sure the total number
of interstitials in all the intra-cascade interstitial
clusters matched the total production of interstitials
in SiC. The resulting cluster size distribution from
the CD model demonstrated a good agreement with
experiments, as shown in Fig. 3a and b. In contrast,
if the intra-cascade clusters are not considered,
most of the clusters in CD simulations are larger
than 1 nm, which is far beyond experiments as even
the cascade efficiencies characterizing the effective-
ness of atom displacement with respect to the
Norgett–Robinson–Torrens standard vary from
0.001 to 1.0. This result demonstrates that the
nucleation of clusters is suppressed due to the lack
of intra-cascade clusters acting as nucleation sites.
Introducing intra-cascade cluster production can
bring down the peak cluster size because nucleation
sites introduced by the intra-cascade effectively
increase the nucleation rate of the cluster, resulting
in a shift in the size distribution of clusters to a
smaller size.

The intra-cascade cluster production can be cap-
tured by MD simulations. In recent studies, the
MD-obtained cluster distributions in the cascade
stage, which refers to the state immediately after

the termination of high-energy particle bombard-
ment, were fed into the CD model to examine the
growth and evolution of clusters over long
terms.56,57 To elucidate the impact of the nucleation
rate induced by intra-cascade clusters, different
generation terms of small-sized clusters were inves-
tigated in Ni and NiFe.57 The generation term of the
small-sized cluster is denoted as Gn ¼ A� n�B,
where the concentration of small-sized cluster rises
as B decreases, indicating a higher proportion of
small-sized cluster formation. As depicted in Fig. 3c
and d, the cluster distribution shifts leftward with
the increase of small-sized cluster formation. The
CD model brings to light that the smaller-sized
cluster formation in the collision stage helps to
increase the number density of clusters smaller
than 2 nm and the higher nucleation rate inhibits
the growth of clusters.

Materials Compositions

It has been observed that variations in material
compositions can lead to significant alterations in
the evolution of defects, thereby influencing the
overall behavior and properties of materials.
Indeed, the intrinsic properties of materials exert
a profound influence on the behavior of defects,
primarily through their composition and the envi-
ronment surrounding the defects. These intrinsic
properties dictate various phenomena, such as
defect migration, reorganization, and the absorption
and emission of clusters within the material. These
processes play pivotal roles in governing the nucle-
ation and growth rates within the CD model.20,58

The absorption coefficient,

an�m;m ¼ 4p Rn�mþRmþRdð ÞDmCm

X , highlights that lower
migration energies facilitate cluster diffusion,
enhancing cluster growth. For example, Xiong
et al.56 revealed that, even though the cluster size
distribution is similar in VTaTi and VTaW in the
primary damage state, the different cluster migra-
tion energies have a remarkable impact on the kinetic
growth process. Compared to VTaW, the higher
migration energy in VTaTi leads to a smaller growth
rate, resulting in a smaller characteristic size of
clusters in VTaTi under different radiation doses.
Coefficients describing the absorption rate in the
system containing precipitation components are

given by xðþÞ
n;nþ1 ¼ 4pcbra

Pk
i¼1ð

t2
ia

xibDi
Þ
�1

n1=3, where cb
represents the total volume concentration of particles
of different components in the phase, and ra is the
atomic radius of each precipitating phase. Parameter
xib accounts for the mole fraction of the different
components, and tia denotes the change in the
composition of component i as the cluster grows from
size of n to nþ 1. Mamivand et al.19 found that
increasing Cu content accelerated the formation of
Cu-MnNiSi precipitation. As demonstrated in Fig. 4a
and b, the presence of 0.05 at.% Cu is shown to
expedite precipitation and shift the upswing in Cu-
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MnNiSi formation to lower fluence. Notably, the
diffusion coefficient of Cu is significantly higher than
that of MnNiSi, facilitating the rapid formation of Cu-
MnNiSi precipitation. Therefore, the higher content
(xib) of Cu enhance the absorption of cluster and
promotes the growth of Cu-MnNiSi precipitation.

The Gibbs free formation energy serves as a
critical determinant of cluster stability. This param-
eter essentially dictates the likelihood of nucleation
events occurring within the material. For instance,
Briggs et al.59 hypothesized that the larger radia-
tion-induced cluster observed in Ni-5Cr compared to
Ni-18Cr alloys was attributed to the lower Gibbs
free energy of clusters. Indeed, ab initio calculations
indicate strong binding between Cr and interstitials
in Ni-Cr alloys; a 10 wt.% increase in Cr concentra-
tion would increase the binding energy by approx-
imately 0.1 eV. Correspondingly, in the CD model,
different binding energies (Eb2i), 0.73 eV for Ni-5Cr
and 0.9 eV for Ni-18Cr, were used as input param-
eters for Ni-5Cr and Ni-18Cr. The simulated results
align with experimental findings regarding both the

size distribution and number density as shown in
Fig. 4c and d. Therefore, the increased concentra-
tion of Cr is expected to enhance cluster nucleation,
thus leading to a decrease in the average cluster
size. However, it should be noted that, in the case of
the Ni-18Cr alloy, the CD model functions more as a
qualitative tool than a quantitative one. This lim-
itation may arise from the fact that the model only
considers the Eb2i parameter for the two alloys,
eliminating the impact of changes in Cr concentra-
tion on defect migration.

Temperature

Temperature serves as a pivotal parameter dic-
tating the evolution of defect clusters within mate-
rials. According to the Arrhenius relationship, the
cluster diffusivity is closely related to temperature,
and the variation in temperature affects the absorp-
tion and emission coefficients in CD models.
Research conducted by Brimbal et al.60 exemplified
the impact of temperature on the microstructural

Fig. 3. (a) Cluster size distribution from the CD model with different cascade efficiencies g in SiC. (b) Comparison of the cluster size distribution
between the experiment and the CD model. (c, d) Cluster size distribution at the different intra-cascade ratios in Ni and NiFe, respectively. Intra-
cascade-induced generation term of small-sized cluster distribution is denoted as Gn ¼ A� n�B . (a, b) Reprinted with permission from Ref. 33;
(c, d) reprinted from Ref. 57 under Creative Commons License CC-BY.
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evolution of austenitic steels subjected to helium
irradiation through CD. Simulation results have
shown that the size of the cavity increases with
rising temperature, attributed to enhanced reaction
rates facilitated by temperature elevation. Further-
more, the evolution of Mn-Ni-Si precipitates in
steels is shown to be sensitive to the irradiation

temperature,27 as illustrated in Fig. 5. In alloys
with a composition of 1.45 at.%Mn-1.65%Ni-
0.45%Si steels, an increase in temperature leads to
a decrease in both the number density of clusters
and their mole fraction, while the mean radius
exhibits an upward trend with increasing temper-
ature. Indeed, observations of increased cluster

Fig. 4. (a) Number density and (b) mean radius of Cu-MnNiSi precipitation in reactor pressure vessel steel for a medium solute alloy under
different fluence with various Cu content (at.%) at 290�C. (c) Loop size and (d) number density evolution for Ni-5Cr and Ni-18Cr at 400�C under
proton irradiation. (a, b) Reprinted with permission from Ref. 19; (c, d) reprinted with permission from Ref. 59.

Fig. 5. The effect of temperature on the evolution of Mn-Ni-Si precipitates for (a) number density, (b) mean radius, and (c) mole fraction in
Fe�1.45 at.%Mn-1.65%Ni-0.45%Si. Reprinted with permission from Ref. 27.
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reaction rates with rising temperatures have been
consistent across various simulations and experi-
mental investigations.37,61,62 However, it is worth
noting that such a trend related to temperature can
vary significantly across different materials due to
the sensitivity of defect evolution in various mate-
rials to temperature variations.

To quantify the effect of temperature on cluster
evolution, Xiong et al.57 explored the size distribu-
tion of clusters across a temperature range from
200 K to 500 K. The CD results revealed a consis-
tent trend: the averaged size of clusters in both Ni
and NiFe alloys increases progressively with rising
temperatures. However, a notable distinction
emerges regarding the sensitivity of cluster size
distribution to temperature changes, particularly in
NiFe. Figure 6 shows the absorption coefficients of
clusters of different sizes in Ni and NiFe at 300 K
and 400 K, respectively. Notably, the absorption
coefficients of Ni clusters exhibit minimal variation
across different temperatures. In contrast, the
absorption coefficients of NiFe clusters display a
substantial variance, with differences as high as
0.65. The response of cluster absorption capacity to
different temperatures is not consistent across
different materials, indicating the complexity of
temperature effects in cluster evolution. These
findings highlight the critical role of material-
specific characteristics, such as migration energy
barriers, in determining cluster absorption coeffi-
cients at various temperatures. In the case of Ni,
characterized by a low migration energy of 0.16 eV,
irradiation-induced defects exhibit considerable

mobility. Consequently, the modest increase in
temperature from 300 K to 400 K restricts the
absorption coefficient enhancement for clusters.
Conversely, for NiFe, with a higher migration
energy of 0.56 eV, defect mobility is limited. As a
result, the rise in temperature significantly ampli-
fies the absorption coefficient of clusters.

Irradiation Conditions

Experiments consistently reveal that, under
given irradiation conditions, the average size of
clusters tends to increase with escalating irradia-
tion dose.63–65 This phenomenon is primarily
ascribed to the heightened concentration of mono-
mers and prolonged irradiation duration, which
collectively drive the growth of clusters toward
larger sizes. Pellegrino et al.34 conducted an inves-
tigation into the response of ZrC to heavy ion
irradiation at room temperature. Employing CD
methods, they simulated the evolution of interstitial
clusters at various fluences, from 1011 cm-2 to
1017 cm�2. The results elucidate a noteworthy shift
in the distribution of cluster sizes towards larger
values with increasing ion fluence, as demonstrated
in Fig. 7a.

While the ability to reach high doses within hours
rather than over extended periods such as months
or years would be advantageous, it is essential to
recognize that differences in dose rates, related to
the generation term (Gn), can profoundly influence
the rate of implanted damage. Consequently, even
under equivalent irradiation doses, significant

Fig. 6. The effect of temperature on the absorption coefficient. (a, b) The absorption coefficient of clusters in Ni at 300 and 400 K, respectively.
(c) The difference between (a) and (b). (d, e) The absorption coefficient of clusters in NiFe at 300 and 400 K, respectively. (f) The difference
between (d) and (e). Reprinted with permission from Ref. 57 under Creative Commons License CC-BY.
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disparities can be found in cluster number density
and size distribution,66–68 arising from different
energies of incident particles under various irradi-
ation conditions. Gokhman et al.69 utilized the CD
model to simulate the formation of vacancy and self-
interstitial clusters in pure Fe under varying doses
of neutron irradiation. The results revealed a
dramatic increase in the number density of inter-
stitial-type clusters at low levels of neutron expo-
sure. The density saturated when the neutron
exposure exceeded approximately 0.025 dpa. The
obtained averaged cluster diameter in the CD model
and experiments is about 9 nm at 0.19 dpa. In
contrast, heavy ions can deliver high levels of
radiation damage faster than neutrons with a high
dose rate. Gao et al.17 used the CD model to explore
the cluster size distribution in pure iron irradiated
by Fe+ ions, and both the experiment and CD results
showed that the averaged cluster diameter is about
5 nm, which is smaller than the averaged cluster
diameter of 9 nm in Fe exposed by neutron irradi-
ation.69 Further exploration by Soisson et al.70

delved into the effects of different dose rates (elec-
tron, ion, and neutron irradiation) on the precipita-
tion process in FeCr alloys using the CD model.
Although the parameters controlling cluster behav-
iors, such as formation, migration, and binding
energies, are similar, the fractions of n-sized clus-
ters created by primary cascades vary under differ-
ent radiation conditions. For instance, electron
irradiation yields no clusters, while neutron irradi-

ation produces n-sized interstitial clusters (f in) and
m-sized vacancy clusters (f vm), leading to the
increased number density of small-size clusters
(with a radius smaller than 0.5 nm). Compared
with the cluster size distribution obtained by elec-
tron and neutron irradiations as demonstrated in
Fig. 7b, the CD model reveals that a higher dose

rate increases the number density but decreases the
largest cluster size. This microstructural distinction
underscores the significance of dose rate in model-
ing cluster evolution with CD, elucidating the
constraints associated with substituting heavy ions
and protons for expensive neutron irradiation when
investigating the radiation tolerance of materials.

APPLICATION

The CD model seamlessly integrates the micro-
scopic collision processes and defect growth dynam-
ics with macroscopic microstructural changes.
Within the realm of irradiation effects, the CD
model has demonstrated remarkable efficacy in
elucidating various phenomena, including the evo-
lution of irradiation-induced defect clusters, precip-
itation, and void swelling. In the following section,
we will introduce how the CD model is applied in
the above scenarios.

Irradiation-Induced Defect Nucleation
and Growth

The most straightforward application of CD is to
describe the evolution and distribution of irradia-
tion-induced defect clusters, since the solutions of
CD equations explicitly provide the concentrations
of clusters in different sizes under given conditions.
The obtained cluster size distribution and number
density form the cornerstone for analyzing
microstructural changes and other related proper-
ties. Extensive investigations utilizing the CD
model have been conducted across diverse materi-
als, encompassing metals and alloys such as W,71

Mo,51 Fe and Fe alloys,17,39,57,72,73 Zr and Zr
alloys,18,61,74–76 and ceramics.33,34,77,78

To investigate the dislocation loop evolution
under the synergistic irradiation of He and neutron
at 873 K in W, Li et al.71 established a CD model to

Fig. 7. (a) Cluster size distribution at different fluences. (b) Interstitial cluster size distribution obtained by the CD modeling at different dose rates.
(a) Reprinted with permission from Ref. 34; (b) reprinted with permission from Ref. 70.
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explore the evolution of different types of defects,
including self-interstitials, vacancies, helium atoms,
and their clusters, over time. Figure 8a illustrates
the evolution of interstitial cluster size distribution,
revealing a sharp peak with the number density of
approximately 1018 m-3 at the irradiation time of

0.01 s, followed by a shift towards larger cluster
sizes over extended periods, aligning with experi-
mental observations. In addition, the CD model
incorporated a diffusion term, Dhr2Ch, to show the
depth distribution of helium concentration as
depicted in Fig. 8b. The quantitative analysis of

Fig. 8. (a) Evolution of interstitial cluster size distribution with time in tungsten. (b) Helium concentration distribution with depth under the
synergistic irradiation of helium atom and neutron in tungsten. Reaction rate determined from CD simulations as a function of temperature for (c)
c-ZrO2 and (d) MgO. Elastic-strain depth profiles in ZrC obtained from (e) the experiment and (f) the CD model. (a, b) Reprinted with permission
from Ref. 71; (c, d) reprinted with permission from Ref. 78; (e, f) reprinted with permission from Ref. 79.
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concentrations and depth provides insights into the
dynamic behavior of defects in plasma-facing mate-
rials. Similarly, Xu et al.51 investigated defect
evolution in nanometer-thick Mo foils subjected to
1 MeV krypton ion irradiation at 80�C, incorporat-
ing intra-cascade cluster production and spatial
diffusion in their CD model. By setting the concen-
tration of defects on the foil surface to zero in the
diffusion term of Dhr2Ch, the CD model elucidated
the influence of foil thickness on defect evolution.
Their findings revealed that interstitials in the foil
center exhibited greater growth compared to those
near the surface, forming larger loops. The averaged
defect density in foils tended to become independent
of thickness as the foil thickness increased from
12 nm to 84 nm, which was attributed to the fact
that the surface, serving as a sink, was sensitive
enough to affect the mobile cluster concentration
over a depth of several nanometers.

In materials with hexagonal close-packed (HCP)
structures, the formation of interstitial and
vacancy-type loops, referred to as prismatic loops
and basal loops, induces anisotropic dimensional
changes characterized by the expansion along the a-
axis.18,74,76 Li et al.61 developed a CD model by
considering point defect clusters and interstitial and
vacancy loop clusters, as well as the two different
reaction rates on basal planes and prismatic planes,
to reproduce the observed irradiation growth along
a-axis. The reaction rate equations for interstitial

and vacancy loops are:
dNa

il

dt ¼ bi3iCiC3i and
dNc

vl

dt ¼ GNRTet
pr2

4
bcj j ð1 �Nc

vl=N
c
maxÞ, where b represents the

absorption coefficient, GNRT denotes the standard
dose rate in dpa/s, et signifies the fraction of
vacancies produced in vacancy clusters within one
free cascade, and r signifies the radius of the loop.
The last term ð1 �Nc

vl=N
c
maxÞ accounts for the

overlap effect of the vacancy loops, with further
detailed information available in the literature.61

The obtained evolution of radiation-induced loop
density and size faithfully replicates the observed
irradiation growth stages, encompassing the growth
rate along both the a- and c-axes. The CD modeling
confirms the anisotropic growth of defects in the
HCP structure by adjusting different dislocation
loop reaction rates.

Cubic (yttria-stabilized) zirconia (c-ZrO2) and
magnesia (MgO) are two materials of significant
interest owing to their potential applications in
nuclear energy, including both fission and fusion.
Despite both materials retaining their crystalline
character without undergoing any phase changes,
they exhibit contrasting patterns of defect accumu-
lation under irradiation temperature. Specifically,
while defect accumulation is accelerated in c-ZrO2,
it is retarded in MgO. Debelle et al.78 utilized the
CD model to illustrate the opposite cluster accumu-
lation phenomenon, attributing to the difference in
the mobility for both interstitials and vacancies in

MgO and c-ZrO2. The reaction rate calculated by
CD, depicted in Fig. 8c and d, illustrates this
distinction. In c-ZrO2, where interstitials and
vacancies exhibit similar mobility, defect growth
(clustering) is favored over defect recombination,
accelerating defect accumulation, while, in MgO,
the relatively immobile vacancies compared to
interstitials lead to dominant recombination rather
than growth, resulting in a decrease in the growth
rate with the temperature and retarded defect
accumulation. The CD model highlights the differ-
ent reaction rates stemming from variations in
interstitial and vacancy migration energies in the
continuous damage accumulation process.

Defect accumulation in irradiated materials can
result in lattice elastic strain, which can be ana-
lyzed to glean essential information regarding
defect concentration through X-ray diffraction.
Debelle et al.79 integrated X-ray diffraction mea-
surements with CD simulation to investigate the
strain build-up and relaxation processes induced by
defects in ZrC single crystals irradiated with 1.2
Mev Au at various fluences. Within the framework
of linear elasticity, the total strain is expressed as

e ¼ NvV
rel
v þNIX, where Nv and Ni denote vacancy

and interstitial density, respectively, Vrel
v is the

relaxation volume of a vacancy, and X is the atomic
volume. As demonstrated in Fig. 8e and f, the
maximum strain keeps on shifting to the greater
depth with increasing dpa level. The elastic strain
result obtained from the CD model quantified the
experimentally observed relationship between
strain and defect evolution as a function of irradi-
ation depth.

In summary, the CD model serves as a crucial tool
in understanding the process of defect evolution. It
plays a pivotal role in elucidating the evolution of
irradiation defects across materials at different
temperatures owing to variations in defect migra-
tion energies. By adjusting the material composi-
tion, the CD model offers a means to probe the
feasible way to suppress the growth of defect
clusters induced by irradiation. Consequently, a
thorough comprehension of the defect evolution
mechanism unveiled through CD facilitates the
design of radiation-resistant materials.

Irradiation-Induced Precipitate

The irradiation-induced precipitation phe-
nomenon involves the formation of secondary
phases resulting from the clustering of specific
elements facilitated by defect flux. Given the close
correlation between precipitation and cluster evolu-
tion, CD modeling proves instrumental in describ-
ing precipitation kinetics.18,80,81 In a study by Bai
et al.66 focusing on Cu precipitation in reactor
pressure vessel steels with low Cu concentrations
typically below 0.1 at.%, a CD model based on the
homogeneous nucleation mechanism was employed
to investigate the Cu precipitation process under
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electron and neutron irradiation. Within the CD
framework, when only Cu monomers are considered
mobile and Cu clusters interact solely with single
Cu atoms, the temporal evolution of the total
number density of Cu clusters and the mean radius
is shown in Fig. 9a and b. The initial phase,
characterized by an increase in the total cluster
number density and a relatively constant mean
cluster radius over about 30 s, indicates that cluster
nucleation predominates during this period. Subse-
quently, a decrease in cluster density and an
increase in mean cluster radius suggest that Cu
cluster growth dominates the evolution in this
regime.

Ferritic and ferritic/martensitic steels are consid-
ered for next-generation IV or fusion nuclear reac-
tors. Under low-temperature conditions, the iron-
rich phase (a) and the chromium-rich phase (a’)
undergo co-phase separation, leading to mechanical
property degradation. Irradiation can drastically
accelerate this phase transition by generating
excess point defects. Simultaneously, irradiation
causes ballistic mixing between alloy components

within the displacement cascade, hindering precip-
itation formation or reducing precipitation size.30

This phenomenon may elucidate the absence of a’
precipitation during ion irradiation at very high
dose rates.82 To obtain the impact of a high dose rate
on a’ precipitation, Soisson et al.70 utilized the CD
method to simulate the kinetic process of a’ precip-
itation in the Fe�15%Cr alloy under diverse irra-
diation conditions and obtained the precipitation
mean radius and density. The model incorporated
key mechanisms influencing precipitation kinetics,
including vacancies and interstitials formation and
their elimination on defect sinks. In neutron irra-
diation, interstitial and vacancy clusters introduced
by intra-cascades were considered, revealing pre-
cipitates with a radius of approximately 1.2 nm,
consistent with existing experiments. For electron
irradiation, the generated term Gn encompassed
only mono-interstitials and vacancies. Electron
irradiation, characterized by a higher dose rate,
resulted in elevated point defect concentrations and
displayed a classical nucleation growth stage for a’
precipitation. The obtained average radius of a’

Fig. 9. (a) Number density and (b) mean radius of Cu precipitation as a function of time. (c) Mean precipitation radius and (d) precipitation size
distribution compared with experimental results in the Al-Sc alloy. (a, b) Reprinted with permission from Ref. 66; (c, d) reprinted with permission
from Ref. 83.
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precipitation closely matched the experimental
observations, with no discernible reduction concern-
ing precipitation size and number density. Hence,
the CD model revealed that ballistic mixing has a
minimal impact on the chromium-rich phase pre-
cipitates in Fe�15%Cr alloy.

Incorporating transition elements such as Zr or Sc
into Al alloys promotes the formation of small
precipitation, reducing the alloy sensitivity to
recrystallization. Clouet et al.83 studied the precip-
itation of Sc in an Al-Sc alloy under various
temperature conditions. The CD model accurately
reproduced the variation of the mean precipitate
radius with time and the precipitation size distri-
bution, as depicted in Fig. 9c and d in the Al-Sc
alloy. It revealed the effect of temperature on
accelerating cluster growth observed in experiments
due to higher absorption rates at elevated temper-
atures. Guyot et al.84 suggested that nucleation and
cluster growth in the CD model are governed by
defect diffusivities. By adjusting the content of Zr
and Sc to modify the diffusion coefficient in the CD
model, simulation results revealed that, in the
Al3(Zr, Sc) alloy, the fast-diffusing species (Sc)
aided in nucleation, while the slow-diffusing solute
(Zr) slowed their growth rate.

The simulations demonstrate that, by choosing
suitable parameters like the diffusion coefficient of
precipitation and the precipitation free energy
associated with interface energy, the CD model
can effectively simulate nucleation and growth of
precipitation. In addition, the precipitate size is
intricately linked to the type of irradiation source,
irradiation temperature, and material composition.

Irradiation-Induced Swelling

Irradiation-induced swelling, attributed to the
growth of vacancy clusters and bubbles, has been
extensively studied using CD models across various
materials, including metallic alloys85 and ceramic
fuels.86,87 To investigate the effect of defect reaction
rate on gas bubble swelling in irradiated polycrys-

talline UMo fuel, Hu et al.88 employed CD models to
simulate defect accumulation and gas bubble
growth. The CD model considered only single
interstitials, vacancies, and gas atoms as mobile,
accounting for defect generation, diffusion, reaction
between defects, and absorption by sinks. Simula-
tion results revealed that swelling induced by
bubble size increases with defect generation and
absorption rates but decreased with an increase in
the defect sink rate at grain boundaries. Dunn
et al.89 examined the impact of grain size on
vacancy cluster growth using the CD model in a-
Fe. The model accounted for the diffusion and
reaction of single vacancies, interstitials, and cor-
responding clusters. Grain boundaries were treated
as perfect sinks for mobile defects. Additionally, the
model incorporated the one-dimensional movement
of dislocation loops larger than 4 interstitials.

Figure 10a and b illustrates the population of
vacancy clusters inside the grains, indicating that
increasing the number of grains decreases vacancy
cluster concentration and average size, consistent
with experimental trends. Du et al.90 utilized the
CD model to explore the effect of grain size on
swelling in nanocrystalline stainless steel contain-
ing 1 at.% lanthanum. The model accounted for the
clustering of interstitials and vacancies, with grain
boundaries and dislocations considered as sink sites
of defects. Figure 10c depicts the distribution of
vacancy concentrations at steady state, while
Fig. 10d demonstrates the average vacancy and
interstitial concentrations with different average
grain sizes. The CD model reveals that the concen-
tration of interstitials is much smaller than that of
vacancies due to their higher mobility, making them
easier to be captured by grain boundaries. In
addition, as the average grain size diminishes, the
concentrations of both interstitials and vacancies
decrease. The CD model emphasizes the inhibition
of cluster growth in nanocrystalline materials,
resulting in negligible void swelling.

CHALLENGES AND OPPORTUNITIES OF CD
IN IRRADIATION DAMAGE

The evolution of defects during irradiation is
governed by various factors, including the defect
generation rate, the mobility and diffusivity of
clusters, and the binding properties of clusters.
The defect production rate, influenced by the forms
of produced defects (Frenkel pair or intra-cascade
clusters) and flux, dictates the distribution of initial
defects for the subsequent evolution of defects.
Cluster mobility, determined by parameters such
as prefactor (D0) and migration energy (Em),
impacts the absorption and emission dynamics.
The binding/free energy reflects the thermal stabil-
ity of the clusters and dictates their emission rate.
While CD simulations are commonly employed for
studying the evolution of irradiation-induced
defects, it is crucial to consider several limitations
when applying CD models.

(1) The effect of uncertainty in model parameters
on cluster evolution. Even in the simplest CD
model, defect evolution entails more than a
dozen parameters. Uncertainties in these
parameters can profoundly affect the results
obtained from simulations. For instance, each
cluster necessitates several parameters to
comprehensively describe the reaction rates,
which are influenced by factors such as cluster
morphology, composition, mobility, and inter-
action radius. Consequently, there is a press-
ing requirement to establish a precise
database of fundamental properties of clusters
with varying sizes in the materials under
consideration. However, such a database is
relatively difficult due to the spatial scales
involved. Ab initio calculations are impractical
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as large defect clusters need to be considered.
MD approaches may be pursued but are
subject to the availability and accuracy of
interatomic potentials.

(2) The effect of heterogeneity in materials.
Parameters governing cluster behavior can
exhibit strong space correlation and inhomo-
geneity within a given material, particularly
in HEAs. Specifying the spatial variations of
these parameters is exceedingly complex and
can greatly augment the intricacy of the CD
model. Moreover, acquiring such detailed
information can be challenging. During irra-
diation, elemental segregation around disloca-
tion loops may promote heterogeneous
elemental distribution, thereby altering the
rate constants of clusters. Additionally, neu-
tron irradiation can induce the transmutation
of elements in materials (e.g., Re and Os in W),
leading to changes in fundamental cluster
properties and consequently impacting cluster
evolution. Indeed, effectively considering spa-
tial correlation or making reasonable approx-
imations is an area worthy of further

exploration. One approach could incorporate
statistical methods or machine learning tech-
niques to capture spatial correlations in mate-
rial properties and defect evolution. Note that
machine learning models have been actively
developed currently to model the spatial char-
acteristics and correlations of defects in HEAs,
although they are still restricted to point
defects.91–94

CONCLUSION

This review has mainly focused on the establish-
ment of the master equation in the CD simulation
and discusses the influence of cluster mobility,
intra-cascade cluster formation, materials composi-
tion, temperature, and irradiation conditions on
cluster size distributions. We then introduced the
applications of CD models in modeling irradiation-
induced effects in nuclear materials, including
radiation-induced defect nucleation and growth,
precipitations, and swelling. In general, CD models
provide a critical theoretical approach for studying
the radiation damage mechanism of reactor

Fig. 10. (a) Visualization of grain structure and vacancy cluster (spheres) distribution in simulated polycrystals. (b) Vacancy cluster concentration
and their averaged size as a function of dose. (c) Distributions of vacancy concentrations in the nanocrystalline stainless steel. (d) The effect of
grain size on the evolution of averaged interstitial and vacancy concentrations. (a, b) Reprinted with permission from Ref. 89; (c, d) reprinted with
permission from Ref. 90 under Creative Commons License CC-BY.
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materials, and the relevant simulation results can
guide the development and design of irradiation-
resistant nuclear materials. In the future develop-
ment of CD simulations, more sophisticated physics
processes such as heterogeneity and transmutation
should be more rigorously incorporated. Establish-
ing an accurate database of basic properties of
clusters with different sizes rather than empirical
fit is vital to the analysis of the defect nucleation
and growth. Finally, to obtain accurate solutions of
cluster size distribution at high doses, the applica-
tion of artificial intelligence in solving a large
number of partial differential equations is also
expected, whereas traditional accurate solutions
often consume a lot of time and computing
resources. Overall, interdisciplinary research
efforts combining materials science, statistics, and
computational modeling are essential for advancing
our understanding of material and defect behavior.
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