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Insights into dispersed phases, such as bubbles and droplets, and multiscale
interfaces in a gas-stirred ladle are of great significance to multiphase systems
of metallurgical reactors, but are still challenging and not fully understood. A
direct numerical simulation of dispersing phases was developed, coupling a
sub-grid-scale large-eddy simulation for turbulence in fine grids with local
refinement tactics. After validation with experimental data, the model was
applied to investigate the bubble formation process at small length scales to
understand the mechanism of bubble breakup and coalescence, to reveal the
interaction of bubbles with surrounding fluid and the evolution of heteroge-
neous vortexes structures, to compare transient phenomena and time-aver-
aged behavior, and to resolve the large-scale interface profile and the large
number of small droplets formed by the interaction of metal, slag, and gas. The
availability of results from the bubble/droplet scale using the current simu-
lations should help advance new closure relations for the average or large-
scale flows toward a multiscale model.

INTRODUCTION

Small-scale bubbles, droplets, and multiscale
interfaces commonly coexist in many industrial
engineering applications.”™ A typical example is
in gas-stirred ladles,* which are widely employed in
the modern steelmaking industry for refining and
homogenization purposes. In ladle operations, inert
argon or nitrogen gas injection from bottom plug(s)
into the bath—containing liquid metal and
slag—creates one or multiple bubble plume(s) and
forms a bubble-driven flow field. Where the bubbles
impinge on interfaces between liquids, many dro-
plets form, with a wide range of sizes, and emulsi-
fication can occur.?®°% The characteristics of these
dispersing phases and multiscale interfaces play
critical roles in mass, momentum, and energy
transfer and thus affect the refining efficiency, unit
performance, and final product quality. Nonethe-
less, to date, there have been few studies on
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dispersed phases, such as distribution in the con-
tinuous phase, and dispersed phase generation,
aggregation and fragmentation, and entrainment;
studying these characteristics is challenging, par-
ticularly at a high temperature under hazardous
conditions, because of the limits of measurement
technology and the high costs of in situ
experimentation.

Computational modeling has been widely used in
predicting and investigating multiphase flow prob-
lems.”!! Several mature modeling methods have
been developed to regroduce flow behavior and
large-scale features.®*2° Figure 1 shows a roadmap
for the evolution of mathematical models and a
conceptual illustration of simulation frameworks,
including the Eulerian—Eulerian approach (E—
E),'*>"! Eulerian-Lagrangian approach (E-L),20-28
and dispersed phases resolved direct numerical
simulation approach (DPR-DNS) developed by
us.?” The E-E and E-L methods are most commonly
used to simulate two-phase and multiphase flows.
For these two approaches, when the volume of fluid
(VoF) method is used to track the large-scale
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Fig. 1. Conceptual illustration of the simulation frameworks including E-E/VoF-E/VoF-PBM, E-L/VoF-DPM, and DPR-DNS method.

interface of continuous phase(s), the models also are
termed the VoF-E and VoF-L methods, or VoF with
discrete particle model (VoF-DMP). However, with
the addition of the VoF method, the inherent way in
which the dispersed phases are treated remains the
same and requires a model to close the constitutive
relation. As examples, Zhang and Taniguchi®® and
Li et al.'® employed the VoF-E method to investi-
gate large-scale slag layer behavior; Cao et al.?!52
used a VoF-DPM model to study the transport and
removal of inclusions and slag-metal reactions
includin desulfurization  behavior; Cloete
et al.’*3% Liju et al.?®, Mantripragada and Sarkar,>®
and Ramasetti et al.3z7’38 developed VoF-E models to
track the large-scale interfaces and proposed regres-
sions for the slag eye size; Zhu et al.>? studied slag
eye behavior using a VoF-E approach. These two
methods have their advantages and limitations,
which have been detailed in the literature.*® Both
approaches are often coupled with the population
balance modeling (PBM) method,*"*? which pro-
vides a way to consider the size distribution of
bubbles and their interaction with each other, such
as collision, coalescence, and breakup. For example,
Li et al.2"?® applied VoF-DPM and VoF-PBM mod-
els to consider the bubble size distribution and to
model the bubble coalescence. Morales et al.*!*2
combined VoF-E with PBM to consider bubble
breakup and aggregation, investigating the slag
thickness effect and flow structure in a ladle.
However, with this approach detailed information
on bubble shape and deformation in plume flow is

not available, despite their importance to mixing
and mass and heat transfer. For the models to close
the drag and lift forces, model calibration and
validation require extra effort.

An alternative approach—DPR-DNS—has been
described in our recent work, which is based on the
VoF type method to resolve the dispersed phase,
applied to study slag eye behavior.?? The key
differentiating feature of DPR-DNS is its ability to
directly simulate the dispersed phases and small-
scale interfaces, with the capacity to reveal some
important mechanisms and build a closure relation
to the larger-scale models and simulations. It should
be stressed that for the simulation frameworks
shown in Fig. 1, when transitioning from E-E to E—
L and further to DPR-DNS, more computational
resources are required, but with less use of fitted
models (constitutive relations), while allowing more
phenomena and mechanisms to be solved directly. A
hierarchical multiscale model would couple these
approaches; this is the target of future work. Here,
the focus is on modeling small-scale phenomena.

This article presents a direct numerical simula-
tion study of bubbles, droplets, and multiscale
interfaces. After the validation of the model, the
formation, aggregation, and breakup of bubbles
were visualized using VoF-based DPR-DNS simula-
tion. In addition, the unsteady heterogeneous bub-
ble flow structure was investigated at the
mesoscale. Interaction between bubbles and the
surrounding fluid was analyzed in detail, and a new
aggregation mechanism of inclusions in the
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turbulent vortex core is reported. The evolution of
large-scale phase interface profiles was shown and
the generation mechanism of droplets was revealed
using this direct numerical simulation.

MODEL FORMULATION

The DPR-DNS-VoF method has been reported in
our recent study on slag eye behavior;*® some
improvements have been made for the present
work; hence, the method is outlined as follows.

DPR-DNS-VoF Methodology

Disperse-phases-resolved direct numerical simu-
lation (DPR-DNS) is here based on the VoF*344 type
method, termed as DPR-DNS-VoF. The main
advantage of the DPR-DNS-VoF is to directly
acquire the dispersed phases in a fine grid without
employing any constitutive relations, while the
traditional VoF with a relatively coarser grid com-
pared to the scale of the dispersed phase is usually
used to solve the large-scale free surface or inter-
face(s) among phases. To simulate the multiphase
system in a gas-stirred ladle, some assum %)thIlS
were made as detailed in our previous work.”” The
hydrodynamics of this multiphase system is gov-
erned by a single set of Navier-Stokes equations and
a continuity equation.

0_;1_’_ O(Plfi) -0 (1)
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Here, u; and u; are the Ve1001ty components in the
[ and j d1rect10ns (m's™Y); ¢ is the time (s); p is the
pressure (Pa); g is the gravity acceleration (m's~2);
77 is the sub-grid stress tensor (N-m~ 2), which is
calculated as follows:

ouj | ou
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where §,;is the Kronecker delta (6;; = 1ifi =j, and J;;

= 0 if i # J); uerr is the effective viscosity (Pas)
calculated by:

Hefr = U+ It (4)

where p is the molecular viscosity (Pa‘s), and the
turbulent viscosity p; (Pa‘s) is calculated by the
turbulence model.

In the present study, a modified approach was
used, based on the multi-fluid formulation proposed
by Ubbink and Isssa.*® The evolution of an interface
or free surface is described by an additional trans-
port equation for the indicator function (represent-
ing the volume fraction of one phase) that needs to
be solved together with the continuity and momen-
tum equations:
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where u; , = u;  — u; , is the relative velocity (ms™ 1)
between phase g and phase p. Here, the third term
on the left hand of Eq. 5 is added to bring in a
counter-gradient artificial interface compression
term, in which u;, ensures compression with a
suitable compression velocity, while the 9/0x; oper-
ation guarantees conservation and o4(1 — «,) guar-
antees boundedness with the compression acting
only in the interface region.*®

In each cell, the volume fractions of all phases
sum to unity, i.e.,

2 g1 =1 (6)

The one-fluid formulation relies on the fact that
multiple fluids (or phases) are not interpenetrating.
Because the same immiscible fluids are considered
an effective fluid throughout the domain, the
momentum equations shared by all phases are
solved with an effective density p (kgm®) and an
effective viscosity u (Pa's). The fluid properties are
calculated by a weighted averaging method based
on the volume fraction of each phase. The volume-
fraction-averaged density and viscosity are calcu-
lated, respectively, by:

P =24 %Pq (7)

=20 %ally (8)

In Egs. (1)—(8), the subscript ¢ denotes the metal,
slag, and gas phases.

To consider the effect of surface tension, an
additional term is included in the momentum
equation as f, on the interface S(¢), calculated per
unit volume using the continuum surface force
model with the following expression:

Fo =g (Ju0arkaV24dS) 9)
where g, , is the 1nterfa01al tension between phase q

and phase p (N'm'); kq is the mean curvature of the
interface of phase ¢, which is determined by:

Kg=—V- (|§Z|> : (10)

One-Equation LES Model

In LES, the larger length scales are resolved
directly and the smaller scales are described with a
model. A low-pass filter is applied to separate the
resolved and sub-grid scale. The set of Eqs. (1-4)
was re-formulated (according to the LES decompo-
sition) into resolved fields and sub-grid fields. The
filtered equations have a fully similar form except
for additional sub-grid scale (SGS) stress terms that
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need to be closed, resulting from the filtering
procedure. In the current study, the filter size A
and shape were fixed by the computational element
size and shape; therefore, a box filter was adopted.
The sub-grid scale (SGS) kinetic energy is defined
as:

ksgs = 3 (Wrt, — Uplip,) (11)

where the overbar (7) denotes the application of grid
filter. Both the original and dynamic Smagorinsky
models are essentially algebraic models.*” The
underlying assumption is that there is a local
equilibrium between the transferred kinetic energy
through the grid filter. The SGS turbulence is
represented more faithfully by accounting for the
transport of SGS kinetic energy; the approach can
account for the history and non-local effects Thus,
the present study adopted the one-equation LES
model,***° and the transport equation for sub-grid
scale kinetic energy is solved.

3
aksgs aﬁjksgs _ 0 ([ aksgs . aﬁj kggs 12
R e A et i

where constants C, and ¢}, are taken as 0.916 and
1.0, respectively. The sub-grid scale stress can be
expressed as:

T = —21Sij + %ksgséij (13)
The sub-grid eddy viscosity can be computed as:
py = CxkMZA (14)

Here, S;; = %(%—i—%) is the rate of deformation

tensor and C;, is taken as 0.09.

Computational Details

The simulation target is a 150-ton industrial gas-
stirred ladle. The geometrical parameters, opera-
tional conditions, and physical properties of fluids in
this study are the same as those used by our recent
study,?® apart from the gas flow rates considered in
the present numerical experiments, which are
1000 L/min and 2000 L/min. Note that our compu-
tational parameters are based on a steelmaking
temperature of 1600 °C and ambient pressure.

The grid resolution is remarkably important to
the DPR-DNS-VoF method and for LES simulation.
This study used a block-structured curvilinear O-
ring type mesh, which consisted of a central square
block of 160 x 160 elements surrounded by four
blocks with 40 x 160 elements in the radial
direction. Figure 2a gives the computational domain
and typical mesh configuration. An important char-
acteristic of this design is that it guarantees that
the region of interest has a high-quality fully
orthogonal Cartesian mesh with a uniform distri-
bution of cubic hexahedral grids. Additionally, local
refinement has been applied, with the approach
shown in Fig. 2b and c. Previous work showed that

the flow pattern in a gas-stirred ladle is dominated
by the bubble plume;*® this was the basis for
restricting the refined region to an inverted-cone
shape, shown in the central zone of Fig. 2a and b.
Figure 2c¢ further illustrates the effect of grid
refinement on the ability to resolve small-scale
interfaces. When the grid is refined once, the length
of the dispersed phases that can be resolved is 1/2 of
the original (1/8 of the volume). With two grid
refinements, the minimum resolved volume of the
dispersed phase is reduced to 1/64 of the original.
Furthermore, the adaptive mesh refinement
(AMR)®° based on the octrees spatial discretization
technology with dynamic loading balance (DLB)?! is
a key feature of the code implementation of our
model, which enables ready acquisition of the
characteristic target dimension for dispersed phases
based on the local refinement tactics, with the code
run in parallel at near capacity on a cluster. To
correctly resolve the dispersed phases such as the
bubbles and droplets, the refinement process is
automatically triggered around the phase interfaces
following the user-defined criteria. The refinement
is performed to be at the maximum level, which is
fixed at 3, around the phase interface based on the
criterion of phase fraction < 0.2 in this study.
Otherwise, when regions that had contained inter-
faces become a single-phase region with the evolu-
tion of computational time, the mesh is allowed to
de-refine to save simulation resources.

In the present study, the time step was self-
adapting, with modifications based on the global
and interface Courant numbers (CoN); for all sim-
ulations both CoNs were set to < 0.2. The simula-
tions were performed on a CPU+GPU hybrid cluster
with 9 nodes and a total of 108 cores. Any node is
composed of two sockets, each containing a 2.67
GHz Intel Sandy Bridge with 12 Intel Xeon X5650
CPU cores. Each core offers 64 GB of memory. The
nodes are interconnected by an InfiniBand QDR
Network. When a case runs, the meshes are decom-
posed using a simple geometric decomposition algo-
rithm in which the domain is split into pieces by
direction based on the number of parallel cores. The
run time of one typical case was about 2 weeks.

RESULTS AND DISCUSSION
Model Validation

Model validation has been reported in our previ-
ous study,?® comparing model results with experi-
ments and theoretical equations. Here, a side-by-
side comparison of the flow pattern in our numerical
simulation result (see Fig. 3a) and a water model®?
(see Fig. 3b) is shown. It can be observed that the
dispersion pattern of injected gas has been directly
captured and reasonable agreement between the
predicted and experimental results achieved. Also,
this typical snapshot indicates that the plume is a
heterogeneous structure, with small-scale bubbles
traveling upwards chaotically, while expanding



2892

Li and Pistorius

1
pAmblent ai

"
3
=
-

O

Ligquid steel

| -

Micro-scale bubbles < grid resolution

> r - AN =
Meso-scale bubbles ~ grid resolution
|+

(c)

T Refine 2
41 L;,, —l
Refine 1
L1=L/2 L2=L/4
V1=V/8 V2=V/64

-
Macro-scale bubbles/interface > grid resolution

Fig. 2. lllustration of computational detail: (a) the computational domain and (b) corresponding meshing strategy to accurately acquire the small-
scale phenomena; (c) the mesh refinement, and the capacity to capture dispersed phases, was doubled in each step.

radially to create the two-phase plume region;
where the gas escapes from the liquid surface an
emulsification region is formed. These phenomena
and bubble structures are directly revealed by the
present model, but would be difficult to capture by
traditional large-scale CFD/VoF methods without
the local refine tactics of dynamic AMR coupled with
DLB.

Bubble Formation, Breakup, and Coalescence

Figure 4 shows snapshots of rising bubbles cap-
tured by DPR-DNS-VoF at consecutive time steps
(At = 50 ms) at a gas flow rate of 1000 L/min; other
conditions can be found in our recent work.?
Figure 4a shows the formation of the first bubble
in a quiescent bath; the evolution of the bubble
shape is shown, as the kinetic energy of the injected
gas is converted to overcome the bath pressure and
surface tension. As the bubble grows, the buoyancy
force arising from the density difference between
the phases increases, and at some instant—0.35s for
this case—the necking stage is reached: the bubble

neck shrinks to zero; the bubble detaches from the
inlet surface and moves toward the fluid bulk,
forming a free bubble. This case was for the first
bubble formed at the start of gas injection; for fully
developed stirring, additional phenomena are
observed: bubble detachment is also affected by
the shear stress due to the oscillating flow field
perpendicular to the bubble rising direction. The
result is that the frequency of bubble detachment is
higher and the bubble is deformed more compared
with the first one; see Fig. 4b and c. The simulations
also showed that, when a bubble detaches from the
inlet, a low-pressure region between this bubble and
the inlet (caused by the bubble wake) promotes
agglomeration of this bubble and the next to form.
After bubbles form, as their flotation velocity
increases, one might expect a balance between the
drag force and the buoyant force. However, the
bubbles deform under the influence of the applied
forces, changing shape to reduce the drag force, or
coalescence can occur (induced by the wake of
preceding bubbles), or bubbles can disintegrate into
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Fig. 3. A comparison of heterogeneous structure of bubbles flow between (a) our numerical results and (b) experimental results.

Fig. 4. Instantaneous snapshots of rising bubbles captured by DPR-DNS-VoF at consecutive time steps (At = 50 ms); gas flow rate 1000 L/min,
showing the following phenomena: (a) formation of the first bubble in a quiescent bath; (b) bubble aggregation; (c) bubble deformation and
disintegration.



2894

small bubbles with a range of sizes. Figure 4b and c
shows examples of bubble deformation, coalescence,
and disintegrating found with the present model,
collision and aggregation are highlighted using blue
circles. The example in Fig. 4b shows disintegration
after the merging of two bubbles. The coalescence of
bubbles occurs by the wake effect, forming a nega-
tive pressure that attracts the following bubble to
contact the preceding bubble, thus inducing aggre-
gation. Figure 4c shows an example of bubble
deformation and disintegration directly captured
by this simulation (highlighted by the red dashed
circles). In the early stage the bubble undergoes a
series of successive small deformations, then the
bubble is stretched crosswise, and a large distortion
leads to the final disintegration of the bubble and its
separation into small bubbles. Unlike traditional
CFD models, DPR-DNS-VoF can directly capture
the mesoscale bubble structure and their time
evolution without requiring any closure relation to
model the bubble shape, deformation, disintegra-
tion, and coalescence behavior.

Li and Pistorius

Heterogeneous Vortex Structures

Ladle mixing and mass transfer are strongly
influenced by the plume(s) flow structure. Figure 5
shows the evolution of bubble flow patterns (see
Fig. 5a) and the turbulent vortex structures induced
by these bubbles. Bubble shapes are depicted based
on the iso-surfaces with volume fraction o« = 0.5.
Vortices are identified by using the @ criterion, here
using @ = 50; see Fig. 5b. The @ criterion identifies
structures with coherent fluid flow characteristics
and helps to distinguish between the vortex zone
and the shear motion zone. Vortices are defined as
regions where the vorticity magnitude is greater
than the magnitude of rate of strain, i.e.,

Q :% Q? — S8%), where S is the shear strain rate

and Q the vorticity magnitude.

Figure 5b and ¢ shows that vorticity shed from the
interface of large bubbles created many hairpin
vortices. The spatially coherent, temporally evolv-
ing motions of hairpin vortices dominate the plume
zone. The cores of the vortices likely provide favor-
able regions for the collision and aggregation of
inclusions due to the local centrifugal motion caused
by the density difference between inclusions and the

Velocity magnitude, m/s
1.1e-04 0.001 0.01 0.1 1 1.2e+01
e !

Fig. 5. Bubble plume hydrodynamics, showing (a) interaction of bubbles and surrounding fluid phase, (b) vortex structure induced by the
bubbles, visualized with a Q-criterion of 50, and (c) close-up views of the evolution of the vortex structure.
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liquid metal. Agglomeration in hairpin vortices may
be a significant contributor to inclusion removal, in
addition to those mechanisms previously suggested.
The existing proposed mechanisms of inclusion
removal rely on bubble attachment and the bubble
wake effect. This work suggests that small inclu-
sions may be trapped readily inside a hairpin core,
grow by agglomeration, and be removed by floating
from the steel. It should be stressed that this
proposed mechanism only comes from the findings
of our mesoscale simulation and has not yet been
experimentally proven. On the other hand, bubble
momentum is also transported into the liquid bath
by these vortices, providing a means of producing
turbulent kinetic energy. As the flow develops
further, the turbulence is dissipated rapidly into
the recirculation flow.

The plume consists of heterogeneous bubbles and
vortices. Figure 5c gives a close-up view of the
evolution of the vortex structure: the formation and
shedding of hairpin vortices from bubbles can be
seen. (In this figure, the light gray areas are the

bubbles and colored regions are vortex structures
defined by iso-surfaces with a @-criterion of 100.)

Transient Versus Time-Averaged Behavior

Figure 6a shows the evolution of bubble plume
structures at time intervals of 2.5 s; (b) shows the
time-averaged plume profile over 30 s. The fig-
ures emphasize that the transient behavior occurs
even under nominally steady-state conditions. In
the left part of Fig. 6a, a typical transient snapshot
of the entire ladle is shown, including streamlines in
the molten steel, the interfaces between phases, and
spout region; the right-hand part of this figure shows
the transient bubble flow structures of plumes at
different instants. It can be observed that the
bubble swarms oscillate transversely, and the shape
and flow behavior of the bubble plume are unsteady,
heterogeneous, and change over time. These
changes are likely to affect fluid flow, mass transfer,
and inclusion removal. Bubble plume oscillation has
been addressed in few previous studies (due to the
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Fig. 6. Comparison of transient versus time-averaged phenomena: (a) typical transient snapshot of the entire ladle and the evolution history of
transient bubble flow structures of plumes. (b) Time-averaged result with details shown on x—y planes A, B, and C, and the x-z and y-z planes, of

argon volume fraction.
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experimental observations of this phenomenon have
been reported.®® The unsteady oscillation of bubble
plumes is essentially attributed to the paths fol-
lowed by rising free bubbles and bubble shape
instability. The time-averaged plume is shown in
Fig. 6b. Interestingly, for the time period considered
(30 s), the bubble paths demonstrate a predominate

Li and Pistorius

direction: the plume is a flattened cone instead of a
regular cone.

Large-Scale Interface Morphology
and Small-Scale Droplets

In addition to small-scale bubble behavior, the
simulation also reveals the large-scale interface mor-
phology and slag eye evolution. Some results have
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Fig. 7. Series of consecutive snapshots illustrating the dynamic behavior of the slag layer and open spout region. The time lapse between
consecutive snapshots is 0.5 s; the images are ordered from left to right and from top to bottom.
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been reported in our previous work;?? some further
examples are given in this section. Figure 7 shows a
series of snapshots (at 0.5-s intervals) to illustrate the
dynamic behavior of the slaglayer and open eye region
(gas flow rate of 1000 L/min). The top view is shown,
visualizing only molten slag. The figure emphasizes
that the shape of the slag eye changes continuously
and dynamically. The color contours in Fig. 7 depict
the distribution of velocity on the upper surface of the

slaglayer; the velocity around the rim of the slag eye is
usually relatively large because of interaction between
the rising bubble plume and slag-metal interface. This
zone is likely a region where slag becomes entrapped
in the metal.

Figure 8 further shows slag droplet generation and
fluctuation over time. Many slag droplets (with
different sizes) are created at the slag eye rim. In
Fig. 8, the view is radially from the center of the

]

Veloxmagnitude of slag phase
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Fig. 8. Droplet generation process and fluctuations with time: (a) 3.45 s, (b) 3.70 s, (c) 4.55 s, and (d) 5.45 s.
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vessel to the edge of the slag eye. Fluctuation of the
number of droplets with time depends on the inten-
sity and frequency of metal and slag interaction.
When the shear force at the slag-steel interface—in-
duced by the motion of the metal falling back from
the spout into the bulk—is sufficiently large, it
breaks up the slag phase, forming the ligaments or
droplets. The frequency and size of bubbles imping-
ing on the region directly influence this interaction.

Finally, it should be emphasized that the present
study represents our initial efforts toward a full
understanding of small-scale phenomena of dis-
persed phases and establishing a multiscale closure
relation for a macro-scale model or time-averaged
model of an industrial scale multiphase reactor. The
present research framework appears promising, but
further model development and investigations are
needed. Future research targets include quantifying
the size and number distribution of droplets and
determining the mass transfer coefficient of refining
reactions.

CONCLUSION

The dispersing phases—gas bubbles and slag
droplets—and interface profiles were investigated
and directly visualized by the DPR-DNS-VoF
method. Some interesting phenomena found in the
present study are summarized as follows:

1. In model validation, the heterogeneous struc-
ture of a plume at bubble scale agreed with
experiments.

2. The suction of negative pressure induced by the
wake of preceding bubbles is a key cause of
bubble aggregation. Direct simulation of dis-
persing phases clearly shows the detailed pro-
cess of bubble formation, break-up, and
coalescence.

3. The interaction between rising bubbles and the
surrounding fluid creates many inherent hair-
pin vortices; the vortex cores likely promote the
collision and aggregation to inclusions.

4. The morphology of the open eye—formed by the
escape from and impingement of bubbles on the
slag layer—changes continuously and dynami-
cally. The velocity around the rim of the slag eye
is usually relatively large; the velocity gradient
at the slag-metal interface breaks the slag bulk
into sheets, ligaments, and droplets.
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