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Recently developed concentrated solid solution alloys (CSAs) are shown to
have improved performance under irradiation that depends strongly on the
number of alloying elements, alloying species, and their concentrations. In
contrast to conventional dilute alloys, CSAs are composed of multiple principal
elements situated randomly in a simple crystalline lattice. As a result, the
intrinsic disorder has a profound influence on energy dissipation pathways
and defect evolution when these CSAs are subjected to energetic particle
irradiation. Extraordinary irradiation resistance, including suppression of
void formation by two orders of magnitude at an elevated temperature, has
been achieved with increasing compositional complexity in CSAs. Unfortu-
nately, the loss of translational invariance associated with the intrinsic
chemical disorder poses great challenges to theoretical modeling at the elec-
tronic and atomic levels. Based on recent computer simulation results for a set
of novel Ni-containing, face-centered cubic CSAs, we review theoretical mod-
eling progress in handling disorder in CSAs and underscore the impact of
disorder on defect dynamics. We emphasize in particular the unique chal-

lenges associated with the description of defect dynamics in CSAs.

INTRODUCTION

In contrast to conventional dilute alloys, recently
developed concentrated solid solution alloys (CSAs),
including high-entropy alloys (HEAs), contain mul-
tiple principal elements situated in a simple lattice
at or near equiatomic concentrations.! This new
type of alloys is characterized by a disordered state
related to random arrangement of different chem-
ical element species and associated random dis-
placement fluctuations. It has been demonstrated,
both experimentally and theoretically, that many
properties of CSAs are closely related to the under-
lying disordered state.?® Although it is observed
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that these compositionally complex alloy systems
display a significant resistance to radiation damage
(such as the suppression of void formation by two
orders of magnitude at high temperatures®), little is
known about the controlling elemental or chemical
effects in these homogeneously disordered alloys
concerning their local heterogeneity at the elec-
tronic and atomic levels.” In particular, depending
on the chemical complexities, distinct irradiation-
resistant properties are observed in different
CSAs.>" Therefore, it is anticipated that the energy
dissipation pathways and defect kinetics are
strongly affected by the disordered state in CSAs.
Accordingly, understanding the role of chemical
disorder under the far-from-equilibrium conditions
associated with displacement cascades is becoming
one of the most critical problems in the development
of irradiation-resistant CSAs.

Here, the unique challenges related to the mod-
eling of the defect dynamics in CSAs are reviewed.
The focus will be on the most widely studied Ni-
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containing, face-centered-cubic (fcc) CSAs. Special
attention is paid to the effect of intrinsic disorder in
CSAs on defect kinetics at the electronic and atomic
levels. In reviewing recent progress in this field, the
range of theoretical methods employed to overcome
the challenges caused by the disordered state in
CSAs are considered in detail, and the implications
and limitations of these theoretical approaches are
discussed.

DEFECT PROPERTIES

Under ion irradiation, the energy of incident
energetic ions is transferred to electrons and atomic
nuclei in the target, which creates defects.’ Thus, it
is important to characterize defect energies and the
associated defect stabilities.

Defect Energetics

Because of the unique disordered state in CSAs,
defect formation energies and migration energies
are strongly dependent on local environments. As a
result, the defect energies in CSAs exhibit distribu-
tions rather than some specific values, as in pure
metals or dilute alloys. To characterize the defect
energetics in CSAs, a large dataset is required to
represent the distributions of atomic environments.
Although ab initio methods based on density func-
tional theory (DFT) have become standard
approaches to investigate defect energies, the dis-
ordered states in CSAs pose great challenges to such
modeling efforts.

Nowadays, three widely used techniques are
usually employed to address the disorder-related
problems: the coherent potential approximation
(CPA),® the special quasi-random structures (SQS)
method,” and the cluster expansion (CE)
approach 10 The CPA method takes the effect of
chemical and magnetic disorder on the configura-
tionally averaged electronic structure of disordered
alloys into account elegantly. Nevertheless, the
single-site or mean-field nature of CPA limits its
applicability because local lattice relaxations are
neglected in this scheme. Regarding defect energet-
ics in disordered alloys, the CPA method is best
applied to study the formation energy of defects that
do not induce strong local structural relaxations,
such as vacancies.'"'? This method can descrlbe
defect energies efficiently under different alloy
concentrations.!! Nevertheless, the distribution of
defect energies in CSAs, which depends on local
atomic arrangements, cannot be obtained within
CPA. In addition, the CPA-based methods cannot
describe defect mlgratlon dlrectly Future develop-
ment of a nonlocal CPA method'® may enable the
consideration of local effects, but at present, one has
to resort to supercell-based approaches, i.e., the so-
called SQS method. The SQS approach is designed
to simulate a random alloy using a small periodic
supercell that mimics the most relevant radial

correlation functions of the random alloy. Based on
SQS, the defect formation and migration energies,
and the associated local lattice distortions can be
modeled directly by first-principles methods. Hence,
this method is sultable for descrlblng defect energy
distributions in CSAs.!* The main disadvantage of
this method is the high computational cost because
a large supercell must be employed to minimize the
spurious interactions induced by defects in the
periodic images. In addition, lots of defect configu-
rations must be considered to obtain an overall
picture of defect energetics. Finally, the CE method
is powerful for predicting the energy of specific
atomic configurations in a simple lattice using the
knowledge of the energies for a small number of
configurations. For defect-free systems, typically
30-50 configurations are enough to obtain con-
verged results. For defect calculations, defects such
as vacancies and interstitials are usually considered
to be additional species.!®'® As a result, the
parametrization becomes computationally expen-
sive for multicomponent alloys. At present, only
the defect properties in blnary alloys have been
studied using this method.'®

Within the SQS supercell method, defects such as
vacancies and interstitials can be modeled by
adding or removing specific atomic elements. The
formation energy of a defect type « is calculated by
E¢(0) = Ev(x) — Eg + u,, where Ep(x) is the total
energy of the supercell containing the defect, Eg is
the total energy of the defect-free supercell, and p, is
the chemical potential of the defect species o that is
added to (—) or removed from (+) the perfect lattice.
Although the first two terms can be calculated
directly based on first-principles methods, the ele-
mental chemical potential depends strongly on the
local environment in CSAs. Experimentally, p is
related to the specific growth conditions. For a pure
metal, u is usually taken to be the energy per atom
in the metal. In previous studies, x in disordered
alloys has also been taken as the energy 1n the
corresponding pure metal as the reference:'’~?
1, = 129k, Nevertheless, in reality, it is highly hkely
that ,u in the alloy phase is different from those in
the correspondmg pure metal. Indeed, Mlddleburgh
et al.'® have studied the defect properties in
NiCoFeCr CSA using the pure metals as chemical
potential references and obtained numerous nega-
tive vacancy formation energies. The determination
of u in CSAs is beginning to receive increasing
attention. In view of the thermodynamic consider-
ation, Piochaud et al.'* have suggested that the
chem1ca1 potential difference of different elements
at 0 K can be approximated by the minimum of
substitution energy. From the alloy stability point of
view, Zhao et al.?® have proposed an efficient way to
average the substitutional energy. These methods
provide insight into the chemical potential of differ-
ent elements in the alloy phase. In the CE formal-
ism, the chemical potentials of different elements
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can be extracted by fitting the mixing enthalpy as a
function of different alloy compositions, as demon-
strated by Zhang et al.’®

Based on the SQS supercell model, it is shown
that the formation energy of intrinsic point defects,
such as vacancies and interstitials in CSAs, is
widel%r distributed.'*'%?! In particular, Piochaud
et al.'* have showed that the energies can be fitted
using variables describing the local environment
surrounding the defect. The results show that the
dominant factor in determining defect energies is
the first nearest-neighbor shell. In the Ni-containing
CSAS, including Ni0.5COO.5, Nio'5F60.5, Nio_gFeolz,
and Nig gCrg o, the formation energies of vacancies
tend to decrease as the number of nearest Ni
neighbors increases.’’ The distribution of defect
energies is found to exhibit different features in
these CSAs. As an illustration, the distributions of
formation energies for vacancies and interstitials
are provided in Fig. 1. These defects are modeled by
removing (vacancies) or adding (interstitials) one
specific element into the perfect SQS cell. In
Nip5Cog 5, it is shown that the formation energies
of Ni and Co vacancies are very similar. In both
Nig 5Feq 5 and Nig gFeq 2, Fe vacancies exhibit lower
formation energies than do Ni vacancies. In
Nig gCrg o, the formation energies of Cr vacancies
are lower than those of Ni vacancies. For intersti-
tials, Fig. 1 demonstrates that Co—Co and Co-Ni
dumbbell interstitials have lower formation ener-
gies than Ni—-Ni does in Nig5Cog5. The formation
energies of Ni-Fe and Ni-Ni are lower than Fe-Fe
is in both Nij sFeq 5 and NiggFeg.o. Ni-Cr dumbbell
interstitials are more energetically favorable in
NipgCrgo. Compared with the defect properties in
pure Ni, it can be seen that the formation energies
of vacancies are mostly higher than those in pure
Ni, whereas the formation energies of interstitials
are lower, especially in Nig5Feq 5. This observation
suggests that the energy differences in creating
vacancy and interstitial defects in CSAs become
much smaller.

Defect energies are closely related to defect
stabilities. Nevertheless, most ab initio methods
used to study defect energies are carried out at 0 K.
To investigate defect thermodynamics more rele-
vant to the experiment, the Gibbs free energy of
defect formation should be calculated. The defect
formation free energy includes the contribution
from configurations, electrons, phonons, and mag-
nons. The configurational entropy is attributed to
the possible random positions of defects. Usually,
the electronic free energy can be calculated from the
electronic density of states, while the phonon con-
tribution is obtained from the phonon density of
states (quasi-harmonic approximation in most
cases). It is, however, not apparent how to tackle
magnetic free energy within supercell methods. For
CSAs, the determination of these terms is difficult
because of the wide distribution of defect energies.
Although calculations have been performed in pure

Zhao, Weber, and Zhang

metals to analyze the entropy contribution to the
vacancy formation,?*?® there are currently no
reports for CSAs. Note that CPA and CE methods
have been further developed to study the tempera-
ture dependence of vacancy formation energies in
random alloys.!%24:25

Another critical issue for CSA modeling using
ab initio methods is their complex magnetic prop-
erties. Although the lattice structure of CSAs is
simple, their magnetic properties can vary from
ferromagnetic (FM) to antiferromagnetic (AFM) to
paramagnetic (PM). In particular, some elements
such as Mn exhibit frustrated magnetism in CSAs
because of the disordered neighboring magnetic
state. Their magnetic moments cannot align opti-
mally according to the local environment, e.g.,
unable to align optimally to either part of coordina-
tion to make it in definite AFM or FM state. For the
Ni—Co, Ni—Fe, and Ni-Cr CSAs presented earlier, it
is less problematic because these CSAs are either
FM or AFM. For the PM state in some CSAs, such
as NiCoFeCr,?° the disordered local moment (DLM)
approximation®’ is usually employed. In this
scheme, a PM state is modeled by an equal number
of spin-up and spin-down atoms randomly dis-
tributed on the underlying sublattice. For example,
PM NiCoFeCr is described by Ni(T)Ni({)Co(T)Co({)-
Fe(TFe(1)Cr(T)Cr(l) with eight species. The
increased number of elemental species leads to
additional complexity for ab initio calculations.

Defect Migration

The migration of defects is important for under-
standing of microscopic evolution under ion irradi-
ation. At 0 K, the ab initio climbing-image nudged
elastic band (CI-NEB) method?® is usually used to
calculate migration barriers and associated diffu-
sion paths. In such calculations, the initial and final
states of the diffusion path are fixed and the
diffusion pathway is prespecified by interpolating
several images between the two known states. In fec
Ni, the most preferable diffusion pathway for a [100]
dumbbell interstitial is to transform into a [010]
dumbbell by a rotating mechanism.?® Based on the
same mechanism, Zhao et al.?° studied the diffusion
in CSAs using the NEB calculations. Depending on
the local environment, the migration barriers in
CSAs also exhibit distributions. It is found that the
migration barriers of interstitials in Ni-containing
binary CSAs are mostly higher than those in pure
Ni, an indication of sluggish diffusion of intersti-
tials.?’ This fact can be traced back to the lower
formation energy of interstitials, as discussed in the
previous section, which leads to strong binding
interactions between interstitial and lattice atoms.

The NEB calculations require prior knowledge of
the final state for a specific defect type. In addition,
it is difficult to get an overall diffusion behavior of
defects even if all possible diffusion barriers are
studied exhaustively using NEB methods.
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Fig. 1. Distribution of formation energies for vacancies (left column) and interstitials (right column) in Nip 5C0¢ 5 (a and e), NipsFeo 5 (b and f),
Nio.gFeo2 (c and g), and NipgCrpo (d and h) calculated from a 108-atom SQS supercell model. The formation energy in pure Ni is denoted by
dashed lines for both vacancies and interstitials. The number of data points used for the plot is around 15-25. Adapted from Ref. 20.

Furthermore, the temperature effect is usually
ignored in such calculations. To allow the defect to
migrate according to the local energy landscape in
CSAs, it is better to perform molecular dynamics
(MD) simulations. In this way, the defect can find its
optimal diffusion pathway according to the local
potential energy profile at different temperatures.
Both ab initio MD (AIMD) and classic MD (CMD)
simulations have been carried out to investigate the
specific features of diffusion in CSAs.?*=23 These two
methods have strengths and weaknesses regarding
the diffusion problem. For the AIMD method, it can
provide accurate energy and force at the quantum
mechanics level; thus, the energy landscape can be
described accurately without any model constraint.
Nevertheless, the description of electronic interac-
tions comes at a high computational cost. As a
consequence, the simulation cell size and simulation
time are limited for this method. For diffusion
processes, which are basically a statistical problem,
significant numbers of defect jumps must be simu-
lated to calculate diffusion coefficients accurately.
Therefore, this method is more often used to study
the diffusion of interstitial defects because the
diffusion of interstitials is much faster.

Nevertheless, in CSAs, the diffusion of interstitials
is slower than that in pure metals, as revealed by
static NEB calculations. This leads to further
difficulty in studying the diffusion problem with
AIMD. For the CMD method, the diffusion trajec-
tory can be simulated for a long time (in ~us time
frame). Yet the results of CMD depend sensitively
on the interatomic potentials employed.

The simulation results from both AIMD and CMD
suggest that there is preferential diffusion of point
defects belonging to particular constituent compo-
nents in CSAs. Osetsky et al.’ showed that the
diffusion of interstitials in NiFe is mainly through
the Ni channel, whereas the diffusion of vacancies
in NiFe is mainly via the Fe channel. The fact that
the migration of interstitials and vacancies is
through different alloy components suggests unique
mass transport pathways in CSAs. These observa-
tions can be tracked back to the defect formation
energy distributions. As shown in Fig. 1, lower
formation energies are found predominantly for
Ni—Ni and Ni-Fe dumbbell interstitials and for Fe
vacancies. These preferred defect structures deter-
mine defect flow when defect diffusion begins.??
Therefore, to use CMD to study defect diffusion in
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CSAs, it is important to compare the defect ener-
getics predicted by the empirical potentials with
ab initio results to ensure that the interatomic
potentials reproduce the correct defect energetics.
The local environment-dependent migration bar-
riers in CSAs are especially important as necessary
inputs for large-scale simulations, such as kinetic
Monte Carlo (KMC) methods. To this end, various
approaches trying to correlate migration barriers
with the local atomic environment have been pro-
posed. In CSAs, the local environment can be
complex and enumeration-based methods are not
practical. The artificial neural network (ANN) tech-
nique®*3° constructs a mathematical regression of
the NEB energy barrier with respect to local
environment. Based on a small training dataset,
this method is capable of predicting migration
barriers under an arbitrary local environment,>*
which is useful in practical KMC simulations.

DEFECT DYNAMICS
Primary Damage

Under irradiation, the energy transferred from the
incident ions to the target leads to defect production.
One of the basic quantities determining the defect
production in materials is the threshold displace-
ment energy (Ey), which is the minimal energy
required to displace an atom from its original lattice
position and create a stable defect. In pure metals,
CMD has been used extensively to investigate Eq4
values and associated low-energy recoil events
including defect dynamics and defect properties.®”™
Some CMD studies also have been performed to
calculate Eq in solid solution alloys.*®*! Although the
results from such calculations depend on the quality
of the interatomic potentials, significant insight has
been gained from these studies.

To overcome the limitation of empirical potentials
used in CMD calculations, AIMD has been
employed to investigate E4 in CSAs. The disorder
inherent in CSAs leads to difficulty in determining
Ej even in one specific primary knocked-on atom
(PKA) direction. For NiCo, Liu et al. studied the
alloying effects on the values of E4 using a simple
model to consider the chemical disorder.*? The
model corresponds to some extreme cases (ordered
arrangement of elements), and the boundaries of Eq4
from pure metals to totally disordered CSAs may be
revealed. In practice, both the chemical disorder
and the displacement fluctuation should be taken
into account. By equilibrating the system for a long
time before assigning certain kinetic energy to the
PKA, these two factors can be considered simulta-
neously. It is found that E4 in CSAs exhibits a
distribution depending on the local environment
because of elemental variation. As an illustration,
Fig. 2 shows the trajectories of low-energy recoil
events initiated by three randomly chosen Fe PKAs
along the [111] direction in NiFe. Note that the
atoms are slightly deviated from the lattice sites. In

Zhao, Weber, and Zhang

() g
1.0 ; ° . ,."/. ¢

(b)
1.0 :
0.5 :
0.0 .

04

0’;'0---6'_6'”6_5 0.4 06 %

Fig. 2. Three trajectories (a, b and c) of low-energy recoil events in
NiFe initiated by three different Fe PKAs obtained from a 256-atom
SQS supercell. The numerical details are the same as those in
Ref. 42. Ni and Fe atoms are denoted by purple and gray dots,
respectively. Only the trajectories for those atoms with a displace-
ment of larger than 1 A are plotted.

a fec structure, the {111} planes are closely packed.
As a result, the PKA must pass through two
adjacent close-packed planes before its head-on
collision with an atom in the [111] direction, as
indicated by the arrow in Fig. 2. In NiFe, the
disorder significantly changes the PKA trajectories
so that the PKA may change directions when it
passes through the second neighbor plane, as shown
in Fig. 2a and c. Accordingly, the value of E4
determined in each case is different. To characterize
the distribution of E4 and the according defect
production, many environmentally independent,
low-energy recoil events need to be simulated,
which is a challenge for the computationally inten-
sive AIMD calculations. It should be noted that the
Born—-Oppenheimer and frozen core approximation
may lead to some uncertainties in such collision
simulations.

For collision cascades induced by keV-energy ion
irradiation, simulations at longer times and length
scales than AIMD must be employed. In this regard,
CMD has been employed widely to study defect
production and accumulation in CSAs.>*743-46
These results consistently show that alloying of Ni
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with Fe, Co, and Cr tends to reduce the primary
damage accumulation under ion irradiation,
although different elements yield different damage
accumulation levels. In addition, different defect
structures in Ni and its CSAs are revealed: Large
defect clusters are produced in pure Ni, whereas
smaller defect clusters with higher number densi-
ties are formed in CSAs. Nevertheless, the mecha-
nism responsible for the reduced damage in CSAs is
not clear. In a recent work, Levo et al.*® showed that
there is a correlation between damage level in
different alloys and dislocation mobilities. Note that
the damage in these alloys induced by a single 5-
keV cascade is not much different from that pro-
duced in pure Ni.? Based on these simulations, it is
indicated that the potential energy landscape of
CSAs favors efficient recombination of interstitial
and vacancy defects because the subcascades in Ni
and its CSAs exhibit similar energies and spatial
distributions. Hence, the details of the defect energy
landscape in CSAs are of significant importance to
understand their irradiation performance. Although
specific features are revealed in these simulations,
the results and conclusions are dependent on the
empirical potentials used. A typical example is the
much different defect number created in NiFe as a
result of 10- to 40-keV displacement cascades with
different empirical potentials, as demonstrated by
Béland et al.*?

For even higher energy ion irradiation, it is
supposed that electronic effects should come into
play. Indeed, simulation results from the two-tem-
perature model by Zarkadoula et al.*” suggest that
the damage level and defect configurations in Ni
and NiFe are significantly affected by including
electronic effects even in 50-keV casacades. In such
high-energy events, the energy exchange between
electrons and phonons plays an important role in
governing defect evolution. Therefore, accurate
determinations of model parameters are necessary
to address the problem in full.

Long-Term Evolution

The evolution of defects produced by ion irradia-
tion has direct relevance to the microstructure
change in materials. To gain insight into defect
evolution in CSAs, CMD is carried out bgf randomly
adding defects into simulation cells.®****° In this
way, longer simulation times can be simulated and
the nature of defect migration and diffusion can be
captured effectively. Yet because of the limited
simulation cell sizes employed in this method, the
concentration of defects is usually much higher than
that observed experimentally. Nevertheless, this
approach is effective in reproducing the experimen-
tally observed defect clusters and in revealing the
underlying evolution mechanisms.

The evolution of both point defects and defect
clusters has been studied using this method. Aidhy
et al.*® found that interstitials mainly form

1/3{111}(111) dislocation loops, whereas vacancies
form stacking fault tetrahedra. In addition, larger
size defect clusters are formed in pure Ni, whereas
clusters of smaller size and larger numbers are
observed in the CSAs. Lu et al.® showed that the
diffusion of small interstitial clusters in some CSAs
is through a three-dimensional (3D) short-range
fashion, in contrast to the one-dimensional (1D)
long-range migration in pure Ni and NiCo. The
results suggest enhanced void swelling resistance in
CSAs because the 3D migration of interstitial
clusters can lead to increasing recombination
between vacancies and interstitials. Zhao et al.*’
have simulated the diffusion of vacancy clusters in
various CSAs and demonstrated that the diffusion
coefficients of small vacancy clusters in CSAs are
higher than in pure Ni, whereas the diffusion
coefficients become lower for large vacancy clusters.
This observation suggests that large clusters can
easily migrate and grow to very large sizes in pure
Ni. In contrast, cluster growth is suppressed in solid
solution alloys as a result of the limited mobility of
large vacancy clusters. The motion of dislocations in
bee and fee CSAs is also studied by CMD simula-
tions, which demonstrate consistently a strength-
ening effect in CSAs because of the local variation in
composition along dislocation lines.’>*! The varia-
tion leads to a distribution of the local stacking fault
energy, making the dislocation motion unfavorable.

The simulation time in CMD is limited from the
nanosecond to microsecond time scales. To access
longer time scale processes associated with defect
evolution, MC methods, such as KMC and kinetic
activation relaxation technique (k-ART),’” are usu-
ally employed. These MC techniques rely on the
prior knowledge on the defect parameters, including
defect formation energies, migration barriers, and
defect jump frequencies. These parameters must be
calculated in advance using interatomic potentials,
ab initio techniques, or on-the-fly barrier calcula-
tions.?® As discussed, the defect energies in CSAs
exhibit distributions depending on local environ-
ment, which creates a challenge in determining the
input required for MC simulations. As long as the
defect energies are known, the MC technique can
simulate defect evolution up to more than one
second time scale. Such calculations have been used
to study the aging of defects between cascade events
at room temperature.4’54_57

MULTISCALE MODELING OF DAMAGE
EVOLUTION

The damage evolution under ion irradiation is a
typical multiscale problem. Starting from the elec-
tronic and atomic levels, DFT and MD methods can
be used to study defect production, evolution, and
defect interactions, which provide information on
the thermodynamics and kinetics of defect or defect
clusters within various environments. Based on the
established defect energetics, KMC is capable of
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long simulations about the defect evolution. Finally,
the continuum approaches can be employed to probe
the changes in microstructures, as well as in the
mechanical properties, that ultimately lead to the
material degradation. This hierarchical multiscale
computational framework has been extensively
used to study materials properties under ion
irradiation.®

For CSAs, various difficulties are associated with
these individual techniques. In addition, it is difficult
to provide the linkage among these different methods
from local processes to larger scale evolutions
because of the strong dependence of defect properties
on the local environment. To construct a catalog
accurately for all the configurations would be cum-
bersome. Therefore, efficient methods, such as ANN
techniques that enable on-the- y calculation of
migration barriers, are promising,®* and these meth-
ods have been used to model radiation damage in Fe—
Cr®® and related alloys.®® For CSAs, such methods
are extremely important because the local environ-
ment dependence can be reasonably taken into
account. Multiscale modeling is necessary to reveal
the mechanistic understanding and to establish
semi-empirical models for material aging and irradi-
ation-induced property degradation in CSAs.

SUMMARY

Although computer simulations have been
employed extensively to study defect production
and evolution in pure metals and conventional
dilute alloys, the recently developed CSAs pose
great challenges to these widely used simulation
techniques. Specifically, the intrinsic chemical dis-
order and associated displacement fluctuations
within CSAs must be taken into account properly
to capture the defect properties in CSAs. As defect
behaviors depend sensitively on local environments,
it is necessary to include the structure details in the
calculations explicitly. In CSAs, the randomness of
local environments leads to wide distributions of
defect-related properties rather than to definitive
values. Taking into account the presence of these
distributions is vital to understanding the irradia-
tion performance of CSAs. Therefore, a large sam-
pling effort is required to get an overall picture of
defect behavior. Although MD and MC methods
enable exhaustive exploration of local environments
using large cell sizes and long simulation times,
these methods are limited by the availability and
quality of empirical potentials. Overcoming these
challenges and fully understanding the energy
dissipation and defect evolution mechanisms is the
key to establishing the relationship between the
underlying disordered state and improved irradia-
tion performance in CSAs.
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