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Numerical simulations of gas–liquid two-phase flows in aluminum electrolysis
cells using the Euler–Euler approach were presented. The attempt was made
to assess the performance and applicability of different interphase forces
(drag, lift, wall lubrication, and turbulent dispersion forces) and turbulence
models (standard k–e, renormalization group k–e, standard k–x, shear stress
transport k–x, and Reynolds stress models). Moreover, three different bubble-
induced turbulence models have been also analyzed. The simulated electrolyte
velocity profiles were discussed by comparing with each other and against
published experimental data. Based on the results of the validation of differ-
ent interphase forces and turbulence models, a set consisting of the dispersed
standard k–e model, Grace drag coefficient model, Simonin turbulent disper-
sion force model, and Sato et al.’s bubble-induced effective viscosity model was
found to provide the best agreement with the experimental data. The pre-
diction results showed that the contributions of the lift force and the wall
lubrication force can be neglected for the present bubbly flows.

INTRODUCTION

During the operation of commercial aluminum
electrolysis cells, the anode gases are mainly gen-
erated under the anode bottom surfaces and move
up through the molten electrolyte with the recircu-
lation flows. The performance of gas-induced elec-
trolyte flows has a significant impact on the
homogenization of alumina concentration, cell
design, and energy saving.1 Therefore, the develop-
ment of gas–liquid two-phase flows is essential to
deeply understand the complex flow behavior and
the efficient design and scale-up of electrolysis
reactors.

Over the past few decades, both experimental and
simulation methods have been extensively used for
aluminum electrolysis. The experimental methods
mainly based on laboratory cells and physical
models have been reviewed by Cooksey et al.2 These
investigations were mainly focused on obtaining

single bubble dynamic behaviors and remain some-
what limited to qualitative analysis. To date, with
the rapid advancements in computational fluid
dynamics (CFD) methods, many CFD studies have
been performed to predict the gas–liquid flows in
cells. Specifically, the two-fluid model based on the
classic Euler–Euler methodology is favored and
most widely used because of its lower computational
resources.3–5 There is no doubt that the correct CFD
modeling of interphase forces and turbulence mod-
els is of great importance for capturing the gas–
liquid flows properly.

The interphase forces (drag and non-drag forces)
play a very important role in the interphase
momentum transport between phases. Several
widely used interphase force models are available
in the literature for different bubbly flows. Never-
theless, it is generally agreed that the drag force is
predominant over other non-drag forces, such as the
lift, virtual mass, wall lubrication, and turbulent
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dispersion forces.6 Therefore, researchers in most
studies have only considered the drag force for
modeling of gas–liquid flows in aluminum electrol-
ysis cells.3,5,7,8 So far, only Feng et al.4,9 have taken
into consideration the drag and turbulent disper-
sion forces together in CFD simulations. Moreover,
two different drag force models, namely Ishii and
Zuber10 and Schiller and Naumann,11 were used by
the researchers in the two aforementioned studies,
respectively. Although these investigations have
yielded reasonable results, no work has so far
included the collective effects of more interphase
forces together on the gas–liquid flows. CFD simu-
lations of the effects of different interphase force
models have limitations as a result of the complex
hydrodynamics, and the lack of reliable experimen-
tal data for verification and validation. Some limited
attempts only relied on experience, and there are no
more comprehensive reports about the influence
mechanism of the interphase forces in cells.

Besides these interphase forces, the turbulence
model has also received considerable attention.
Different turbulence models have been employed
for two-phase bubbly systems.12 For the gas–liquid
flows in cells, the widely used standard k–e model
was applied by the researchers in all previously
studies reported.4,5,7–9 Although such an approach
is highly desirable, the physical mechanisms are
still not fully understood. Moreover, it is generally
considered that the turbulence mainly includes the
bulk turbulent effect and the bubble-induced tur-
bulence (BIT). Two different approaches, such as a
bubble-induced contribution to the effective viscos-
ity and bubble-induced source terms, have been
widely employed for the bubbly flows.13 Most
investigations have incorporated an additional
contribution to the turbulent viscosity of Sato
et al.14 to account for the BIT in cells.4,5,7–9 Feng
et al.4,9 studied the effects of two different BIT
methods and showed that the BIT models with
source terms gave a better qualitative prediction
than Sato et al.’s model.14 Nevertheless, there is so
far no general evaluation for such issue with
limited unknown information in different opera-
tional cells.

In this work, an attempt has been first made to
study the effects of different interphase forces (drag,
lift, wall lubrication, and turbulent dispersion
forces) on the gas–liquid flows in aluminum elec-
trolysis cells. Afterward, the comparative perfor-
mance of different turbulence models (standard k–e,
RNG k–e, standard k–x, SST k–x, and RSM models)
are presented. Furthermore, the applicability of
three different BIT models is investigated in detail.
The simulated results are compared with each other
and against experimental data of Cooksey and
Yang.15 It should be underlined that, to the authors’
knowledge, this work is the first in which such
comparison is made.

MATHEMATICAL MODEL

Two-Fluid Model

The mathematical model is formulated based on
the Euler–Euler two-fluid model, in which both the
continuous (electrolyte) and dispersed (gas) phases
are considered to be interpenetrating continuous
media. The continuity and momentum balance
equations can be written as:
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where aq, qq, uq are the volume fraction, density,
and velocity of the phase q (l for liquid and g for
gas), respectively. leff,q is the effective viscosity of
phase q, P is the pressure, and g is the gravity
constant. Fq stands for the interphase forces.

Interphase Force Model

The total interphase forces include the drag force
(FD), lift force (FL), wall lubrication force (FWL), and
turbulent dispersion force (FTD). The virtual mass
force (FVM) has been neglected throughout this
paper as the steady state of electrolyte flow is
concerned for the present study:

Fq ¼ FD þ FL þ FWL þ FTD ð3Þ

The drag force opposes to the motion of bubbly
within fluids and proportional to the slip velocity
between the gas and liquid phases, which can be
formulated as:

FD ¼ 3

4

CD

db
agalql ul � ug

�� �� ul � ug

� �
ð4Þ

where CD is the drag coefficient taking into account
the character of the liquid flow around the individ-
ual bubbles. db is the mean bubble diameter, which
equals 7.0 mm in the current study.

Given the lack of information about the drag force
affecting both phases and complex bubbly flow
regimes in the real cells, various drag coefficient
models are employed and compared in Table SI in
the supplemental material.

The lift force mainly arises from the vortex effect
and the horizontal velocity gradients in shear flow.
This force in terms of the relative velocity and the
curl of the liquid phase velocity can be described as:

FL ¼ �CLagql ul � ug

� �
� r� ulð Þ ð5Þ

where CL is the lift coefficient.
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Under certain circumstances, the dispersed bub-
ble is observed to concentrate in a region close to the
wall but not immediately adjacent to the wall. This
effect may be modeled by the wall lubrication force
with a general form as:

FWL ¼ �CWLagql ul � ug

� �
jj

���
���
2
n!w ð6Þ

where CWL is the wall lubrication coefficient.
The turbulent dispersion force accounts for the

turbulent fluctuation of liquid velocity and the effect
on the bubbles. This force is derived by the ensemble
average of the fluctuating component of the drag
forces between the bubbles and liquid phase. In this
work, various available turbulent dispersion force
correlations (CTD = 0.2) used in most of the gas–
liquid bubbly flows and other interphase force
models16 are synthesized and compared in
Table SI in the supplemental material.

Turbulence Model

The turbulence model determines the turbulent
structure in two-phase flows. As a result of the
existence of bubbles, the turbulence becomes more
complex, and thus, no standard turbulence model is
applicable for different gas–liquid flows. Three
turbulence models of the k–e, k–x, and RSM are
considered in this work. Furthermore, ANSYS
Fluent provides three different secondary phase
considerations for modeling turbulence in multi-
phase flow. In terms of aluminum electrolysis
simulation, the density ratio between the two
phases is larger than 5000 and the main flow
regions under the anode bottom surfaces contain
one continuous phase (electrolyte) and a dilute
secondary phase in the form of bubbles. Therefore,
the dispersed turbulence model is the most appro-
priate model. For this reason, only the dispersed
turbulence model was investigated in this study. As
a result of the constraints on the length of this
article, the detailed equations and the physical
characteristics will not be repeated here, but they
can be found in ANSYS Fluent 14.5.16

For gas–liquid flows, the dispersed bubbles affect
the liquid turbulence. Development of a suit-
able model for BIT mentioned earlier, therefore, is
a key element in getting complete and predictive
CFD simulations. Various models are available for
accounting for the turbulence induced by the bub-
bles’ movement. Adding an extra bubble-induced
term for modifying effective viscosity and adding a
source of bubble-induced turbulent energy are the
most widely used methods. A detailed derivation of
the additional contribution to the turbulent viscos-
ity of Sato et al.14 can be found in our previous
work.17 Moreover, two different bubble-induced
source terms that can be added directly to the
generation terms in the turbulence equations are
shown in Table SII in the supplemental material.

NUMERICAL DETAILS

The CFD simulations of gas–liquid two-phase
flows have been validated with experimental data
using the particle image velocimetry (PIV) taken on
the air–water model described by Cooksey and
Yang.15 The geometry setup and the structural
hexahedra grinding are shown in Fig. S1 in the
supplemental material. Using the same conditions
as the experiments, the anode–cathode distance was
0.04 m. The widths of the interanode, side, center,
Tap-end, and Duct-end channels were 0.04 m,
0.24 m, 0.12 m, 0.16 m, and 0.04 m, respectively.
The PIV measurements were mainly conducted and
validated at three different vertical planes and
locations (z—0.08 m, z—0.12 m, and z—0.16 m) as
shown in Fig. S1b. In addition, more details of the
quantitative comparison for several traverses at
different heights and locations (Locations A, B, C
and D, see work of Cooksey and Yang15) on in the
air–water model for all various submodels have been
added in the work. Since the bubble behavior was
very complicated and important in the ACDs and the
interanode channels than in other flow regions, a
local grid refinement approach was presented as
shown in Fig. S1d and e. The grid independence
results will be provided in the next sections.

The CFD simulations were conducted on the
ANSYS Fluent 14.5 platform. A mass-flow-inlet
boundary condition was applied under the anode
bottom surfaces. The mass flow rate of anode gas
generation was obtained by the well-known Fara-
day laws of electrolysis. On the top surface of the
electrolyte, a degassing boundary condition was
applied. No-slip and free-slip boundary conditions
were applied for the liquid and gas bubbles at the
wall. The density and viscosity of the electrolyte was
taken at 2130 kg/m3 and 2.51 9 10�3 Pa s, whereas
those for the gas were at 0.398 kg/m3 and
5.05 9 10�5 Pa s, respectively.

RESULTS AND DISCUSSION

All test cases were simulated with the interphase
forces and turbulence models as described in the
previous sections. Based on the previous experience,
the following set of models (dispersed standard k–e
model, Grace drag coefficient model, Simonin turbu-
lent dispersion force model, and Sato et al.’s bubble-
induced effective viscosity model) were selected as
the basis to perform the differential analysis. The
simulations were carried out by changing the differ-
ent models of interest while keeping the other
models unchanged. A detailed comparison is made
between the simulated and measured vertical elec-
trolyte velocity profiles in the side channel.

Grid Independence Study

Before the formal simulations, the grid indepen-
dence tests were conducted among different grid
cells of 43,376 (Grid1), 84,150 (Grid2), 165,415
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(Grid3), 311,070 (Grid4), and 645,274 (Grid5). In the
grid dependency evaluation, the tests were per-
formed with a Schiller–Naumann drag coefficient
model.

The predicted gas volume fraction distributions at
a horizontal plane (z = 0.03 m) were compared as
shown in Fig. S2 in the supplemental material. It
can be seen that the gas distribution patterns
almost do not change when the grid cells increase
beyond 165,415 (Grid3). For a quantified validation,
the simulated vertical electrolyte velocity distribu-
tions with different grid resolutions were extracted
and compared with the experimental data, as shown
in Fig. S3. It can be seen that in the grid cells from
311,070 (Grid4), there is practically no change in
the results presented for the finer grids. Therefore,
the Grid4 will be chosen for all the subsequent
simulations. It should be noted that there is still a
larger deviation between the predicted and exper-
imental results for the finer grids, although the
modeling with grid independence has achieved good
effects. For a more appropriate comparison,
improved models need to be conducted in the
following several sections.

Effect of Drag Force Model

In the present work, the predicted results for
different drag coefficient models of Schiller–Nau-
mann, Ishii–Zuber, CD = 0.44, Tomiyama, and
Grace were tested and compared, as shown in
Fig. 1. It can be clearly seen that the agreement
with the experimental data is improved signifi-
cantly with the drag coefficient models of Ishii–
Zuber, Tomiyama, and Grace compared with that of
Schiller–Naumann and CD = 0.44 (Fig. 1a, b, and c).
But at the traverses of z—0.16 m and z—0.12 m in
Location C, the models of Schiller–Naumann and
CD = 0.44 give better agreement with the experi-
mental results. Also, the results with the first three
drag coefficient models have changed significantly.
The better prediction by the first three models can
be attributed to the drag coefficient being a function
of the bubble Reynolds number instead of a constant
value when the bubble Reynolds number exceeds
1000. Furthermore, these three models can produce
higher drag coefficients because they are formulated
based on the data of individual bubbles with
complex flow regimes. In view of this, it can lower
the slip velocity, drive more bubbles, and generally
increase higher electrolyte velocity. This is not
unexpected because the gas volume fraction under
the anode bottom surfaces is very high,17 and hence,
the system may produce bubbles with different
diameters, shapes, regimes (spherical, hemispheri-
cal, and spherical cap), and velocities. Therefore, the
Schiller–Naumann model cannot be safely used in
the simulations. Moreover, it was observed that the
Grace drag coefficient model gave better prediction

than both the Ishii–Zuber and Tomiyama models in
the whole regions. Hence, the Grace drag coefficient
model was chosen for further closure verification.

Effect of Lift Force Model

The effects of different lift coefficients models
were investigated, and the predicted results are
shown in Fig. 2. It is obvious that using the lift force
has no significant effect on the CFD results in
comparison with the case without considering the
lift force. This means that the transverse force
caused by lateral movement of bubbles can be
neglected in the side channels. Moreover, it was
found that the convergence is much harder to reach
when the lift force was considered. Therefore, the
lift force was not recommended in the next study.
For sure, the predicted electrolyte velocities for all
other comparisons are generally similar to the
present results (Fig. 2), which can be not given here.

Effect of Wall Lubrication Force Model

The three widely used wall lubrication coefficient
models, including Antal, Tomiyama, and Frank,
were considered. The predicted results with and
without consideration of the wall lubrication force
were compared as shown in Fig. 3. Compared with
the experimental data, the case with the wall
lubrication force is nearly the same as the case
without considering the wall lubrication force. Fur-
thermore, even with the use of the different models,
the predicted result has hardly changed. This is
because the bubbles are mainly distributed under
the regions of the anode bottom surfaces (see Fig. S2
in the supplemental material). The effect of the wall
lubrication force was negligible for the small gas
volume fractions in the regions near the anode
walls, which has been discussed in our previous
work.17 From these simulations, the wall lubrica-
tion force was negligible in the rest of the work. For
the same reasons as the case of the effect of lift force
model, the predicted results for all other compar-
isons are not given here.

Effect of Turbulent Dispersion Models

Simulations were carried out for three different
turbulent dispersion force models, and the predicted
results are shown in Fig. 4. The turbulent disper-
sion force shows some effects on the simulated
results. The Simonin model shows better results
with the experimental data than with the models of
Lopez-de-Bertodano and Burns, especially for the
regions near the cell walls. Nevertheless, when the
Burns model was used, there was a small negative
influence on the results compared with the case
without considering the turbulent dispersion force.
As stated earlier, the turbulent dispersion force
models were correlated with the turbulent param-
eters in the two-phase flows, such as the turbulent
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Fig. 1. Comparisons of vertical electrolyte velocity profiles for different drag coefficient models: (a) Location A, (b) Location B, (c) Location C, and
(d) Location D.
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viscosity and the turbulent kinetic energy. There-
fore, the rational use of this force is an important
part of the current work and the Simonin turbulent
dispersion force model will be used for further
research.

Effect of Turbulence Model

In addition to the effects of the interphase forces,
the proper turbulence description is one of the
critical points in capturing the hydrodynamic prop-
erties of the aluminum electrolysis cells. Thus, an
analysis and comparison for different dispersed

turbulence models, including the k–e model, k–x
model, and the RSM model, were also performed in
this study.

Figure 5 shows the effects of five different dis-
persed turbulence models on the predicted vertical
electrolyte velocity distributions. As can be seen by
comparing, excluding the dispersed RSM model, the
turbulence models investigated have a similar
influence on the vertical electrolyte velocity distri-
butions. The predicted electrolyte velocities of the
dispersed RSM model change significantly in com-
parison with the experimental data (see Fig. 5b and
d), and the predicted vertical electrolyte velocity
distribution is different than that predicted by the
other models. With careful visual inspection, it can
be observed that the dispersed standard k–e model
gives the best prediction with the experimental
data. From the previous discussion, it can be
concluded that the dispersed standard k–e turbu-
lence model is appropriate for the simulation of
hydrodynamic in aluminum electrolysis cells and
that this model requires less computation than
other models.

Effect of BIT Model

The effects of three different BIT models on the
CFD results were given as shown in Fig. 6. From
the local influence analysis of view, it is clear that
the electrolyte velocity profiles show the positive
impact of the BIT models at the regions near the cell
walls, but some small negative influence can also be
found at the regions near the anode walls. The
overall deviation between the simulated results
obtained by Sato et al.’s model and the experimental
data is smaller than the cases with the other two
BIT models and the case without the BIT model.
The Troshko–Hassan model performed worse than
the Simonin model did over the whole region. In
Sato et al.’s model, an analytical relationship was
derived for evaluating the additional turbulence;
thus, a good relationship has been built theoreti-
cally by such a treatment between the liquid
velocity and the gas volume fraction. The predicted
results indicated that the inclusion of Sato et al.’s
bubble-induced effective viscosity model is neces-
sary to model aluminum electrolysis behavior
correctly.

Verification of Selected Models

Based on the previous analysis, a verification
strategy for the selected models (dispersed standard
k–e model, Grace drag coefficient model, Simonin
turbulent dispersion force model, and Sato et al.’s
bubble-induced effective viscosity model) was pro-
posed. The predicted global flow patterns are gen-
erally similar to the PIV experimental results,
which can be seen in our previous work18–20 and
are not given here. The quantitative comparisons
between the PIV experimental and predicted results
for several traverses at different heights and

Fig. 2. Comparisons of vertical electrolyte velocity profiles for dif-
ferent lift coefficient models.

Fig. 3. Comparisons of vertical electrolyte velocity profiles for dif-
ferent wall lubrication force models.
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Fig. 4. Comparisons of vertical electrolyte velocity profiles for different turbulent dispersion force models: (a) Location A, (b) Location B,
(c) Location C, and (d) Location D.
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Fig. 5. Comparisons of vertical electrolyte velocity profiles for different dispersed turbulence models: (a) Location A, (b) Location B, (c) Location
C, and (d) Location D.
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Fig. 6. Comparisons of vertical electrolyte velocity profiles for different BIT models: (a) Location A, (b) Location B, (c) Location C,
and (d) Location D.
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locations are shown in Fig. 7. The detailed locations
and flows information can be found in Ref. 15. It can
be seen that good agreement has been obtained in
most regions for the transverse plane through the
middle of the middle anode (Fig. 7a and b). At the
same time, the agreement is generally not so good
between the experimental and predicted velocities
on the plane through the middle of the interanode
gap (Fig. 7c and d). These obvious differences
mainly show in the middle regions of both the side
and center channels, respectively, where the
upward water velocity is overestimated. The pre-
dicted results at both heights of 0.12 m and 0.16 m
show that these flow field characteristics are more
obvious. This is mainly because the upward flow
plume reinforces the recirculation along both the
entire length of the two channels and introduces
some water movement along the length of the
channels away from the interanode gap. The con-
clusion drawn is consistent with the results
reported previously by Feng.9 For this situation,

the further modification and optimization should be
made based on the detailed flow patterns and on the
analyzed characteristics of each selected model
indicated in the former step.

CONCLUSION

CFD simulations have been performed to study
the effects of different interphase forces and differ-
ent turbulence models on the gas–liquid two-phase
flows in aluminum electrolysis cells. In addition, the
effects of different BIT methods were also investi-
gated. Following are the conclusions.

The significance of appropriate selection of drag
coefficient models has been presented. It was found
that the closure model for the drag force strongly
affects the vertical electrolyte velocity distributions.
The Grace drag coefficient model provides a better
solution when compared with all other drag force
correlations. The lift and wall lubrication forces on
the electrolyte flows are both found to be

Fig. 7. Comparisons of vertical electrolyte profiles for different traverses at different heights and locations: (a) Location A, (b) Location B,
(c) Location C, and (d) Location D.
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insignificant and can be neglected in the current
model. The turbulent dispersion force shows a
certain effect on the results, and the Somonin
turbulent dispersion force model shows better
results when compared with the other formulations.

The prediction of the dispersed standard k–e
model shows better agreement with the experimen-
tal data as compared with the other turbulence
formulations. The BIT models have a significant
influence on the gas–liquid flows. The approach
using Sato et al.’s bubble-induced effective viscosity
model gives better results with the experimental
data than does the BIT modeling with source terms.
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