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The field of powdered metal additive manufacturing is experiencing a surge in
public interest finding uses in aerospace, defense, and biomedical industries.
The relative youth of the technology coupled with public interest makes the
field a vibrant research topic. The authors have expanded upon previously
published finite element models used to analyze the processing of novel
engineering materials through the use of laser- and electron beam-based
additive manufacturing. In this work, the authors present a model for simu-
lating fabrication of Inconel 718 using laser melting processes. Thermal
transport phenomena and melt pool geometries are discussed and validation
against experimental findings is presented. After comparing experimental and
simulation results, the authors present two correction correlations to trans-
form the modeling results into meaningful predictions of actual laser melting
melt pool geometries in Inconel 718.

INTRODUCTION

The field of additive manufacturing and rapid
prototyping is a relatively young technology first
explored in the 1970s using fused deposition in
plastic.1 The technology is significantly beneficial to
the design process because it allows for single stream
three dimensional (3D) model to prototype conver-
sion, taking hours instead of days to create a physical
realization of the design. It has further opened the
mechanical design space by allowing developers to
create complex geometries and internal features not
feasible or cost effective through traditional, subtrac-
tive, manufacturing methods. From the potential
seen in plastic additive techniques, methods were
developed to fabricate metallic parts additively.
Extrusion and deposition methodologies are pre-
sented in the literature,2–4 but in macro-scale man-
ufacturing environments, opposed to micro- and
nano-manufacturing environments, the focus has
been on powder bed technologies. These technologies
are most simply broken into two categories: laser-
based and electron beam-based. The laser-based
category includes such technology as selective laser
sintering (SLS) and melting (SLM) and direct metal
laser sintering (DMLS), while electron beam melting
(EBM) is the major player in the electron beam-based

category. A distinguishing factor in this characteri-
zation is the heating source melting the metallic
powders within the powder bed. Another important
factor to consider is heating of the base plate. Both
laser and EBM methods can make use of a heated
base plate, but the technology is generally seen in
EBM and is absent in SLS and SLM. The scope of the
work presented here will include only the laser-based
process without a heated base plate.

Discounting subtleties in the interaction between
different source beams and the metallic powder, the
powder bed process can be considered using a
common physical model, regardless of heating
source. Figure 1 portrays the heat transfer model
that is used to develop the finite element model
presented in this work. Heat is generated within the
powder bed under the beam spot of the source beam.
The amount of heat delivered to the powder is
governed by the optical properties of the beam and
the absorbance properties of the individual powder
particles within the bed. After heat is delivered to
the powder bed, various heat transfer modes work
to neutralize the thermal gradients created by the
heat generation and bring the model into thermal
equilibrium. It is important to consider the trans-
port, not only through the powder layer but also
through previously built layers and into the build
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base plate to consider the effects of thermal cycling
within previously built layers and the effectiveness
of the base plate as a heat sink for the process.

In developing a physically consistent and accu-
rate model of the powder bed additive manufactur-
ing process, thermal transport phenomena at both
the bulk scale and the individual powder particle
scale must be considered. On the bulk scale, in
laser-based processes, radiative and convective
cooling of the powder bed surface are possible but
have negligible effects compared to conduction into
the solid and build plate structures below the
powder layer.5,6 Due to the random size distribution
and packing structure of the particles in the powder
bed, evaluation of thermal transport at the inde-
pendent particle scale is difficult. Due to the voids
existing between individual particles, and the much
higher conductivity of the metal compared to voids
media (e.g., N or Ar), the conductive effect within
the powder bed is diminished compared to the bulk
scale effect. Due to the complexities associated with
evaluating the particle scale transport properties,
an effective thermal conductivity has been devised
that allows the interactions within the powder bed
to be modeled as a bulk scale phenomenon.7

A variety of experiments and modeling works
exist within the literature discussing the use of
Inconel alloys as additively manufactured materi-
als. Studies such as those by Zhao et al.,8 Jia et al.,9

and Baufeld10 discuss the mechanical properties
and microstructural composition of Inconel 718
parts built additively. Zhao et al. determined exper-
imentally that, due to internal voids existing in the
gas atomized (GA) powders they were using, a high

void fraction existed within the finished part result-
ing in low ductility and low stress rupture proper-
ties regardless of the inclusion of post-process heat
treatment. The addition of heat treatment was able
to increase the ultimate tensile strength (UTS) of
the part to 1.5 times that of the baseline part and
comparable to that of wrought Inconel 718. Jia et al.
studied densification, microstructure, microhard-
ness and wear performance in Inconel 718 parts
produced by SLM. The authors developed relation-
ships between the energy input of the SLM process
and the physical properties aforementioned. A
positive correlation was observed between energy
density and part density and microhardness. An
inverse correlation was seen between energy den-
sity and part coefficient of sliding friction and wear
rate. Baufeld studied the tensile strength and strain
rate dependence of Inconel 718 parts produced by
shaped metal deposition (SMD). SMD is a metallic
process in which a continuously extruded wire of
metal is melted and solidified to form a part. While
this technique does not belong to the powder bed
family, the results seen in Baufeld shed some
insight into how additively manufactured parts
may differ from parts created by subtractive means.
He concluded that SMD produces parts very close to
full density, no strain rate dependence exists for the
ultimate tensile strength and such produced parts
and tensile strengths from SMD produced parts are
consistent with parts produced by other additive
methods, EBM and SLM. Anam et al.11 produced a
model and experimental validation assessing the
use of Inconel 625 in SLM. The authors focused on
modeling phase transformation during the build.
Through the melting, solidification, and cyclic
reheating of the powder bed from the addition of
layers, a variety of phase transformations occur. An
understanding of the phase field within the part is
important to predict the mechanical properties
exhibited by the finished part. Prabhakar et al.12

developed a model for residual stresses formed in
Inconel manufactured by EBM. In this work, the
authors both fabricated and simulated the fabrica-
tion of test coupons. The simulation makes use of a
layer-by-layer model and looks at thermal transport
and stress analyses after the addition of each layer
of material. In the model, after each layer is added,
the entire model is subjected to a cyclic temperature
profile to simulate beam traversal across the powder
bed, building up the layer. Deformations and Von
Mises stresses are qualitatively compared between
the modeling effort and the fabricated test coupons
to provide meaningful model validation.

Various studies exist in the literature that model
thermal transport in powder bed processes.5,6,13–16

Due to the transient nature of the manufacturing
process, the developed model must consider many
physical phenomena to include: phase change, a
variety of heat and mass transport phenomena, and
moving heat sources. The Roberts model5 simulates
heat flow in laser-based processes to investigate theFig. 1. Thermal transport phenomena within model.
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relative importance of powder transport properties
on heat flow. In this study, the laser is modeled as a
moving source heat generation with a Gaussian
distributed decay in the build plane and a linear
decay into the part. Roberts also makes use of
element ‘‘birth and death’’ to simulate new layers
being added to the powder bed. Due to the way finite
element codes are constructed, all elements in the
analysis must be initialized before calculations
begin. In the use of birth and death, the user may
set some group of elements as inactive for a portion
of the analysis. Roberts concluded that the time
required for the powder bed to dissipate heat is
much smaller than the recoat time of the system, or
the time required for the system to add a new layer
of powder. He also found that the maximum tem-
perature under the beam increased marginally with
each additional powder layer and beam pass. Shen
and Chou6 developed a model to investigate the
effects of changing various process parameters on
part quality in the EBM process. They found a
direct relationship between powder bed porosity and
melt pool diameter and temperature: as porosity
was increased or decreased a similar trend was seen
in the melt pool diameter and temperature.

Zeng et al.17 provides a quite thorough review of
thermal modeling efforts in SLS and SLM pro-
cesses. Many of the models reviewed in this work
make use of a Gaussian distributed heat generation
function, as discussed in the work of Roberts and
Shen and Chou. Courtney and Steen18 have mea-
sured the diameter and intensity distribution of a
laser beam and have confirmed that the Gaussian
model approach is valid. They have additionally
determined the effective beam radius term that is
part of the Gaussian model, as seen below. Zeng also
discusses the derivation and use of effective powder
conductivity values within thermal modeling
efforts. This phenomenon is also discussed in the
work of Sih and Barlow.19 Regardless of the source,
the objective of deriving an effective powder bed
conductivity is to encapsulate the micro-scale ther-
mal transport modes into a macro-scale transport
property to ease computational requirements.

The Beuth group at Carnegie Mellon has carried
out a plethora of experimental and simulation work
in additive manufacturing processes for Inconel
62520 and Ti6Al4V.21,22 In these models, finite
element models produced in ABAQUS are used to
predict melt pool geometries in laser melting,20

electron beam melting21 and wire feed E-beam22

processes. In the simulation efforts, an axis of
symmetry is imposed so reduce computational
resources. Additionally, an adaptive meshing
scheme is utilized with very fine meshing at the
heat source application area and progressively
coarser mesh away from the heated area. These
works assume constant volume and density
throughout the simulation to conserve mass and
model density variation effects through scaling
conductivity. The bulk of the Beuth group work,

however, is in experimental measurement and
optimization through the use of a process mapping
technique.20,22,23 In this technique, scan speed,
beam power, feed rates, thermal history of the part
and part geometry are varied and the effects on
transient melt pool size are determined.

MODEL SETUP

The model presented here includes the melting,
solidification, and conductive heat transfer through
the powder bed.24,25 However, it neglects fluid flow
within the melt pool, automatically satisfying con-
tinuity. Due to the existence of only thermal loading
conditions in this model, a momentum balance does
not provide any meaningful information and is
therefore absent from the analysis. The thermal
analysis is completed by solving the energy equation
(Eq. 1) at each location and time step within the
computational domain.26

q
D
Dt

eþ v2

2

� �
¼ �r � q00 þ q000 þ r � s � vð Þ þ

X
ðqXÞ � v

ð1Þ

Equation 1 uses the following parameters; q:
density, e: specific internal energy, v: velocity
vector, q¢¢: heat flux vector, q¢¢¢: heat generation, s:
total stress tensor including hydrostatic and devia-
toric stresses, and X: specific body force acting on
the element. Also note that D

Dt represents a material
derivative, or total derivative, and is expanded as
seen in Eq. 2 where u is some parameter being
differentiated

Du

Dt
¼ @u

@t
þ v � ru ð2Þ

X can be any body force resulting from conserva-
tive potential fields acting on the finite element.
This model neglects both gravity effects and mag-
netic interactions; therefore the body force term is
neglected. Additionally, the kinetic energy term
within the material derivative and the stress term
are assumed negligible since there is no motion
considered within the model. The no motion
assumption also drives the convective term to zero,
leaving only the differentiation with respect to time.
Using the fundamental thermodynamic coupling of
internal energy and temperature through the speci-
fic heat, outlined in Eq. 3, the familiar Heat Equa-
tion is derived as seen in Eq. 4.

de ¼ cdT ð3Þ

qc
@T
@t

¼ �r � q00 þ q000 ð4Þ

In Eqs. 3 and 4, c represents the specific heat and
T represents the temperature of the particular node.
Fourier’s law (Eq. 5) shows the constitutive model
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for the heat flux in the system resulting from
conduction. Equation 6 is added into the heat flux
term at the top surface where radiative cooling is
allowed to occur.

q00 ¼ �krT ð5Þ

q00 ¼ erT4 ð6Þ

In Eq. 5, k represents the thermal conductivity.
In Eq. 6, e denotes the emissivity of the material
and r is the Stefan–Boltzmann constant relating
black body radiation to temperature.

The heat function is presented here as Eq. 7
where the following parameters apply; a: thermal

absorptivity, _W: beam power, U: effective beam
diameter, and h: beam penetration depth. xc and yc

describe the center of the beam.

q000 x; y; zð Þ ¼ f zð Þ 8a _W
p2

e
�8 x�xcð Þ2þ y�ycð Þ2½ �

2 ð7Þ

with f zð Þ ¼ 2
h 1 � z

h

� �
In the same fashion as in other works in the

literature,5,6,27 the heat generation model presented
in this work varies radially, conformant to a Gaus-
sian distribution and decays linearly in depth into
the powder bed. The effective radius, or half the
effective beam diameter in Eq. 7 is defined as the
radial distance at which the energy density is
reduced to 1/e228 The heat generation function can
be visualized as a conical heat distribution where
the effective radius and the maximum energy
density decay linearly with depth.

A major difference between EBM and laser melt-
ing (LM) processes is the penetration depth of the
beam into the powder bed. Research29 has shown
that laser sources penetrate several particle diam-
eters into the powder bed, less penetration than
seen in EBM. Average powder particle sizes in the
laser melting process range from 20 lm to 80 lm in
diameter. A penetration depth of 100 lm was
assumed in this work. To be sure to model the full
effect of beam speed and the transient nature of the
problem, a longer model length than in previous
studies24,25 is considered. The elongation further
ensures that there is adequate free powder sur-
rounding the beam line of action to accurately
represent a laser scan occurring within a larger
powder bed. The problem is considered transient in
nature due to phase change phenomena changing
the thermophysical description of the elements
during simulation. Additionally, heat input at the
beginning of a particular scan may result in differ-
ent thermal reactions than later in the scan since
there is no molten region at the beginning of the
scan while one exists later in the scan. The powder
and molten regions have different thermophysical
property descriptions, and therefore different ther-
mal effects are seen with and without the existence
of a molten region.

Figure 2 illustrates the model geometry and
model dimensions listed in Table I. This model
contains three layers of material: a top layer of
powder material, a middle layer of previously
solidified material, and a steel baseplate. To reduce
computational resources required, the powder layer
and top 10% of the solid layer are meshed at a much
finer rate, 22,500 elements per mm3, than the rest of
the solid layer and the base plate, 100 elements per
mm3. The baseplate acts as a structural support for
the part during building as well as a heat sink to
facilitate rapid solidification of the molten powder.
The model is subjected to a radiative cooling bound-
ary condition, radiating to atmospheric temperature
of the build chamber, discussed in the results
section of this work. No other cooling phenomena
are allowed at the top surface of the powder bed.
The bottom of the build plate layer is given an
adiabatic constraint since there should be no mean-
ingful heat transfer out of the heat sink. The other
four sides are held constant at the initial powder
bed temperature and the beam starts and ends
3 mm from the left and right sides of the block,
respectively, to simulate scanning within a larger
powder bed.

A mesh sensitivity analysis was performed on a
previous iteration of the model working in Ti6Al4V,
as seen in Ref. 25. While the material used has
changed and some thermophysical property models
have been updated since the previous version of the
model, the authors believe the mesh sensitivity is
still valid. In the sensitivity study, four cases are
considered with varying mesh densities. The max-
imum temperatures after a simulation time of
0.675 ms are plotted against the mesh density for
the four cases considered as seen in Fig. 3, in which
there is a constant temperature region for element
densities 10,000–30,000 elements/mm3. Since the
mesh rate used in this modeling study produces a
fine mesh density of 22,500 elements/mm3, the

Fig. 2. Block orientation, beam direction and direction of motion. h1,
h2 and h3 denote the thickness of powder, solid and build plate
layers, respectively.
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authors can say that the fine mesh scheme yields a
convergent temperature profile. A sensitivity anal-
ysis for the coarse meshing scheme does not provide
meaningful information since the thermal gradients
within the model have dissipated before entering
the coarsely meshed region and temperature distri-
bution is not critical in this area.

MATERIAL PROPERTIES

Previous works5,13,19 have shown that thermal
conductivity and emissivity properties differ greatly
between a powdered metal and the same metal in a
wrought state. These differences are a function of
the porosity of the powder bed, the medium filling
said voids, and the level of sintering exhibited
within the powder bed.30,31 Table II shows the
material properties for Inconel 718 used in this
analysis. All properties, with the exception of emis-
sivity and absorptivity, were from Mills.32 The
emissivity and absorptivity data were taken from
data published by Touloukian for nickel-chromium
alloys.33 The powder conductivity comes from a
well-accepted correlation for unsintered powder
beds proposed by Hadley22 labeled Eq. 8. The
unsintered correlation was chosen for this study
because laser-based processes typically include no
initial preheating and sintering of the powder bed,
as is characteristic of the EBM process.

The solid property values in Table II above the
liquidus temperature, in bold in the table, present
the properties assigned to the molten material.
These liquid properties are also tabulated by
Mills,32 with the exception of emissivity which is

from Touloukian.33 A modification was made to the
liquid thermal conductivity data to account for the
added heat transfer effects occurring within the real
process due to fluid flow that are absent from the
model definition used here. Elevated conductivity
values of 15 times the original conductivity values.
A study was conducted in which the liquid conduc-
tivity was systematically increased and the result-
ing maximum temperatures compared. The
conductivity was considered to be saturated when
the maximum model temperature reached an
asymptotic value and no longer decreased with
increasing conductivity. This analysis showed that
conductivity is saturated at a 915 increased con-
ductivity value.

ke
kg

¼ 1 � að Þ
pf 0 þ ks

kg
1 � ef 0ð Þ

1 � p 1 � f 0ð Þ þ ks
kp
p 1 � f 0ð Þ

þ a
2 ks

kg

� �2
1 � pð Þ þ 1 þ 2pð Þ ks

kg

2 þ pð Þ ks
kg
þ 1 � p

ð8Þ

where:

f0 ¼ 0:8 þ 0:1p

and

log að Þ

¼
�4:898p 0 � p� 0:0827

�0:405�3:154ðp�0:0827Þ 0:0827 � p� 0:298

�1:084�6:778ðp�0:298Þ 0:298 � p� 0:580

8><
>:

In Eq. 8, the following parameters are used: ke:
effective thermal conductivity of powder; kg: Ther-
mal conductivity of gas filling voids between powder
particles; ks: thermal conductivity of the solid
material; a: some scaling factor based on powder
bed porosity p: powder bed porosity; f0: function of
powder bed porosity. In this analysis, only the
powder bed porosity is a constant throughout the
simulation, while the conductivity values are func-
tions of temperature as seen in Table II.

RESULTS

The model is conducted with actual parameters
taken from the experiment to have direct compar-
ison with experimental values. It is repeated at
different values in order to understand and validate
the model results and verify the effect of factors
such as power. Table III presents the parameter
sets used in the trial cases considered. A variety of
power values are compared against the experimen-
tal findings to ensure proper model agreement with
experiments across the entire operating range of the
laser melting process.

The simulation trials were evaluated by measur-
ing the melt pool width at the end of the simulation
and comparing to experimental readings after fab-
rication. Samples considered were built in house

Fig. 3. Fine mesh sensitivity analysis.

Table I. Model dimensions

Dimension mm

Model X dimension 9
Model Y dimension 3
Powder layer thickness (h1) 0.04
Solid layer thickness (h2) 0.9
Build plate thickness (h3) 1
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using an EOSIN M 280 machine at the scan speed
and beam power outline in Table III. The scan lines
are each built upon a base block with dimensions
25.4 mm 9 25.4 mm 9 4.0 mm. The bases are built
using a beam power of 285 W and a scan speed of
960 mm/s. The melt pool geometry readings pre-
sented here were measured by analyzing cross-
sectional images of the single scan solidified region
taken with an optical microscope at 9200 magnifi-
cation. For each parameter set, 10 scan lines were
analyzed and the results averaged to ensure proper
characterization in melt pool geometry while vary-
ing process parameters. Using Matlab processing
tools, the melt pool width, depth, and bead height
were measured in pixel count, as seen in Fig. 4, in
which the horizontal measurement denotes the melt
pool width; the measurement from the horizontal
upward denotes the bead height; and the measure-
ment from the horizontal downward denotes the
melt pool depth. By measuring the pixel count
across the scale provided by the optical microscope
images, the physical dimension is calculated.

As a second measurement technique, a Matlab
code was written that senses solidified region by
sensing pixel color within the image, measuring the
number of pixels within the solidified region, and
converting this pixel count to physical dimensions
in accordance with the scale stamp from the optical
microscope software. This technique is seen in
Fig. 5, in which the red and green lines show the
locations at which the program senses the top and
bottom of the melt pool respectively. The blue lines
at top and bottom show the average top and bottom

locations. The experimental results listed in Table -
IV represent averaged measurements from the two
techniques.

The size of the solidified region in the simulation
trials was determined by counting the number of
elements along a single line perpendicular to the
laser line of action, originally powder that ended the
simulation as a solid material. Since each element
within the powder bed is of uniform size, the overall
size of the solidified region is easily determined by
multiplying the number of solid elements by the
side length of each element. Figure 6 shows the
simulation results with the corresponding experi-
mental trials looking at the scan line from above.
The purple region denotes the areas within the
model that ended the simulation as a powdered
material. The cyan region denotes elements that
were part of the solid layer and were not melted at
any point within the simulation. The red region is
the molten region at the end of the simulation and
the dark blue region is the build plate region. The
orange region acts as a history of the molten
area—it denotes elements that melted and subse-
quently resolidified through the course of the sim-
ulation. Figure 7 shows the corresponding
experimental trials for comparison. In both the
experimental and the simulation cases there is some
degree of fluctuation in the melt pool width partic-
ularly in the high power trial.

As a second method of determining melt pool
width, as well as determining the melt pool length
and depth, a similar technique as seen in previous
works by the author24 was adopted. For this

Table II. Thermo-physical properties of Inconel 718

Temperature
(K)

Powder conductivity
(W/m K)

Solid conductivity
(W/m K)

Enthalpy
(KJ/m3)

Specific
heat (J/K kg)

Density
(kg/m3) Emissivity

298 1.96 8.9 0 435 8190 0.539
373 2.35 10.8 2.69E5 455 8160 0.533
473 2.78 12.9 6.49E5 479 8118 0.533
573 3.24 15.2 1.04E6 497 8079 0.534
673 3.69 17.4 1.45E6 515 8040 0.534
773 3.96 18.7 1.86E6 427 8001 0.535
873 4.38 20.8 2.27E6 558 7962 0.535
973 4.61 21.9 2.72E6 568 7925 0.536
1073 5.62 26.9 3.19E6 680 7884 0.536
1173 5.40 25.8 3.71E6 640 7845 0.537
1273 5.58 26.7 4.18E6 620 7806 0.537
1373 5.91 28.3 4.66E6 640 7767 0.538
1443 6.11 29.3 4.98E6 650 7727 0.538
1609 6.17 444 7.22E6 720 7400 0.329
1673 6.17 444 7.43E6 720 7340 0.332
1773 6.17 444 7.86E6 720 7250 0.337
1873 6.17 444 8.28E6 720 7160 0.341

Solidus temperature (K) Liquidus temperature (K) Thermal absorptivity

1533 1609 0.87
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analysis of the results, the melt pool geometry was
determined by considering the temperature map
existing in the model at a simulation time of 9 ms
and determining at what elements the temperature
transitioned from above the liquidus temperature of
Inconel 718 to below the liquidus temperature. The
distance between these transition elements were
measured in the x direction: the melt pool length;
the y direction: the melt pool width; and the z
direction: the melt pool depth. The temperature
data used in this analysis are seen in Fig. 8 with
reference lines denoting the solidus and liquidus
lines so that the molten region, mushy zone, and
solidified regions can all be identified. The melt pool
depth is recorded as the distance at which the
temperature profile in the depth-wise direction
crosses the liquidus line. The melt pool length and
width are measured as the distance between the two
points where the temperature profiles intersects the
liquidus line. From right to left, the temperature
profiles represent the depth, width, and length.
Note that the length and width data locations have
been transcribed across the graph so that each
profile can be seen clearly without interfering with
other profiles. The measurements taken from this
analysis, along with measurements from the cross-
sectional experimental method and the element-
wise simulation measurement, are shown in
Table IV.

Table IV shows the simulation measurements
compared with the experimental measurements.
The third column in the table shows a correction
factor calculated by dividing the simulation mea-
surement by its corresponding experimental mea-
surement. These correction factors were then
plotted against beam power, and a regression
analysis was performed. This analysis yielded two
correction equations, one for width and one for
depth, to be used to correct the simulation data.
Equation 9 shows the correction equation for the
melt pool width and Eq. 10 shows the correction for
melt pool depth.

Fwidth ¼ �1 � 10�5P2 þ 0:0083Pþ 0:4056 ð9Þ

Fdepth ¼ �6 � 10�6P2 þ 0:0002Pþ 1:3669 ð10Þ

In these two equations, F denotes the correction
factor to be applied to the simulation results and P
denotes the beam power for the simulation trial.
The width regression had an R2 value of 0.988 and
the depth regression had an R2 value of 0.8682. The
trends between calculated correction factor and
beam power for both melt pool width and depth
are seen in Fig. 9. These trends show that at low
power the agreement between simulation and
experimental width measurements is closest, the
calculated correction factor is closest to 1, and at

Fig. 5. Average melt pool width measurement method.

Table III. Simulation process parameters

Process parameter Trial 1 Trial 2 Trial 3 Trial 4

Ambient temperature (K) 298 298 298 298
Effective beam diameter (lm) 200 200 200 200
Penetration depth (lm) 100 100 100 100
Beam power (W) 100 150 200 300
Powder bed porosity 0.3 0.3 0.3 0.3
Beam scan velocity (mm/s) 200 200 200 200

Fig. 4. Cross-sectional optical microscope measurement method.
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high power the agreement between depth measure-
ments is closest. The divergent width measure-
ments with increasing power can be explained by
the balling phenomenon present in the

experimental trails that is not considered in the
simulation. Due to metallic bonding forces, the
molten pool creates a non-wetting interface with
its solid counterpart. This means that the molten

Fig. 6. Final element definitions in model; power as labeled.

Table IV. Comparison of simulation and experimental melt pool geometries

Original
simulation

measurement
(lm)

Average
experimental
measurement

(lm)

Calculated
correction

factor

Corrected
simulation measurement

(lm)
Percentage

difference (%)

100 W Temp-based width 300 270.4 1.11 238.40 �11.84
100 W Temp-based length 380 N/A N/A N/A N/A
100 W Temp-based depth 190 148.1 1.28 143.19 �3.31
150 W Temp-based width 530 362.4 1.46 319.59 �11.81
150 W Temp-based length 550 N/A N/A N/A N/A
150 W Temp-based depth 250 183.7 1.36 198.11 7.86
200 W Temp-based width 700 436.1 1.61 366.80 �15.89
200 W Temp-based length 600 N/A N/A N/A N/A
200 W Temp-based depth 300 280.5 1.07 257.09 �8.34
300 W Temp-based width 950 485.7 1.96 485.09 �0.13
300 W Temp-based length 1100 N/A N/A N/A N/A
300 W Temp-based depth 400 464.3 0.86 451.01 �2.86
100 W Element-based width 267 270.4 0.99 212.17 �21.53
150 W Element-based width 467 362.4 1.29 281.60 �22.30
200 W Element-based width 600 436.1 1.38 314.40 �27.91
300 W Element-based width 867 485.7 1.79 442.71 �8.85
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pool is consolidated into a droplet shape above the
surface instead of spreading out across the solid
surface. Since our model does not consider the fluid
dynamics of the melt pool, this non-wetting effect is
not considered and the simulated melt pool does not
take into account contraction in the width and
length directions to create the molten droplet. No
correction analysis was available for melt pool
length since no experimental data could be used to
determine the instantaneous melt pool length dur-
ing the process, just the final length of the entire
scan line created. If the simulation measurements
are divided by the correction factors from the
regression analysis, the simulation values fall
within a 16% error of the experimental values.

The same correction scheme was applied to the
simulation measurements taken from counting ele-
ments and errors on the order of 20–25% were seen.
The authors believe that thermal mapping is a more
accurate way of determining melt pool geometry,
since it is independent of element size within the
model. Counting elements, on the other hand, is
constrained by the element size within the model as
elements only change material id if all nodes within
the element have reached the solidus, or liquidus,
temperature depending on the applicable phase
transformation. As seen in Table IV, the calculated
correction factor increases with increasing beam
power. The melt pool depth in the high power cases
may have been artificially inflated due to the small

Fig. 7. Top view of experimental trials power as labeled.

Fig. 8. Melt pool geometry and temperature data.
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model width. A model width of 3 mm was chosen to
allow for faster run times, but the constant temper-
ature boundary condition may have caused more
energy to be dissipated into the depth of the model
since the elements at the boundary could not be
elevated in temperature and therefore saw no heat
transfer. Future works will be completed using a
larger model width. The erroneous melt pool geome-
tries can be attributed to ambiguity correlating the
actual beam diameter used within the experimental
process and the effective diameter needed for the
simulation. Another source for inconsistent simula-
tion results is a discrepancy between the solid layer
thickness used in the simulation and that fabricated
in the experiment. In the experiment, a 1-in-thick
solid base was built below the scan lines analyzed;
however, only a 1-mm-thick solid layer was
included. The smaller solid layer was chosen to
relieve computational resources and since thermal
gradients seemed to have dissipated before reaching
the entire depth of the 1-mm solid layer. It is
possible, however, that the solid layer thickness
could adversely affect the validity of the simulation
compared to the experiment. The authors are,
however, confident that by employing these correc-
tion factors the model may be used to provide an
accurate starting point for assessing changes in
process parameter sets and their effect on melt pool
geometry.

CONCLUSION

By comparing the results from the finite element
model presented in this work to experimental work
being conducted within the authors’ research group,

two correction correlations between simulation melt
pool geometry and beam power were developed, one
for melt pool width and the other for melt pool
depth. When comparing the experimental data
against simulation measurements taken via ana-
lyzing the thermal history of the model, these
correction correlations allowed simulation results
to fall within a 16% error range from the experi-
mental findings. Correction factors, as presented in
this work, are a mere beginning to tuning the
described model for determining melt pool geometry
and temperature distribution in SLS built Inconel
718 parts. Causes for the discrepancy between the
simulation and experimental measures are dis-
cussed and improvements proposed. By exploring
the phenomenological causes for discrepancy
between simulation and experimental measure-
ments that led to the creation of correction factors
in this work, and by including these phenomena
into later works, the authors will be able to more
fully understand the physical phenomena occurring
during part production using powder bed-based
additive manufacturing techniques. With the cor-
rected model, the work presented here can be
further improved and later used as a stepping stone
to better predicting melt pool geometries while
assessing variations in process parameters across
a broad range of novel engineering materials.
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