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In this overview, we present integrated CAPHAD and phase-field modeling
with critical experiments to explore a newly discovered, nonconventional,
solid–solid phase transformation pathway based on the so-called pseudo-
spinodal mechanism. We show that this new transformation pathway offers a
new design strategy for Ti alloys with extremely fine and uniform a + b
microstructures that could potentially have highly attractive balances of
mechanical properties. To broaden the processing window for such a mecha-
nism to operate, we also explore a different nonconventional transformation
pathway that involves precursory phase separation. In addition, the variant
selection process during the b fi a transformation leading to macrozones is
investigated and the results could shed light on how to control processing
conditions to avoid or reduce microtexture at both the individual b grain level
and the overall polycrystalline sample level.

INTRODUCTION

Most engineering alloys for structural applica-
tions are strengthened by second-phase particles.
Features such as the volume fraction, size, shape,
orientation, coherency state, and spatial distribu-
tion of these particles characterize the microstruc-
tures of such alloys, and they profoundly influence
the deformation mechanisms and mechanical
behavior. Among these microstructural features,
the density and nature of heterophase interfaces
and their spatial uniformity are extremely impor-
tant. Familiar examples include very high-strength
structural Al alloys involving formation of Guinier–
Preston–Bagaryatsky (GPB) zones at an extremely
fine (atomic) scale,1–3 high-strength and high-duc-
tility steels with ultrafine (nanometer scale) lamel-
lar structures consisting of either ferrite +
cementite4,5 or ferrite + austenite,6 and Ni-base
superalloys with refined (nanometer-scale) precipi-
tates of the L12 c¢ phase (based on Ni3Al).7,8 In the
case of Ti alloys, in the b-heat-treated condition, for
example, the a-phase usually forms both as an al-
lotriomorph along prior b-grain boundaries and as
Widmanstätten plates nucleating at the grain
boundary a-phase9,10 or from an existing

Widmanstätten plate,10–12 leading to relatively
coarse lamellar structures (e.g., Fig. 1a) with strong
transformation texture (i.e., appearance of large
regions of a plates consisting of the same crystallo-
graphic orientation variant or different variants but
with a common crystallographic feature such as a
common basal (0001)a pole; these regions within
individual b grains or across grain boundaries are
often referred to as ‘‘macrozones’’ or microtextured
regions). These microstructural characteristics
usually result in a significant reduction in the fati-
gue life of Ti alloy components.13,14

Generally in Ti alloys, it has not been possible to
produce very refined microstructures with either no
or limited microtexture, and balances of properties
have been realized by either b-processing producing
distributions of allotriomorphic a-plates in either
the colony (slow cooling) or basketweave (fast cool-
ing) morphologies, or by a/b processing to distribute
equiaxed a-particles with so-called transformed b
regions. However, exciting recent theoretical15,16

and experimental17 developments provided oppor-
tunities to design ultrafine and ultrauniform a + b
microstructure (Fig. 1c) via a new and nonconven-
tional intragranular transformation pathway.
This new transformation pathway is based on the

JOM, Vol. 66, No. 7, 2014

DOI: 10.1007/s11837-014-1011-2
� 2014 The Minerals, Metals & Materials Society

(Published online May 28, 2014) 1287



so-called pseudo-spinodal mechanism first proposed
by Ni and Khachaturyan15 to account for ‘‘tweed’’
microstructures. Furthermore, if we develop a bet-
ter understanding of the variant selection process
during the b fi a transformation that leads to the
macrozones, we would be able to control the pro-
cessing conditions to avoid or reduce microtexture
at both the individual b grain level and the overall
polycrystalline sample level. There is, therefore,
much anticipation regarding the development of
attractive balances of properties in Ti alloys with
ultrafine and ultrauniform precipitate microstruc-
tures free of transformation texture through trans-
formation pathway engineering.

In this article, we present an Integrated Compu-
tational Materials Engineering (ICME) approach
that could be used to accelerate the realization of
the new transformation pathway and alloy design
concept, and the optimization of processing condi-
tions for close control of transformation texture in
the development of the next generation of Ti alloys.
These alloys will have extremely fine and uniform
microstructures with little or no microtexture;

therefore, substantially improved properties (e.g.,
an excellent combination of strength and ductility
as well as high-temperature microstructural sta-
bility) are expected. In this approach, alloy devel-
opment will be led by computational modeling to
permit the rapid discovery of new types of alloys
that may have been missed by the traditional trial-
and-error method. In particular, we predict compo-
sition and temperature windows for the pseudo-
spinodal intragranular transformation mechanism
to operate by using a model alloy system. We also
predict coupled microstructure and texture evolu-
tion due to variant selection under the influence of
different processing variables during the b fi a
transformation, including effects of dislocations,
prestraining, type of boundary constraint, and
starting texture of the b samples. Our findings may
shed light on the design of the next generation of Ti
alloys (alloy chemistry and processing conditions)
with ultrafine and uniform precipitate microstruc-
tures and hence potentially much improved bal-
ances of properties that may be exploited for
application in components.

Fig. 1. (a) SEM micrograph of a typical a + b microstructure in Ti-6Al-4V (wt.%), being b-solutionized at 1020�C and then slowly cooled to room
temperature at the rate of 1�C/min white color describe the Beta phase, and black color describe the alpha phase. (b and c) SEM backscattered
images of Ti-5Al-5V-5Mo-3Cr-0.5Fe (wt. %) samples that were b-solutionized (1000�C/30 min), step quenched, and isothermally aged for 30 min
at 700�C and isothermally aged for 30 min at 600�C, respectively grey color describe the Beta phase, and black color describe the alpha phase.
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METHOD

The nonconventional pseudo-spinodal transfor-
mation pathway mentioned above involves two
phases having different compositions as well as dif-
ferent crystal structures. If the parent phase has a
composition close to the intersection point of the free
energy-composition curves of the parent and product
phases (referred to as the c0(T) point for that par-
ticular temperature), then small concentration fluc-
tuations will drive the composition of certain regions
of the parent phase to the opposite side of the c0(T)
point. The system can reduce its free energy by
transforming these regions congruently to the
product phase. Subsequently, long-range diffusional
partitioning between the parent and product phases
during isothermal annealing drives their composi-
tions toward equilibrium. The operation of such a
nonconventional transformation pathway is deter-
mined by the interplay between two competing
structural and compositional instabilities within the
b matrix.18 It is therefore necessary to tailor the
relative strengths of these two instabilities by
adjusting the alloy composition and heat-treatment
schedule to promote or suppress a given pathway,
which is rather difficult to do through trial-and-error
experimentation because the mechanism may oper-
ate only in a narrow processing window.16 For vari-
ant selection during b fi a transformation, which a
variants have the smallest activation energy for
nucleation and which ones have the fastest grow
rate at a given moment in time is determined by the
structural and chemical nonuniformities in the b
phase matrix and the stress state associated with
these nonuniformities, as well as residual stress
from prior thermomechanical processing (TMP)
history. Then, the nucleation and growth of a pre-
cipitates taking place at the given moment will alter
the existing microstructural and stress states and
thus will change the variant selection process for the
next increment in time. Thus, it is also extremely
difficult to develop a fundamental understanding of
such an intimately coupled process by trial-and-er-
ror experimentation alone.

From the computational materials engineering
point of view, to describe microstructure evolution
following the nonconventional intragranular trans-
formation pathway and variant selection during pre-
cipitation, computational models must be able to treat
homogeneous/continuous (such as congruent order-
ing, spinodal ordering, and decomposition)18 and
heterogeneous (conventional nucleation and growth)
transformation mechanisms simultaneously. Models
also should consider the effects of preexisting arbi-
trary structural and chemical nonuniformities (such
as dislocations and grain boundaries, preexisting
precipitates, and the presence of precursory phase
separation, etc.) on nucleation. Based on gradient
thermodynamics19–21 and microelasticity theory,22–26

the phase-field approach27–33 (also called the diffuse-
interface approach) offers an ideal framework to deal

rigorously and realistically with these difficult chal-
lenges. In this approach, the total free energy
(including the chemical, elastic, and interfacial ener-
gies) of an arbitrary heterogeneous system is formu-
lated as a function of both the local chemical and
structural states and their spatial variations (gradi-
ents). The minimum energy path (MEP) on the free-
energy hypersurface then defines the transformation
path(s) and microstructural states, regardless of
whether spinodal decomposition or phase separation
by nucleation and growth34 is involved.

As has been demonstrated in a recent phase-field
simulation study of the b fi a transformation in
Ti-6Al-4V (in wt.%),35,36 the formulation of the total
free energy functional, which consists of the bulk
chemical free energy, elastic strain energy, and
interfacial energy, has accounted for the following:
(I) reliable thermodynamic data for the bulk chemi-
cal free energy;36,37 (II) crystallography of the b fi a
crystal lattice rearrangement, including orientation
relationship (OR) and lattice correspondence (LC) as
functions of the lattice parameters of the precipitate
and parent phases (i.e., the effect of alloy chemistry)
note that LC also referred to as atomic site corre-
spondence in diffusional transformation; (III)
accommodation of the transformation strain; (IV)
development of defect structures (misfit dislocations
and structural ledges) at a/b interfaces as precipi-
tates grow in size; and (V) elastic interaction of
nucleating particles with existing chemical and
structural nonuniformities and other stress-carry-
ing defects such as dislocations.38 In this article, we
show that the nonconventional intragranular
transformation pathway can be predicted by the
phase-field method through coupling with CALP-
HAD (calculation of phase diagram) thermodynamic
and mobility databases. Such a quantitative phase-
field model can also be applied to study variant
selection during the b fi a transformation. In
combination with orientation distribution function
(ODF) modeling39,40 of the simulated a/b micro-
structures, the phase-field model allows for a treat-
ment of both microtexture and macrotexture
evolution accompanying a/b microstructure evolu-
tion during different thermomechanical treatments.

DESIGN OF NOVEL A/B MICROSTRUCTURE
THROUGH NONCONVENTIONAL TRANS-

FORMATION PATHWAYS

To investigate whether the pseudo-spinodal
mechanism operates in Ti alloys and, if it does, to
identify the processing window size (i.e., tempera-
ture range for a given alloy composition or alloy
composition range at a given temperature) for
designing ultrafine and ultrauniform a + b micro-
structures by using this mechanism, we start with a
simple binary alloy system, Ti-Mo, for which a
critically assessed thermodynamic database is
available. Although this is a much simpler system
compared with the commercial Ti alloys such as
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Ti-5553 (Ti-5Al-5V-5Mo-3Cr-0.5Fe) and b-21s
(Ti-15Mo-3Al-2.7Nb-0.3Si) (composition in wt.%),
the critical fundamental knowledge generated from
this model alloy, such as the criteria that control the
pseudo-spinodal mechanism, e.g., (I) how sensitive
c0(T) is to alloy chemistry and (II) how close an alloy
composition or an aging temperature has to be to
c0(T) to involve the pseudo-spinodal mechanism
rather than the conventional nucleation and
growth, can guide the design of commercially
important Ti alloys.

Using the free energy model in Thermo-Calc
(Thermo-Calc Software Inc., McMurray, PA) and
Pandat (CompuTherm LLC, Madison, WI)41,42 for
Ti-Mo alloys, the calculation of the c0(T) values is
rather straightforward. They are 5.8 wt.% and
9.0 wt.% Mo respectively, at 700�C and 600�C.17

Based on these values, we predict that an alloy of
composition Ti-10 wt.% Mo is likely to follow the
conventional nucleation and growth transformation
pathway if quenched from above the b transus and
isothermally held at 700�C. However, if the same
alloy is quenched and then isothermally held at
600�C, where the alloy composition will be quite
close to c0(T), the transformation pathway may fol-
low the pseudo-spinodal mechanism, leading to
much finer scale intragranular distribution of a
precipitates within the b grains. The top row of
Fig. 2 shows our preliminary phase-field simulation
results in two dimensions (512 9 512 mesh points)
for two alloys of different Mo concentrations, one
close to c0(T = 600�C) and one far away from it,
isothermally aged at T = 600�C for different
amounts of reduced time. The nucleation process is
simulated by introducing thermal fluctuations in
both concentration and structural order parameters

using the Langevin random force approach.43 The
atomic mobilities or interdiffusion coefficient in
Ti-Mo system at 600�C, e.g., D = 10�18 m2/s, can also
be obtained from the CALPHAD approach.44 For the
phase-field mobility (i.e., the kinetic coefficient in
the time-dependent Ginsburg-Landau equation), it
has been chosen (i.e., M = 6.0 9 10�8 J/m3/s) so as
to guarantee a diffusion-controlled precipitation
process, as detailed in Ref. 37. In phase-field simu-
lations, the length scale of the computational
supercell is determined by the interfacial energy. In
this study, we have assumed that the interfacial
energy between the a and ß phases at the aging
temperature is 100 mJ/m2, which yields a submi-
cron length scale.

We also prepared a Ti-10Mo alloy, homogenized
and solution treated at 900�C (above the b transus)
and then directly step quenched to two different
isothermal holding temperatures of 700�C and
600�C, respectively. The results are shown in the
bottom row of Fig. 2. Both the simulation and
experimental results reveal a substantially higher
number density of a precipitates and hence much
finer microstructures when the alloy composition is
close to c0(T) compared with those obtained when
the alloy composition is far from c0(T). These results
indicate that there is a substantial difference be-
tween the mechanisms of a precipitation in the two
cases, possibly being pseudo-spinodal decomposition
in the former (see Fig. 3 for details) and conven-
tional nucleation and growth in the latter. Similar
behavior has also been observed in Ti-5553 as
shown in Fig. 1b and c and b-21s.16,17

The quantitative characterization of the simu-
lated microstructures16 shows that the nucleation
rate associated with the pseudo-spinodal mechanism

Fig. 2. Top row: Phase-field simulation prediction obtained using CALPHAD free energy models in PANDAT database, mobility database, and
an interfacial energy of 100 mJ/m2, isothermal aging at 600�C with two different Mo concentrations. Different colors represent different a variants.
t0 is the reduced time unit related to Mo diffusivity. Bottom row: backscatter SEM images from Ti-10Mo (in wt.%) after step quenching and
isothermal holding at 700�C for 5 min and 15 min, and 600�C for 5 min and 15 min.
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is �100 times that expected from the conventional
nucleation and growth mechanism estimated using
the classic nucleation theory.16,45 When the alloy
composition is far from c0(T), the nucleation rate
obtained from the phase-field simulations is more or
less in line with that predicted by classic nucleation
theory. It is found for Ti-Mo that the alloy compo-
sition has to be within about 2 wt.% of c0(T) (either
by adjusting alloy composition or by adjusting aging
temperature) to involve the pseudo-spinodal mech-
anism effectively.

These simulation predictions demonstrate clearly
that the pseudo-spinodal mechanism does offer a
new way to produce extremely refined and uniform
a + b microstructures in Ti alloys. They also show
that this mechanism operates in a rather narrow
processing window. However, the newest PANDAT
thermodynamic database46–48 for the b phase in
Ti-Mo shows the existence of a true miscibility gap.
It is also noted that the predicted c0(T) values from
this new database have changed to�3.0 and 4.35 (all
in wt.% Mo) at 700�C and 600�C, respectively. Using
this new thermodynamic database, the predicted
microstructural evolution during a precipitation

following the pseudo-spinodal mechanism is shown
in Fig. 3 when the alloy composition (5.0 wt.% Mo) is
greater than, but near, c0(T) (�3.0 wt.% Mo). The
compositional fluctuations within the b matrix
(again simulated by the Langevin noises43) in both
concentration and structural order parameters
(Fig. 3a and a¢, which were turned off after the
reduced time t* = 20) could result in the composition
of certain volume elements being leaner in solute
than the c0(T) point. These regions transform con-
gruently to the a phase (see Fig. 3b and b¢) but with
concentrations far from equilibrium (see Fig. 3e).
Subsequently, continuous diffusional partitioning
between the b and a phases drives their compositions
toward equilibrium as in spinodal decomposition
(see Fig. 3e). The concentration variation shown in
Fig. 3e is consistent with that measured using atom-
probe tomography in Ti-5553.17

The existence of a miscibility gap in b of Ti-Mo
system (see Fig. 4)46–48 and other Ti alloys49 pro-
vides a new opportunity to use a different non-con-
ventional transformation pathway, i.e., precursory
phase separation, to engineer ultrafine a + b
microstructures in much wider composition ranges.

Fig. 3. Phase-field simulations (in two dimensions) of microstructural evolution during a precipitation via the pseudo-spinodal mechanism in
Ti-5Mo (in wt.%) at 700�C. (a–d) show the concentration field in grayscale with dark shade representing low Mo concentration. (a¢–d¢) show the
structural order parameter fields, with red, green, and light blue representing the three variants of a precipitates and blue representing the b
phase. The Langevin noise terms simulating thermal fluctuations were turned off after t* = 20. (e) Typical concentration profile change across an
a precipitate during its growth at different moments of time t*, where t* is a dimensionless time unit reduced by Mo mobility.
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This mechanism could also explain the experimen-
tal observations presented in Fig. 2. According to
the latest database,46–48 the ultrafine microstruc-
ture observed in Ti-10Mo at 600�C (Fig. 2c¢ and d¢)
may not be produced by the pseudo-spinodal mech-
anism because the alloy composition is too far away
from c0 (e.g., c � c0 = 5.65 wt.%), but it could be
attributed to the precursory phase separation by
spinodal decomposition. For example, if an alloy is
held within the spinodal region of the miscibility

gap and above the b-transus, then true spinodal
decomposition (rather than pseudo-spinodal
decomposition) will take place in b (it may also take
place during cooling toward the b-transus), pro-
ducing concentration modulations prior to a pre-
cipitation, with b-stabilizer rich and lean regions on
a very fine scale. Such a precursory phase separa-
tion may also produce many pockets in the parent
phase whose compositions cross the c0(T) point, thus
leading to congruent transformation proceeding
decomposition. This transformation pathway is
similar to the pseudo-spinodal pathway and there-
fore could lead to ultrafine and ultrauniform intra-
granular a + b microstructures. Our phase-field
simulation results (Fig. 5a–c) obtained for such a
system have confirmed this analysis.50 Different
from the pseudo-spinodal mechanism, this precu-
sary spinodal decomposition mechanism operates
within a much wider composition range. Our
experimental observations have confirmed that
refined a + b microstructures containing intragran-
ular a precipitates in Ti-Mo can be obtained in a
wide composition range (Fig. 5d–f).50

When there is a miscibility gap in the parent
phase, both pseudo-spinodal and precursory spin-
odal transformation pathways may exist, which can
be illustrated in reference to the free energy curves
drawn schematically in Fig. 6. Figure 6a describes
the pseudo-spinodal mechanism with alloy compo-
sition c being close to c0 but far away from the
spinodal region, a situation corresponding to rela-

Fig. 4. Gibbs free energy curves of a and b phases in Ti-Mo at 873 K
based on PANDAT database. There is a spinodal region between
c = 0.15 and c = 0.5. The intersection between the free energy
curves defines the critical concentration c0. The inset shows c0 as a
function of temperature.

Fig. 5. a + b microstructures predicted by two-dimensional phase-field simulations for (a) Ti-8Mo, (b) Ti-10Mo, and (c) Ti-20Mo at 573 K.
Experimental observations of a + b microstructures for (d) Ti-7.5Mo, (e) Ti-12Mo, and (f) Ti-15Mo at 873 K.
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tively high temperatures for Ti-Mo. In this case, the
nonconventional intragranular transformation
pathway can be realized only within a narrow
composition range. Figure 6b describes the precur-
sory spinodal decomposition mechanism. It corre-
sponds to relatively low temperatures for Ti-Mo
where c0(T) is relatively high and close to the spin-
odal region. In this case, the pseudo-spinodal
mechanism will operate directly when the alloy
composition is close to c0(T) and the precursory
spinodal mechanism will operate when the alloy
composition is far from c0(T) but within the spinodal
region (which is relatively large).

CONTROL OF TRANSFORMATION TEXTURE

As noted previously, during TMP many factors
can lead to the occurrence of variant selection dur-
ing the b-to-a transformation and formation of mi-
crotexture. For both b and a + b processing routes,
the b fi a transformation starts from prior b grain
boundaries that have strong preference to select
certain variants for allotriomorphic a (GBa).13,51

Colony a, i.e., a cluster of parallel a plates belonging
to a single variant (the same variant as the GBa)
could then develop into the b grain that holds a
Burgers orientation relationship (BOR)52 with the
GBa.13,53–56 The development of colony structures
on the other adjacent b grain is also subjected to the
influence of the GBa.12,13,53,56 The nonconventional
intragranular transformation pathways discussed
above may serve as an effective means to eliminate
such variant selection processes.

Defects such as dislocations and stacking faults
generated during TMP in either the b or the a + b
phase region may act as preferred nucleation sites
for a specific subset of a variants. As an example,
the results obtained from a recent phase-field sim-
ulation study of b fi a transformation in Ti-6Al-4V
in the presence of a single edge-type dislocation of
the 12�1

� �
�111
� �

b slip system is shown in Fig. 7.57 It
is readily seen that variants V1 and V738 nucleate
first along the dislocation line and develop into laths
during growth. This is because the habit planes of

these a variants contain the dislocation line. During
the growth of V1 and V7, variants V4 and V6 are
further selected by V1 and V7, forming an alterna-
tive arrangement on the broad faces of these pri-
mary a laths. This autocatalytic process leads to the
formation of closed-triangular patterns, frequently
observed in the experiments,11 consisting of three a
variants sharing a common 11�20a

� �
direction.38,57

Concurrently, variants V10 and V12 are formed on
the broad face of V7 in the form of thin laths.

Besides dislocations, there exists a rich variety of
other sources that generate local stresses and could
lead to variant selection within a sample during
TMP. For example, owing to the anisotropy of
thermal expansion in the a phase (which is 20%
larger in the ch i direction than in the ah i directions),
substantial residual stresses are common in a + b Ti
alloys even after a stress-relief annealing treat-
ment.58–60 Moreover, local stress fields will also be
generated by a precipitation and autocatalysis has
been shown frequently to cause variant selec-
tion.11,61 Furthermore, for polycrystalline materials

Fig. 6. Schematic free energy curves for non-conventional transformation pathways in Ti alloys: (a) Pseudo-spinodal mechanism and (b)
precursory spinodal mechanism. See text for more details.

Fig. 7. Phase-field simulation of variant selection due to a single
straight edge-dislocation belonging to 12�1

� �
�111
� �

b slip system. In
the figure, the dislocation line is along zjj½�111�b.
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under an external stress or strain field, the local
stress state within the sample will vary significantly
from grain to grain because of the elastic anisotropy
in each grain that leads to elastic inhomogeneity in
the sample.62 It is clear that the local stress state,
due to a rich variety of sources, is a key factor in
controlling variant selection and hence the final
transformation texture during a precipitation in
a + b Ti alloys.

To demonstrate how certain constraints and
stress conditions experienced by a component dur-
ing TMP affect variant selection and formation of
microtexture, we have performed three-dimensional
(3-D) phase-field simulations under different types
of uniform prestrains that are realized by applying
an external load to a sample and then clamping the
sample. Such a boundary condition parallels to the
recent experimental study on variant selection in
Ti-6Al-4V.63 A polycrystalline sample of Ti-6Al-4V
(Fig. 8a) is created by the Voronoi algorithm and
relaxed by a phase-field grain growth code64 to
obtain equilibrium junctions among b grains. The
orientation of each b grain with respect to the
sample reference is specified by a set of Euler angles
/1;U;/2½ � using the Bunge notation.39 The ODFs of
b texture are then obtained from individual orien-
tation data using MTEX MATLAB quantitative
texture analysis software.65 The chosen kernel is a
de la Vallée Poussin kernel with a smoothing half-
width of 5�. The beta texture is represented by the
{101}b pole figures shown in Fig. 8, whose intensity
contours are represented in times-random units.
For convenience, the freely available MTEX
MATLAB toolbox for quantitative texture analysis65

is used to make all pole figures. Because the starting
texture of the b phase has a strong influence on the
transformation texture of the a phase because of the
BOR between the two phases, two sets of initial b
textures are considered in the current study. One
has a relatively random texture and is referred to as
‘‘randomly textured’’ sample, and the other has a
relatively strong texture and is referred to as

‘‘strongly textured’’ sample.63 Their textures are
represented by the {101}b pole figures shown in
Fig. 8b and c, respectively. As can be seen from the
pole figures, the strongly textured sample has a
relatively larger maximum pole intensity of the
{101}b pole than that of the randomly textured one.

Within each b grain, 12 nonconserved phase-field-
order parameters are employed to describe the spa-
tial distributions of all 12 a variants.38 As such, it
requires 12 9 N order parameters in total to
describe a precipitation in a polycrystalline b sample
consisting of N grains. Variant selection behavior
under the influence of both starting b texture and
prestrain are then investigated using a quantitative
3-D phase-field model. The nonuniform stress field
within the elastically inhomogeneous polycrystal-
line sample under a prestrain is obtained by a phase-
field model with inhomogeneous elastic moduli62 and
is updated in parallel to a precipitation.

For the randomly textured b sample, when the
prestrain is introduced by a compressive stress that
is applied along the x-axis before the system’s
boundary is clamped, we can see clearly from
Fig. 9a that the precipitation behaviors of different
a variants vary significantly from one b grain to
another. In some grains, multiple a variants appear
simultaneously, while in some others only limited
numbers of a variants are present. The volume
fraction of the total a phase in each b grain also
varies significantly from grain to grain. The overall
microstructures of a precipitates within individual b
grains also vary significantly when different types
of prestrains are introduced to the random-textured
sample as shown in Fig. 9b. Similar variant selec-
tion behavior is also observed in the strongly tex-
tured sample (Fig. 9c and d).

In order to quantify the texture evolution during a
precipitation, a virtual EBSD scan is preformed
through the sample to read the orientation infor-
mation of individual a precipitates according to the
index of the a variants38 and orientation of the b
matrix based on the BOR. The ODFs for the a phase

Fig. 8. (a) Polycrystalline b matrix with two different strengths of starting b texture: random textured (b) and strong textured (c) as indicated by
the maxima intensity in the {101}b pole figures.
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are obtained using the same approach as that used
in quantifying the b texture.40 The final a textures
are represented by the (0001)a pole figures in Fig. 9.
The strength of the transformed a texture is simply
represented by the texture-component maxima in
these pole figures, which indicate that the strength
of the transformation texture depends on both the
starting b texture and the type of prestrain. It is
generally believed that the stronger is the starting b
texture, the stronger is the final a texture, which is
also true in most of the cases considered in our
simulations. However, when the prestrain is

generated via a 50-MPa tensile stress, the final
maximum intensity of the basal pole in the strongly
textured sample is smaller than that in the ran-
domly textured sample, as shown in Fig. 10a. The
differences in both microstructure and texture
reflect different variant selection behaviors under
the combined effect of the starting b texture and the
evolution of the a precipitate microstructure due to
the specific prestrain.

The degree of variant selection could be quanti-
fied using the ratio RVS between the maxima-pole
intensities in the (0001)a and {011}b pole figures.63 It

Fig. 9. Phase-field simulations of a precipitation in a polycrystalline b sample, showing the effects of both starting b texture and prestrain on the
microstructure and transformation texture (represented by the (0001)a pole figure).

Fig. 10. Influence of both starting b texture and type of prestrain on (a) the strength of final a texture and (b) degree of variant selection RVS.
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has been shown that, if there is no variant selection;
i.e., the orientation density of b is distributed
equally to all 12 a variants in each b grain, then the
corresponding {101}b and (0001)a pole figures will be
identical and RVS � 1. If variant selection occurs,
then RVS > 1. It can be seen from Fig. 10b that RVS

in the strongly textured sample is smaller than that
in the randomly textured sample except when the
prestrain is associated with a compression along the
x direction. Thus for samples with strong b-texture,
certain prestraining before the b fi a transforma-
tion could result in the maximum number of a
variants and hence avoid or reduce microtexture at
both the individual b grain level and the overall
polycrystalline sample level. The effects of different
processing variables such as cooling rate, residual
stress, prestrain, type of boundary constraint, and
preexisting microstructure on transformation tex-
ture are currently being investigated systematically
using the phase-field method, and the simulation
results could provide a foundation for microtexture
control during TMP of Ti alloys.

SLIP TRANSMISSION OF DISLOCATION
THROUGH A/B INTERFACES

As noted earlier, the density and nature of het-
erophase interfaces and their spatial uniformity
are keys in determining the deformation mecha-
nisms and mechanical behavior of precipitation-
hardened alloys such as the a + b Ti alloys. Fol-
lowing our recent success66–71 in studying disloca-
tion interactions with c/c¢ microstructures in
Ni-base superalloys using the microscopic phase-
field dislocation model72–75 in combination with
ab initio calculations of GSF energy, a quantitative
phase-field model of dislocation—a/b microstruc-
ture interactions has been formulated for a model
a + b Ti alloy, using as model inputs the elastic
constants of a and b phases and GSF energies of
operating slip systems in both a (e.g., hai type dis-
locations on the basal plane) and b (e.g., 1/2h111ion
{110}) phases obtained from the ab initio calcula-
tions.76 The model is being used to investigate the
critical resolved shear stresses, sCRSS, for disloca-
tions to pass through the various a/b microstruc-
tures generated by both conventional and
nonconventional transformation pathways. Such a
study will allow us to identify critical microstruc-
tural features and construct microstructure-sensi-
tive property models using dislocation density-
based crystal plasticity models.77–79 Serious efforts
are also being made to couple directly the phase-
field model of alpha/beta microstructure evolution
and the crystal plasticity model of dislocation
structure evolution. For example, to develop a
microstructure-sensitive dislocation density-based
crystal plasticity model, the detailed deformation
mechanisms for a given a + b microstructure need
to be incorporated in the constitutive hardening
equations. The details of how individual dislocations

interact with a/b interfaces enabled by the micro-
scopic phase field models will serve as critical
input to such a crystal plasticity models that are
currently under being development at several pla-
ces. Serious efforts are also being made to couple
directly the phase-field model of a/b microstructure
evolution and the crystal plasticity model of dislo-
cation structure evolution.77–79

CONCLUSION

The integrated CALPHAD and phase-field mod-
eling approach has been shown to be effective in
exploring new transformation pathways and novel
alloy design ideas. The approach identified two
nonconventional intragranular transformation
pathways, i.e., the pseudo-spinodal and precursory
spinodal pathways in Ti-Mo binary system that led
to an extremely refined and uniform a + b micro-
structure. It predicted conditions for these two
mechanisms to operate in a given alloy system and
demonstrated the importance of accurate thermo-
dynamic databases. For example, the pseudo-spin-
odal mechanism can operate in systems with and
without a miscibility gap, but the alloy composition
has to be in close proximity of to the c0(T) (�2 wt.%),
while the precursory spinodal mechanism can
operate in a much broader composition range but
requires the presence of a miscibility gap in the
parent phase. These simulation predictions have
been confirmed by direct experimental observations
made on the same alloy system. These intragranu-
lar transformation pathways could also be effective
means in eliminating microtexture related to vari-
ant selection during b fi a transformation via the
conventional intergranular transformation path-
way.

When certain defects and residual stresses exist
in the b-phase matrix because of TMP, the variant
selection process can be predicted fairly accurately
by the phase-field simulations, and hence certain
measures could be taken to reduce the degree of
microtexture.

Although the examples presented in the current
work are mostly for a simple binary alloy system,
the c0(T) can be calculated routinely from CALP-
HAD databases such as PanTi48 for commercial Ti
alloys. Therefore, such an ICME approach may
accelerate the exploitation of these nonconventional
transformation mechanisms and alloy design con-
cepts, and control of texture, for the development of
new Ti alloys having ultrafine and ultrauniform
a + b microstructures with much improved
properties.
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