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Abstract
The human gastrointestinal (GI) system can be affected by various illnesses which results in the death of about two million 
patients globally. Endoscopy helps to detect such diseases as identifying these abnormalities in GI tract endoscopic images 
is crucial for therapy and follow-up decisions. However, clinicians require adequate time to examine such follow-ups that 
hinders manual diagnosis. As a result, the aim of the study is to detect and classify various gastric based diseases using deep 
transfer learning models such as DenseNet201, EfficientNetB4, Xception, InceptionResNetV2, and ResNet152V2, which have 
been assessed on the basis of precision, loss, accuracy, F1 score, root mean square error, and recall. In this study, Kvasir’s 
dataset has been used, which is divided into five categories: dyed-lifted polyps, esophagitis, normal cecum, dyed resection 
margins, and normal colon of endoscopic images. All the images are enhanced by removing the noise before being sent 
into the deep transfer learning algorithms. During experimentation, it has been analyzed that to detect dyed-lifted polyps, 
Inception ResNetV2 obtained the highest testing accuracy by 97.32%. On the other hand, Xception model efficiently detects 
dyed resection margins, esophagitis, normal cecum, and normal colon by computing the best testing accuracy of 95.88%, 
96.88%, 97.16%, and 98.88%, respectively.

1 Introduction

Healthcare is one of the most critical areas in the field of big 
data for its vital role in a dynamic and thriving society, this 
is the reason why artificial intelligence (AI) based technolo-
gies have attracted much interest in the medical field [1]. In 
case of gastrointestinal disorders, AI is increasingly being 
used, and it is becoming more helpful to identify the diseases 
for which it requires an understanding as how to maximize 
AI’s potential in diagnosing and treating such disorders [2].

Gastrointestinal diseases affect the entire gastrointesti-
nal (GI) tract, starting from the mouth to the anus. The GI 
tract is a collection of hollow organs connected by a long, 
twisting tube that extends from the mouth to the anus and 
comprises of mouth, oesophagus, stomach, small intestine, 
large intestine, and anus as shown in Fig. 1 [3].

According to the National Institute of Diabetes and Diges-
tive and Kidney Diseases, 60 million to 70 million people 
suffer from gastrointestinal problems each year, resulting in 
almost 250,000 deaths. These disorders cause over 50 mil-
lion hospital visits and 21.7 million hospital admissions per 
year [5] and as per the World Health Organization (WHO), 
each year, gastrointestinal problems such as gastrointesti-
nal polyps (Fig. 2) which are abnormal tissue that grows on 
the stomach and colon mucosa, and causes gastrointestinal 
cancer, take the lives of million people [6].Therefore, after 
a long research it has been observed that the increase in 
gastrointestinal cases are due to a variety of factors which 
includes unhealthy eating habits among middle and upper-
class people, a hectic work schedule, a lack in exercise, an 
increase of stress levels, malnutrition among children from 
low-income families, and the unsanitary environment at 
rural and slum areas [7, 8].
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Early identification of gastrointestinal disorders may 
reduce the chances of developing severe medical problems. 
It is because an intelligent healthcare system based on arti-
ficial intelligence (AI) technology provides fast and accu-
rate diagnosis of GI-tract illnesses and can also be deployed 
to relieve the strain and assist gastroenterologists [9, 10]. 
In addition to this, automatic detection, recognition, and 
evaluation of abnormal results also aid in reducing dispari-
ties, improving quality, and making the most use of limited 
medical resources. Using images of gastrointestinal dis-
eases, researchers employed a combination method of deep 
residual networks to identify images and achieved a good 
multi-class classification performance with an  RK value of 
0.802 and a classification speed of 46 frames per second 

[11].Similarly, the authors of [3] employed VGG16, ResNet, 
MobileNet, Inception V3, and Xception neural networks to 
diagnose various gastrointestinal illnesses, and discovered 
that VGG16 and Xception neural networks gave the most 
accurate findings, with up to 98% accuracy. Some research-
ers predicted eight-class abnormalities of digestive tract ill-
nesses with 97% accuracy using ResNet18, DenseNet-201, 
and VGG-16 CNN models as feature extractors, and global 
average pooling (GAP) layer [12]. In a nutshell, it can be 
said that machine and deep learning approaches are highly 
beneficial in automatically extracting features and utilizing 
them to evaluate images for GI tract disease diagnosis.

Hence, keeping the aforementioned tracks of the details, 
the primary goal of the work is to create a model that effi-
ciently predicts the performance of numerous gastrointesti-
nal disorders using deep transfer learning methodologies for 
which the following contributions have been made:

• The images have been taken from KVASIR dataset in 
which 4000 dyed lifted polyps images, 5000 dyed resec-
tion margins images, 4000 images of esophagitis, 5000 
images of the normal cecum, and 5000 images of the 
normal colon are used in this investigation

• Images have been pre-processed and then summed 
and presented graphically to create RGB histogram 
for images of every disease. Further the pre-processed 
images have been used to extract region of interest by 
applying adaptive thresholding, morphological feature 
extraction techniques to obtain the contour features.

• Later, various deep transfer learning models have been 
applied such as DenseNet201, EfficientNetB4, Xcep-
tion, InceptionResNetV2, and ResNet152V2 where it has 
been analyzed that to detect dyed-lifted polyps, Inception 
ResNetV2 obtained the highest accuracy by 97.32%. On 
the other hand, Xception model efficiently detects dyed 
resection margins, esophagitis, normal cecum, and nor-
mal colon by computing the best accuracy of 95.88%, 
96.88%, 97.16%, and 98.88%, respectively.

• All these models have been evaluated using various eval-
uation metrics such as accuracy, F1 score, loss, precision, 
recall, and root mean square error.

1.1  Organization of the Paper

After covering Sect. 1 i.e. the introduction part, the rest of 
the paper is presented in such a way where Sect. 2 presents 
the contribution of the researchers in the field of gastric dis-
ease detection, Sect. 3 provides the information about the 
methodology that have been used to develop the model for 
the classification of GI- tract diseases. Section 4 presents the 

Fig. 1  Gastrointestinal tract [4]

Fig. 2  Stomach polyps (shutterstock)
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results along with the discussion, and Sect. 5 wraps up the 
research with future scope.

2  Background

Researchers have done tremendous work to detect gastro-
intestinal diseases using deep learning as well as machine 
learning models. In [13], the authors introduced a unique 
way for autonomously detecting and localizing gastrointes-
tinal illnesses in endoscopic video frame sequences using a 
weakly trained convolution neural network. The technique 
was utilized to categorize the video frames as abnormal or 
usual, and then an iterative cluster unification technique 
was employed to locate GI anomalies in them. Similarly, 
the researcher in [14] used video capsule endoscopy frames 
to provide a worldwide statistical technique for automati-
cally detecting polyps and determining their radii. Their 
approach collected statistical data from available RGB 
channels and then loaded it into a support vector machine 
(SVM), which determines the presence and radius of pol-
yps. In [15], the researchers extracted disease regions from 
endoscopic images of GI tract using a new method called 
contrast-enhanced color features while as Geometric feature 
techniques were used to recover features from the segmented 
disease region. In [16], the authors created a new CAD 
approach for classifying GIT disorders. Using the K-Means 
clustering approach, color scale-invariant characteristics are 
identified and isolated from all four categories of GIT dis-
orders, including polyps, bleeding, ulcers, and healthy. A 
linear coding approach called saliency, and adaptive locality-
constrained linear coding was presented for feature coding, 
which encodes the piece of features using adaptive coding. 
The authors of [17] used two CNN models, ResNet50 and 
DenseNet121, to accurately identify underlying issues in GI 
tract endoscopic images. In addition to this, each model had 
been trained for 20 epochs during training. The authors of 
[18] proposed a new approach for detecting polyp regions 
based on LSTM. To decode feature vectors, they employed 
the LSTM algorithm. The results of their experiments 
revealed that their technology could exactly determine the 
position of the ROI of diseased image. In continuation of 
the work done by researchers for identifying and diagnosing 
gastrointestinal illnesses, Table 1 provides a comparative 
study of prior work which includes performance of their 
models as well as their limitations.

After assaying the table, it has been discovered that the 
InceptionV2 technique had obtained 98.42% accuracy for the 
Kvasir dataset, VGG obtained 99.42% accuracy for wireless 
endoscopic capsule pictures (WCE), and ResNet 50 obtained 
95.7% accuracy for MediaEval images. Regardless, there 
are several flaws in these methodologies that have been 
attempted to be solved in this work.

3  Materials and Methods

The framework of the proposed model (Fig. 3) has been 
shown in this section, along with the dataset description in 
sect. 3.1, the libraries that have been imported in sect. 3.2, 
the various phases used in the entire study such as data pre 
processing in sect. 3.3, exploratory data analysis in sect. 3.4, 
feature extraction in sect. 3.5, the models that have been 
applied in sect. 3.6, and finally the parameters that have been 
used to analyze the models performance.

3.1  Dataset Description

The Kvasir dataset includes photos that have been anno-
tated and confirmed by medical professionals (experienced 
endoscopists). It contains hundreds of photos in each cat-
egory that offer anatomical landmarks, disease abnormali-
ties, or endoscopic operations in the GI system. Anatomical 
landmarks include the pylorus, cecum, and so on. Pathologi-
cal findings include esophagitis, polyps, ulcerative colitis, 
and so on [24]. Furthermore, several image sets related to 
lesion removal, such as “dyed resection margins”, “dyed and 
lifted polyps” and so on, have been displayed.

The dataset comprises images with resolutions ranging 
from 720 × 576 to 1920 × 1072 pixels that are organized into 
different categories and labelled according to their content. 
4000 images of dyed lifted polyps, 5000 images of dyed 
resection margins, 4000 images of esophagitis, 5000 images 
of the normal cecum, and 5000 images of the normal colon 
are used in this research (Fig. 4). The number of images is 
adequate for a variety of applications such as machine learn-
ing, image retrieval, transfer learning, and deep learning [24].

3.2  Libraries

Various libraries have been used such as Keras, Tensor flow, 
Imutlis to handle various operations of image processing 
which includes skeletonization, rotation, translation, scal-
ing, recognizing edges, and sorting contours. To create and 
remove directories (folders) as well as to modify and identify 
the directory is being provided by OS module in python [25].

In addition, Matplotlib, a Python data visualization as 
well as graphical package has been used to see huge bulk 
of complex data in simple representations [26]. Python 
data visualization, seaborn is a toolkit which is tightly inte-
grated with matplotlib and pandas. It is used for exploratory 
data analysis and visualization of data. It’s ideal for data 
frames with the Pandas library which isa Python computer 
language-based data manipulation and analysis application 
[27]. The main components are data structures and proce-
dures to process numerical tables and temporal series. CV2 
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also uses the imread() method to load an image from a pro-
vided file. Along with this, NumPy, Scikit-learn, and the 
OpenCV package were employed [28].

3.3  Data Pre‑processing

Before any classification algorithms can be used for an 
image class, the dataset must be pre-processed. The dataset 
used in this study is KVASIR V2, which is freely accessi-
ble to researchers participating in numerous technological 
research efforts. This dataset is a challenge in image pre-
processing because many of the photos contain unwanted 
artifacts. As a result, the dataset encompassing various 
stomach illnesses was pre-processed using the Opencv and 
Imultis tools. Opencv (name, flag) method is loaded to open 

the new window as well as to display the images in full-
screen mode. The width and height of the image are modi-
fied while resizing to uphold the aspect ratio (224,224,3).

3.4  Exploratory Data Analysis

After pre-processing the images from both datasets, the 
information has been summed and graphically displayed in 
order to generate the RGB histogram of images. It helps 
to provide insight into image data, such as the image size, 
colour space, resolution, and pixel values through which we 
can interpret the images more accurately and make more 
informed decisions regarding pre-processing steps and 
model selection.

Table 1  Comparison of the existing work

Ref. Dataset Techniques Results Challenges

[13] MICCAI Gastroscopy Chal-
lenge Dataset, KID dataset

Weakly supervised CNN, Deep Sali-
ency Detection (DSD) algorithm,

Acc = 90.9% Sensitiv-
ity = 93.0% Specific-
ity = 88.5%

The approach needs to be further 
improved for increasing the accu-
racy

[19] 85,246 GI endoscopic images AlexNet Accuracy = 96.5% The computational cost is high, and 
it cannot be employed in real-time 
applications

[3] Kvasir Dataset VGG Acc = 98.3% Performance of model should be 
improved by including digital 
image processing techniques

[15] 5500 WCE images VGG16, VGG 19 Acc = 99.42% Prec = 99.51% Highly computational cost
[16] WCE image dataset stacked sparse autoencoder Acc = 98% Improvement required in classifica-

tion accuracy
[20] HD-WLE images dataset Faster R-CNN, Gabor Filter, and 

SVM
Acc = 95% Limited class

[21] Kvasir Inception v4 Acc = 98.45%
Prec = 93.8%
Recall = 93.9%
Spec = 99.1%
F1 score = 93.8%
MCC = 92.9%

Better results could be obtained by 
fine-tuning the neural network 
hyperparameters

[14] 359 VCE frames SVM classifier Acc = 90.77% Incorporate some local algorithms to 
make the approach robust

[11] MediaEval 2017 CNN, ResNet50 Prec = 82.9%
Acc = 95.7%
Rec = 82.6%
Spec = 97.5%
F1 = 82.6%

Needed to work on the classification 
accuracy

[22] MediaEval 8000 images VGG-19, logistic regression Acc = 83% Low accuracy
[23] Kvasir dataset Inception Acc = 91.55%

MCC = 90.3%
Prec = 91.5%

The system needed to meet the 
diagnosis of other GI tract based 
diseases

[17] Kvasir dataset DenseNet121 Acc = 86.9% Shortage of Memory, Limited train-
ing datasetResNet50 Acc = 87.5%

[9] Kvasir ResNet50 Acc = 97.90%
F score = 92.94%
Prec = 94.46%
Spec = 99.10%
Sens = 92.32%

Limited dataset, class imbalance
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In addition, it also helps us to identify relationships and 
patterns within the image data, such as common shapes 
or objects, colour distributions, and texture patterns. In 

fact, these insights can inform the design of features and 
the selection of suitable image processing techniques. In 
Fig. 5, the pixel intensity values of images are depicted as 

Fig. 3  Proposed system design

Fig. 4  Samples of various gastrointestinal diseases
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a histogram that have been used to map one intensity dis-
tribution to another, to enhance the image’s overall appear-
ance and increase its visual appeal.

3.5  Feature Extraction

In this section, the features have been extracted in a 
sequential way. Initially, the morphological values of the 
images per class have been computed which are shown in 
Table 2. We used Eq. (1–18) to compute various param-
eters from input images, which includes epsilon, area, 
equivalent, aspect ratio, maximum and minimum value, 
minimum and maximum value location, extreme leftmost, 
topmost, rightmost, and bottommost point etc. of dataset 
images.

(1)area = height ∗ width

(2)perimeter =

√

((x2 − x1)
2
+ (y2 − y1)

2

(3)epsilon = 0.1 ∗ cv2 ∗ arclength(cnt, True)

(4)approx = cv2.approxPolyDP(cnt, epsilon,True)

(5)width = cv2.boundingRect(cnt)

(6)height = cv2.boundingRect(cnt)

(7)AspectRatio =
width

height

(8)Extent =
object area

bounding rectangle area

Fig. 5  Histogram equalization of RGB pixels in images. a Dyed lifted polyps, b Dyed resection margins, c Normal cecum, d Esophagitis
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After computing the morphological values, the function 
findcontours() was used to generate the contour, which is 
a closed curve representing the boundaries of an image’s 
object or region. Further The function cv2.ContourArea 
finds the largest contour in an image, which is the contour 

(9)Equivalent diameter =

√

4 ∗ contour area

�

(10)Minimum value = cv2.min()

(11)Maximum value = cv2.min()

(12)Minimum value Location = cv2.minMaxLo()

(13)Minimum value Location = cv2.minMaxLo()

(14)MeanColor = cv2.mean()

(15)
Extreme Left most point

= tuple(cnt(cnt[:, :, 0].argmin()[0])

(16)Extreme Right most point = tuple(cnt(cnt[∶, ∶, 0].argmin()[0])

(17)Extreme Topmost point = tuple(cnt(cnt[∶, ∶, 1].argmin()[0])

(18)Extreme Bottommost point = tuple(cnt(cnt[∶, ∶, 1].argmin()[0])

with the largest area, i.e., the contour that encloses the larg-
est object or region in the image (). In addition, Extreme 
points, also known as the convex hull, are the outermost 
points of a contour as defined by the cv2.ConvexHull func-
tion (). A contour's convex hull is the smallest convex poly-
gon that contains the contour. This convex hull can be used 
to crop an object or region of interest from an image by 
utilising the bounding rectangle's coordinates. The color 
image is then scaled and transformed to grayscale using the 
cvtColor() method, translating an image from one to another 
color space. Later, An adaptive thresholding approach is 
applied to graycolored data to emphasize the target area or 
extract the region of interest for the isolation of item from 
the background for superior feature extraction outcomes.

When applied to grayscale images, the morphological 
processing techniques dilation and erosion produce various 
results. By removing pixels from object borders, erosion 
shrinks the size of an image's pixels, resulting in an output 
pixel with the lowest value possible. The output pixel from 
Dilation, on the other hand, has the highest value out of all 
the pixels in the region because it expands the image by add-
ing pixels to the object borders (as shown in Fig. 6).

Additionally, there are some additional considerations 
to make regarding the impact and repercussions of these 
operations on the image. Although erosion removes pix-
els from an object, it also results in pixel loss, whereas 
dilation adds pixels, resulting in pixel gain. Depending 
on the application, this may result in the loss or addition 
of essential data, such as edges or texture. Erosion can 

Table 2  Morphological 
information of images

Parameters Dyed lifted polyps Dyed 
resection 
margins

Esophagitis Normal cecum Normal colon

Area 2.5 4.0 1.5 8.5 0.5
Epsilon 0.74 0.76 0.54 1.98 0.82
Perimeter 7.4 7.6 5.4 19.89 8.24
Height 4 3 2 4 4
Width 2 4 3 9 2
Aspect ratio 0.5 1.33 1.5 2.25 0.5
Equivalent diameter 1.78 2.25 1.38 3.28 0.79
Solidity 1.0 1.0 1.0 0.60 0.25
Extent 0.3125 0.33 0.25 0.23 0.06
Maximum value 17 132.0 128.0 134.0 136.0
Minimum value 135.0 125.0 128.0 128.0 129.0
Maximum value location 325,533 313,535 942,1070 548,559 322,549
Minimum value location 325,531 312,536 942,1070 542,561 323,552
Mean color/intensity 157 129.125 128.0 130.5 133.2
Extreme leftmost point 325,531 311,536 942,1070 542,561 322,549
Extreme bottommost point 325,534 313,537 943,1071 544,561 322,552
Extreme topmost point 325,531 312,535 942,1070 547,558 322,549
Extreme rightmost point 326,534 314,536 944,1071 550,559 323,551
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thin or reduce an object, while dilation can thicken or 
enlarge it. This can alter the appearance of the object and 
influence subsequent image processing steps. Erosion and 
dilation can also affect an object’s connectivity. Erosion 
can result in the disconnection of an object into multiple 
parts, whereas dilation can result in the connection of 
multiple objects. This can affect the interpretation and 
further analysis of the object. Erosion and dilation can be 

used to increase contrast by emphasising an object's edges 
and borders. However, excessive erosion or dilation can 
lead to over smoothing or over enhancement, which can 
result in inaccurate results.

The most important step after feature extraction is to 
split the dataset in to training and testing phase. In this 
study, the diseases dataset has been divided into such 
proportion in which training dataset of esophagitis, dyed 

Fig. 6  Feature extracted in images a coloured image; b biggest contour; c extreme points; d cropped image; e graysclae image; f adaptive thre-
holding; g morphological operation; h extracting ROI (region of interest)
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lifted polyps, normal cecum, dyed resection margins, and 
normal colon have 3500, 4500, 3500, 4500, and 4500 
images respectively whereas for testing phase they are 500 
images each (as shown in Fig. 7).

3.6  Applied Models

In this section, we have provided the description regarding 
various deep transfer learning models that have been used 
for the detection as well as classification of gastric diseases.

3.7  DenseNet201

DenseNet-201 is a 201-layer deep convolutional neural 
network. Densely connected blocks of convolutional layers 
make up the architecture of DenseNet201, where each layer 
is connected to every layer that comes before it. As a result, 
the gradient is given a clear path through the network, which 
can speed up training and increase accuracy. Additionally, 
batch normalisation and dropout are used by DenseNet201 
to regularise the network and minimise overfitting. Addition-
ally, transition layers are used, which decrease the feature 

maps’ spatial dimensions while increasing the number of 
channels, thereby lowering the overall number of parame-
ters. [29]. The image input size on the network is 224 by 224 
which is being provided to the architecture of DenseNet201 
model consisting of global average pooling 2d, dense layer, 
batch normalization, activation function, a dropout layer, and 
a second dense layer to classify the image as shown in Fig. 8.

DenseNet201 has a total parameter count of 18815813: 
18586245 trainable parameters and 229568 non-trainable 

Fig. 7  Train/Test split of dataset

Fig. 8  Architecture of DenseNet201

Table 3  Architecture of DenseNet201

Layers Outputshape Parameters

DenseNet201 (None, 6, 6, 1920) 18321984
Globalaveragepooling2d (None, 1920) 0
Dense layer (None, 256) 491520
Batch normalization (None, 256) 1024
Activation function (None, 256) 0
Dropout (None, 256) 0
Dense layer (None, 5) 1285



4508 P. Bhardwaj et al.

1 3

parameters. Table 3 gives the information related to the 
parameters of each layer.

3.8  EfficientNetB4

The baseline network is critical to the success of model 
scaling. A new baseline network has been constructed to 
boost performance even further by implementing a neural 
architecture search with the AutoML MNAS framework, 
optimizing accuracy and efficiency (FLOPS). AutoML 
MNAS generates the EfficientNet-B0 baseline network, 

and the EfficientNet-B1 through B7 networks are obtained 
by scaling up the baseline network [4, 24, 30–32]. The 
picture input size for the network is 224 × 224 pixels. The 
initial model, a global average pooling 2d, dense layer, 
batch normalization, activation function, a dropout layer, 
and lastly, a second dense layer are used to classify the 
image as shown in Fig. 9.

EfficientNetB4 has 18134884, with 18009165 trainable 
parameters and 125719 non-trainable parameters. Table 4 
gives the information related to the parameters of each 
layer.

3.9  Xception

Xception is a deep convolutional neural network with 71 lay-
ers. For image classification and other computer vision tasks, 
the architecture known as Xception is intended to be more 
effective and powerful. It is made up of several depth-wise 
separable convolutional layers where the spatial and chan-
nel-wise convolutions are carried out separately before being 
combined into one channel by point-wise convolutions. With 
no loss in accuracy, the depth-wise separable convolutional 
layers in Xception’s network require fewer parameters and 

Fig. 9  Architecture of EfficientNetB4

Table 4  Architecture of EfficientNetB4

Layers Output shape Parameters

EfficientNetB4 (None, 7, 7, 1792) 17673823
Globalaveragepooling2d (None, 1792) 0
Dense layer (None, 256) 458752
Batch normalization (None, 256) 1024
Activation function (None, 256) 0
Dropout (None, 256) 0
Dense layer (None, 5) 1285

Fig. 10  Architecture of Xception
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less computation. In comparison to other convolutional neu-
ral network architectures, Xception is consequently quicker 
and more memory-efficient. [33]. The image input size for 
the network is 299 by 299 pixels which is being fed to the 
layers of initial model followed by a global average pooling 
2d, dense layer, batch normalization, activation function, a 
dropout layer, a second dense layer, and lastly, an activation 
function is used to classify the image as shown in Fig. 10.

Xception has 21388077 parameters, with 21333037 
trainable parameters and 55040 non-trainable parameters. 
Table 5 gives the information related to the parameters of 
each layer.

3.10  InceptionResNetV2

InceptionResNetV2 model has 164 layers and the architec-
ture has global average pooling 2d, dense layer, batch nor-
malization, activation function, a dropout layer, and lastly, 
an second dense layer to classify the image as shown in 
Fig. 11. To enhance gradient flow and network convergence, 
the InceptionResNetV2 architecture combines the multi-
level feature extraction of the Inception network with the 
residual connections of the ResNet. With bottleneck layers 

and residual connections to lower the number of parameters 
and increase training efficiency, it is made up of a deep stack 
of convolutional and pooling layers [34–39].

The total parameters of the InceptionResNetV2 are 
54732261: 54671205 for trainable parameters and 61056 
for non-trainable parameters. Table 6 gives the information 
related to the parameters of each layer.

3.11  ResNet152V2

A Residual Network (ResNet), as shown in Fig. 12, is a 
CNN design with multiple convolutional layers. ResNet 
is incredibly quick and has a considerable number of lay-
ers. The critical distinction between ResNetV2 and the 
original (V1) is that V2 does batch normalization on each 
weight layer before applying it [40]. ResNet excels at pic-
ture identification and localization tasks, demonstrating 
the usefulness of a wide range of visual recognition tasks. 
The model's pre-trained initial weights can be used to learn 
the input. This strategy reduces training time while cov-
ering a vast region with high precision. The architecture 
of ResNet152V2 consists of a global average pooling 2d, 
dense layer, batch normalization, an activation function, a 

Table 5  Architecture of Xception

Layers Output shape Parameters

Xception (None, 7, 7, 2048) 20861480
Globalaveragepooling2d (None, 2048) 0
Dense layer (None, 256) 524288
Batch normalization (None, 256) 1024
Activation function (None, 256) 0
Dropout (None, 256) 0
Dense layer (None, 5) 1285

Fig. 11  Architecture of Inception ResNetV2

Table 6  Architecture of InceptionResNetV2

Layers Output shape Parameters

InceptionResnetV2 (None, 7, 7, 1536) 54336736
Globalaveragepooling2d (None, 1536) 0
Dense layer (None, 256) 393216
Batch normalization (None, 256) 1024
Activation function (None, 256) 0
Dropout (None, 256) 0
Dense layer (None, 5) 1285
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dropout layer, and lastly, second dense layer which is used 
for the classification of image [39, 41–44].

In this research, ResNet152V2 has 58858245 param-
eters, with 58713989 trainable parameters and 144256 
non-trainable parameters. Table 7 gives the information 
related to the parameters of each layer.

3.12  Evaluative Parameters

3.12.1  Accuracy

It is the parameter to define the best model by identifying 
the relationship as well as patterns of various attributes in 
a given input or a dataset which is used to train the models 
[45]. It is calculated by using Eq. (19)

(19)
Accuracy =

TruePositive + TrueNegative

TruePositive + TrueNegative + FalsePositive + FalseNegative

3.13  Loss

It is the parameter that identifies how bad the algorithm is 
predicting the data [46]. Equation (20) is used to calculate it.

3.14  Root Mean Square Error (RMSE)

It is the standard deviation of the errors which occurs when 
a prediction is made in a dataset [47] and is solved by using 
Eq. (21).

ŷi are values that have been predicted, yi are values that have 
been observed, and n is the total number of observations.

3.15  Precision

It is the proportion between the number of relevant items the 
system retrieves and the total number of items it retrieves 
[48]. It is calculated by using Eq. (22)

(20)Loss =
(yi − ŷi)

2

N

(21)RMSE =

√

∑n

i=1

(yi − ŷi)2

n
;

Fig. 12  Architecture of ResNet152V2

Table 7  Parameters of ResNet152V2

Layers Output shape Parameters

ResNet152V2 (None, 6, 6, 2048) 58331648
Globalaveragepooling2d (None, 2048) 0
Dense layer (None, 256) 524288
Batch normalization (None, 256) 1024
Activation function (None, 256) 0
Dropout (None, 256) 0
Dense layer (None, 5) 1285
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3.16  Recall

It is the measure of relevant items that the system has suc-
cessfully retrieved to all relevant items in the dataset [48]. It 
is calculated by using Eq. (23)

3.17  F1 Score

It defines the relationship between recall and precision. In 
other words, it is the harmonic mean of precision as well as 
recall [45]. It is calculated by using Eq. (24)

(22)Precision =
TP

TP + FP

(23)Recall =
True positive

True positive + False Negative

(24)F1 score = 2
Precision ∗ Recall

Recall + Precision

4  Results and Discussion

This section covers the results of multiple deep transfer 
learning models such as DenseNet201, EfficientNetB4, 
Xception, InceptionResNetV2, and ResNet152V2 have been 
shown for various diseases such as dyed lifted polyps, nor-
mal colon, normal cecum, esphaigitis, and dyed resection 
margins. The top two models have been selected on the basis 
of their best performance and merged together to test their 
performance for different diseases [49].

Figure 13 depicts the confusion matrix of various deep 
transfer learning models to compute their performances 
in terms of various evaluative parameters as mentioned in 
Sect. 3.7. In addition to this, the matrix of 5 × 5 also presents 
the actual as well as predicted values of various classes in 
the form of true positive, false positive, true negative, and 
false negative.

From Table 8, it has been found that Xception and Incep-
tionResNetV2 models have been the top two models who 
have computed the highest accuracies as well as loss value 

Fig. 13  Confusion Matrix of pre-trained models. a DenseNet201, b EfficientNetB4, c Xception, d InceptionResNetV2, e ResNet152V2
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by 98.74% and 98.93% as well as 0.03 and 0.02 during train-
ing phase while as during testing phase, these models have 
computed again the best accuracies as well as loss value by 
97.88% and 95.32% as well as 0.06 and 0.13. These two top 
models have been hybridized together and while training 
as well as validating by the same dataset, the accuracies 
achieved by them are 98.83% and 96.6% respectively. In 
addition to this, root mean square has been also computed so 
that we can compare it to a reference or ground truth image 
to determine the degree of similarity between the two. If the 
RMSE is small, which indicates that any of the two images 
are extremely similar which has been obtained by Inception-
ResNetV2? On the contrast, a large RMSE indicates that the 
two images differ significantly which has been obtained by 
EfficientNetB4.

The models have been also computed for the differ-
ent set of performance measures such as F1 score, pre-
cision, as well as recall (Table 9) and it has been found 
that the highest values have been obtained by Xception 
model with 98.2% each. On the contrary, the lowest values 

of recall, precision, and F1 score has been computed by 
ResNet152V2 with 92.6%, DenseNet201 with 89.8%, and 
DenseNet201 as well as Hybrid Model with 89.6% respec-
tively. Hence, on assaying the overall results it can be said 
that if a model has low precision, recall, and F1 scores, it 
indicates that it is not performing well and has poor clas-
sification accuracy. In such a situation, it may be necessary 
to re-evaluate the model or make adjustments to enhance 
its performance.

As shown in Table 10, ResNet152V2 computed the 
highest training accuracy and best testing loss for dyed 
lifted polyps by 99.69% and 0.14, respectively. At the 
same time, the hybrid model achieved the best testing 
accuracy, training loss, and root mean square error val-
ues by 95.6%, 0.04, and 0.20, respectively. ResNet152V2 
computed the maximum training accuracy and best testing 
loss by 99.69% and 0.14, respectively, for Dyed Resec-
tion Margins. At the same time, the hybrid model attained 
the training loss, and root mean square error values by 
0.04 and 0.20, respectively. The Xception model, on the 
other hand, had the highest testing accuracy of 95.88%. 
For esophagitis, InceptionResNetV2 had the best training 
accuracy, training loss, as well as root mean square error 
of 96.93%, 0.22, and 0.47, respectively, while the Xception 
model had the most incredible testing accuracy of 96.88% 
and testing loss of 0.16. Xception and the hybrid model had 
the same training accuracy rating of 98.76% for Normal 
Cecum. The hybrid model achieved 0.01, 0.12, and 0.08, 
respectively, superior to other methods in terms of training 
loss, root mean square value, and testing loss. In contrast, 
Xception achieved the highest testing accuracy score of 
97.16%. InceptionResNetV2 obtained the best training 
accuracy, training loss, and root mean square error value 
for the Normal colon by 99.93%, 0.01, and 0.13, respec-
tively. In comparison, Xception obtained the best testing 
accuracy and testing loss by 98.88% and 0.05, respectively, 
compared to the other algorithms.

The graphical analysis (Fig.  14) of the models such 
as DenseNet201, EfficientNetB4, Xception, Inception-
ResNetV2, and ResNet152V2 for different gastric diseases 
have been computed using evaluative metrics such as F1 
score, recall, and precision. The algorithms computed the 
highest precision value by 99%, recall by 99%, and F1 
score by 99% for various diseases. On the other hand, the 
lowest precision, recall, and F1 score value obtained by 
DenseNet201 is 66%, 80%, and 78%, EfficientNetB4 is 83%, 
85%, and 87%, Xception is 96%, 95%, and 97%, Inception-
ResNetV2 is 89%, 87%, and 92%, and ResNetV2 is 81%, 
80%, and 86% respectively. On comparing the performance 

Table 8  Evaluation of models during training and testing phase

Models Training Testing

Accuracy Loss RMSE Accuracy Loss

DenseNet201 98.48 0.04 0.20 90.28 0.31
EfficientNetB4 93.01 0.17 0.41 93.40 0.15
Xception 98.74 0.03 0.18 97.88 0.06
InceptionResNetV2 98.93 0.02 0.16 95.32 0.13
ResNet152V2 97.64 0.06 0.25 91.88 0.24
Hybrid Model (Xcep-

tion + Inception-
ResNetV2)

98.83 0.03 0.17 96.6 0.09

Table 9  Performance metrics of models

Models Precision Recall F1score

DenseNet201 89.8 94.8 89.6
EfficientNetB4 93.6 94 93.8
Xception 98.2 98.2 98.2
InceptionResNetV2 95.6 95.4 95.6
ResNet152V2 92 92.6 92.2
Hybrid 

Model(Xception + Inception-
ResNetV2)

93.6 94.8 89.6
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of all these algorithms at an individual scale with the hybrid 
models, it has been seen that the highest value obtained 
is 100% recall, 99% precision, and a 100% F1 score, and 
the lowest values are 86%, 87%, 79% respectively. Bold 
denotes the best results for each parameter out of all results 
in Tables 8, 9, and 10.

In Table 11, a comparison has been done for various gas-
tric diseases datasets using various techniques on the basis 
of their accuracies. It can be seen that the Xception model 
applied in our study has obtained the highest accuracy by 
97.88% as compared to the others. The least accuracy has 

been computed by BMFA model by 92.6% for testing on 
5000 images of gastrointestinal tract.

5  Conclusion

In this study, the publicly available dataset of five gastroin-
testinal disorders was used to build deep transfer learning 
models, and then evaluated using various performance met-
rics. Dataset was pre-processed before training the models, 
and its features were retrieved using several techniques to 

Table 10  Result analysis of various gastric diseases

Diseases Models Training Testing

Accuracy Loss RMSE Accuracy Loss

Dyed lifted polyps DenseNet201 97.88 0.05 0.23 92.28 0.41
EfficientNetB4 94.81 0.18 0.43 95.40 0.25
Xception 98.94 0.09 0.30 95.88 0.16
InceptionResNetV2 90.43 0.05 0.24 97.32 0.23
ResNet152V2 99.69 0.09 0.30 90.88 0.14
Hybrid Model(Xception + InceptionResNetV2) 90.80 0.04 0.20 95.6 0.19

Dyed resection margins DenseNet201 97.88 0.05 0.23 92.28 0.41
EfficientNetB4 94.81 0.18 0.43 95.40 0.25
Xception 98.94 0.09 0.30 95.88 0.16
InceptionResNetV2 90.43 0.05 0.24 97.32 0.23
ResNet152V2 99.69 0.09 0.30 90.88 0.14
Hybrid Model(Xception + InceptionResNetV2) 90.80 0.04 0.20 95.6 0.19

Esophagitis DenseNet201 96.48 0.24 0.49 89.28 0.41
EfficientNetB4 91.01 0.37 0.61 92.40 0.25
Xception 96.74 0.23 0.48 96.88 0.16
InceptionResNetV2 96.93 0.22 0.47 94.32 0.23
ResNet152V2 95.64 0.26 0.51 90.88 0.34
Hybrid Model(Xception + InceptionResNetV2) 96.83 0.23 0.48 95.86 0.19

Normal cecum DenseNet201 98.46 0.07 0.27 90.49 0.38
EfficientNetB4 93.19 0.19 0.44 93.86 0.17
Xception 98.76 0.08 0.29 97.16 0.09
InceptionResNetV2 98.49 0.07 0.27 95.86 0.14
ResNet152V2 97.85 0.04 0.22 91.46 0.24
Hybrid model (Xception + InceptionResNetV2) 98.76 0.01 0.12 96.59 0.08

Normal colon DenseNet201 99.48 0.03 0.18 91.28 0.30
EfficientNetB4 94.01 0.16 0.40 94.40 0.14
Xception 99.74 0.02 0.15 98.88 0.05
InceptionResNetV2 99.93 0.01 0.13 96.32 0.12
ResNet152V2 98.64 0.05 0.23 92.88 0.23
Hybrid model (Xception + InceptionResNetV2) 99.83 0.02 0.14 97.6 0.08
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obtain morphological information. A confusion matrix was 
also employed to compare and calculate the various mod-
els’ performance. During testing for various classes of dis-
eases, it was discovered that Xception has obtained 97.88% 
accuracy and 0.06 loss, but a hybrid model consisting of 
InceptionResNetV2 and Xception had computed the highest 
score by 100% recall, 99% precision, and a 100% F1 score. 
On the contrary, for the combined dataset, Xception model 

computed the best precision, F1 score, and recall values 
of 98.2%. Finally, compared to other previously published 
works, the new strategy outperforms current methods. The 
main difficulty encountered in this study was that the images 
were of varying sizes. The majority of the images had been 
bordered in black color, which reduced the performance of 
the classification networks. As a result, in future, the qual-
ity of an image can be improved by using advanced image 

Fig. 14  Performance testing of models

Table 11  Comparison with the 
existing techniques

Ref Dataset Technique Accuracy (%)

[48] Real time dataset Inception V3 + VGGNet 96.1
[32] 4000 images of GI tract GoogleNet 93.9
[4] 5000 images of GI tract BMFA (bidirectional marginal 

Fisher analysis)
92.6

[17] Kvasir ResNet50 87.8
[34] KVASIRV2 dataset CNN 93.75
Our study Kvasir Xception 97.88
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processing technologies an application should be built where 
the patients can themselves check which gastro-intestinal 
diseases they are suffering from without wasting their time.
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