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Abstract
In this article, we accumulate theories and computing procedures to find eigenvalue bounds for interval matrices. Also, we 
have pointed out the computational complexity and applications of interval eigenvalue problems. Computing exact eigen-
value for the general interval matrices is an NP-hard problem. Various eigenvalue bounds for symmetric, non-symmetric, 
and complex interval matrices are included here. The article attempts to present some of the important methods proposed 
by various authors in one place, analyze them, and then final observations are made. In this respect, each of the methods 
has been addressed by taking simple example problems of interval matrices so that readers may understand the philosophy 
of those methods. Further, the increase of tightness of the solutions is also discussed. The interlinks of their development 
and gaps among them are highlighted.

1  Introduction

Uncertainty is an integral part of measurements, and we can 
classify it by various genres like random uncertainty, fuzzy 
uncertainty, bounded uncertainty depending upon their 
appearances. When the dispersion of uncertainty is bounded, 
they can be enclosed by the compact interval, and computa-
tions of compact intervals lead to interval arithmetic [15].

The irrational number � has a non-recurring, non-termi-
nating expression; Archimedes used an inscribed polygon 
and a circumscribing polygon, each of size n of a unit circle. 
The area of the inscribed polygon gives a lower bound of 
the value of � , and the area of circumscribing polygon gives 
an upper bound of the value of � . By increasing n; we get 
smaller connected compact intervals containing � up to the 
desired number of the accuracy of the digits of �.

The computers are truncating floating-point numbers by 
rounding up to certain digits, depending upon the required 
precision. Rump [65] demonstrates by examples that the 
rounding up can cause a significant amount of errors, prop-
agate over time and become hugged. He introduced the 

verified inclusions method to compute the exact value of 
the function in a guaranteed way. This method deals with 
intervals motivated to study interval arithmetic.

Nurturing many bounded but inexact data at once leads 
us to focus on the problems of linear algebra with interval 
data. A linear transformation is one of the important topics 
in linear algebra, and we know that each linear transfor-
mation corresponds to a matrix vice-versa. This influences 
us to study different kinds of problems with interval data 
corresponding to interval matrices like interval eigenvalue 
problems, interval systems of linear and non-linear equa-
tions [1, 5, 29, 63, 66, 67], etc. Computational complexity 
is the main challenge for interval problems, even computing 
determinant of an interval matrix is an NP-hard problem 
[27]. Two crucial aspects of interval computation are the 
propagation of uncertainty and uncertainty quantification; 
our focus is to minimize the second one.

There is no way to calculate the exact interval eigenval-
ues of a general interval matrix. Our goal is to minimize 
the overestimation of the interval eigenvalue bounds. If we 
look into the interval eigenvalue problems, there are for-
mulae for exact eigenvalue bounds for symmetric interval 
matrix(exponential computational time). Deif [4] solved 
the interval eigenvalue problem with the condition of con-
sistent sign pattern of the eigenvectors computed for the 
center matrix of the interval matrix. Hertz [7] enclosed 
the eigenvalues of a symmetric interval matrix exactly by 
calculating the eigenvalues of vertex matrices. Hertz [8] 
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found the formula for computing maximal eigenvalue for 
a special class of symmetric interval matrices. Rohn [31] 
estimated eigenvalue bounds for any interval matrix. Further 
Rohn [32], Leng and He [20] gave eigenvalue bounds for 
symmetric interval matrix. Based on the continuity prop-
erty of characteristic polynomial, Leng et al. [24] computed 
bounds for real eigenvalues of real interval matrices. Hladik 
et al. [45] imparted bounds on real eigenvalues and singular 
values of interval matrices. Hladik et al. [46] proposed a 
filtering method that can tight the exiting outer eigenvalue 
bounds. Using sufficient conditions of Rex and Rohn [17], 
Leng [19] computed eigenvalue bounds for both standard 
and generalized interval eigenvalue problems. One can find 
other methods for evaluating eigenvalue bounds for interval 
matrices in [23, 47, 53]. Further, parametric interval eigen-
value problems came to light by Kolev [39], and regularity 
radius of parametric interval matrices are derived in [40].

Hertz [9] derived formulae for both real and imaginary 
parts of interval eigenvalues of complex interval matrices. 
Hladik [41] proposed eigenvalue bounds for complex inter-
val matrices, which depends on the eigenvalue bounds of 
certain symmetric interval matrices. Matcovschi et al. [51] 
estimated eigenvalues bound for complex interval eigenvalue 
problems. Roy et al. [13] deduces sufficient conditions for 
regularity for complex interval matrices and consequently 
enclosed interval eigenvalues.

In different application problems the eigenvalue problem 
may also appear as generalized interval eigenvalue problems 
[19, 21, 71, 75], polynomial interval eigenvalue problems 
[64], nonlinear interval eigenvalue problems [55].

The applications of interval computations are described 
in [59]. The interval eigenvalue problem has plenty of appli-
cations, specifically in spring-mass systems [20], dynamical 
systems [7], robustness in control theory, where they directly 
use techniques of interval analysis. The solution and stabil-
ity of the interval differential equations are analyzed in [52] 
using Lyapunov inequality. Eigenvalue bounds of interval 
Hermitian matrices appear in fractional order time-invariant 
systems are studied in [25]. In general, interval eigenvalue 
problems arise in the structural analysis [76], sensitivity 
analysis [74] of various systems with uncertainty. Guar-
anteed pathing for a robot under constraints with bounded 
uncertainty has been developed in [48]. Electrical circuit 
analysis using interval arithmetic in the presence of fluctu-
ate of inputs modeled in [36]. Global optimization prob-
lems were handled using interval techniques [3, 12]. In this 
regard, Kepler’s conjecture has been proved with the help of 
interval arithmetic [68].

In the other context, inefficient numerical computa-
tions cause major accidents, and a guaranteed solution can 
play a major role in preventing these disasters [11]. Use-
ful resources for interval computations are also available 
in [58].

The following section contains the notations and prelimi-
naries corresponding to interval eigenvalue problems. In the 
Sect. 3 we have discussed the computational complexity of 
different interval eigenvalue problems. We have started dis-
cussing various eigenvalue bounds for the symmetric inter-
val eigenvalue problems in Sect. 4. Eigenvalue bounds for 
general interval matrices and complex interval matrices have 
been discussed in Sects. 5 and 6 respectively. Applications 
of interval methods for eigenvalue bounds in different uncer-
tain problems are highlighted in Sect. 7. Finally, concluding 
remarks and future directions have been made in Sect. 8.

2 � Preliminaries

In this section, we have presented basic notations and defini-
tions corresponding to interval computations [16, 60]. Here 
we denote an interval by the boldface symbol. Also, inter-
val means a connected and compact subset of the set real 
numbers ℝ . We denote an interval by the symbol a and it is 
determined by the lower and upper values a , a respectively, 
so a = {a ∈ ℝ ∶ a ≤ a ≤ a} . A real number a can be con-
sidered as the trivial interval [a, a]. The center, width, and 
absolute values of an interval a are respectively denoted by 
ac , a△ , |a| and defined by

Let a = [a, a] and b = [b, b] be two intervals, then basic 
arithmetic operations of intervals are defined as following,

The set of all intervals in ℝ is denoted by the symbol 𝕀ℝ , let 
a , b , c belongs to 𝕀ℝ , then we have

Let A = {A ∈ Mn(ℝ) ∶ A ≤ A ≤ A} be an interval matrix, 
where A = (a

ij
) and A = (aij) are n × n lower and upper real 

matrices respectively, the inequalities are taken component 
wise. Alternatively, we can write the interval matrix as 
A = (aij)n×n , where aij = [a

ij
, aij] . The center, radius, and 

absolute matrices of an interval matrix are defined as 
follows,

Center ∶ ac = (a + a)∕2,

Radius ∶ a△ = (a − a)∕2,

Absolute ∶ |a| = max
a∈a

|a| = max{|a|, |a|}.

Addition ∶ a + b = [a + b, a + b],

Negative ∶ −a = [−a,−a],

Product ∶ a.b = [min(ab, ab, ab, ab),max(ab, ab, ab, ab)],

Division ∶ 1∕a = [1∕a, 1∕a], provided 0 ∉ a.

Associativity ∶ a + (b + c) = (a + b) + c,

Sub − distributive ∶ a.(b + c) ⊆ a.b + a.c.
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A complex interval c is an ordered pair of two real intervals 
a and b such that c = a + ib . The set of all complex intervals 
is denoted by 𝕀ℂ . Similarly, the complex interval matrix C 
is an ordered pair of two real interval matrices A and B , i.e. 
C = A + iB . The center, radius, and absolute matrices of C 
are defined as follows,

Definition 1  The symmetric interval matrix corresponding 
to an interval matrix A is defined as As = {A ∈ A ∶ A = AT}.

Definition 2  The matrices of the form A = {(aij) ∶ aij = a
ij
or aij}

A = {(aij) ∶ aij = a
ij
or aij} A = {(aij) ∶ aij = a

ij
or aij} are 

called vertex matrices in an interval matrix A.

Definition 3  A matrix norm ‖ ⋅ ‖ is said to be consistent if 
‖Ax‖ ≤ ‖A‖ ⋅ ‖x‖ , for all A ∈ ℝ

n×n and x ∈ ℝ
n.

Definition 4  The spectral radius �(A) of an interval matrix 
A is the set {�(A) ∶ A ∈ A} , where �(A) is the spectral radius 
of a matrix A.

We denote the minimum and maximum of the set 
{�(A) ∶ A ∈ A} by �(A) and �(A) , respectively. The com-
putational complexities for computing �(A) and �(A) are 
mentioned in the Table 1.

The exact real eigenvalue set of a real interval matrix A 
is defined as � = {� ∶ Ax = �x, x ≠ 0,A ∈ A} is a compact 
subset in ℝ [24, 44]. We can express the eigenvalue set � as 
the union of n intervals as follows,

� =
⋃n

i=1
�i , where �i = [�

i
, �i] ∈ 𝕀ℝ with �

i
 and �i are 

the lower and upper end-points, respectively of the ith inter-
val eigenvalue �i of A for i = 1,… , n . In the cases of an 
interval matrix with purely imaginary eigenvalues, �i can 
be empty for some i; one such example is described in [45].

The exact eigenvalue set of a complex interval matrix C = A + iB 
is defined as � = {� + i� ∶ Cz = (� + i�)z, z ≠ 0,C ∈ C} is a 
compact subset in ℂ . We can bound the eigenvalue set � as a subset 
of a complex intervals as follows,

� ⊆ [�, �] + i[�,�]) , where [�, �] + i[�,�] ∈ 𝕀ℂ, with 
� , � are the lower and upper end-points for the real part, 
respectively and � , � are the lower and upper end-points, 

Center ∶ Ac =
1

2
(A + A),

Radius ∶ A△ =
1

2
(A − A),

Absolute ∶ |A| = (|aij|)n×n.

Center ∶ Cc = Ac + iBc,

Radius ∶ C△ = A△ + B△,

Absolute ∶ |C| = |A| + |B|.

respectively for the imaginary part of the interval eigenval-
ues of C.

Computing exact interval eigenvalue set � corresponding 
to an interval matrix is an NP-hard problem, so our focus 
is to compute outer bounds of � as small as possible. Very 
few studies have been done on the inner approximation of 
interval eigenvalues set � [54]. Since interval arithmetic is 
based on reliability so we will concentrate on the methods 
to find an outer approximation of �.

Besides standard interval eigenvalue problems, different 
authors have explored real generalized interval eigenvalue 
problems [19, 37], complex generalized interval eigenvalue 
problems, polynomial interval eigenvalue problems, and 
non-linear interval eigenvalue problems.

The exact interval eigenvalue set of real generalized inter-
val eigenvalue problem

is defined by the set �gnz = {� ∶ Ax = �Bx, x ≠ 0,A ∈ A,B ∈ B}

�gnz = {� ∶ Ax = �Bx, x ≠ 0,A ∈ A,B ∈ B} , where A and 
B are two real interval matrices.

The exact interval eigenvalue set of complex generalized 
interval eigenvalue problem

is defined by the set �gnz = {� + i� ∶ Cz = (� + i�)Dz, z ≠ 0,C ∈ C,D ∈ D}

�gnz = {� + i� ∶ Cz = (� + i�)Dz, z ≠ 0,C ∈ C,D ∈ D} , where C 
and D are two complex interval matrices.

Non-linear interval eigenvalue problem [64] is defined as,

where Ai , for i = 0, 1, 2,… , n are interval matrices. The exact eigen-
values set �nonl = {� ∶ (A0 + �A1 + �2A2 +⋯ + �nAn)x = 0, x ≠ 0,Ai ∈ Ai, 
for i = 0, 1, 2,… , n} . More non-linear interval eigenvalue prob-
lems can be found in [55].

Now, we will be familiar with the computational com-
plexity of the different problems correlated to the interval 
eigenvalue problems. Numerous approaches have been 
developed to overcome the computational complexities for 
finding bounds of different interval problems in a reason-
able time; the same for interval eigenvalue problems are 
discussed in the upcoming sections.

3 � Computational complexity

Computational complexity is one of the prime challenges 
for the interval techniques modeled for different interval 
problems. Different complexity level can be described by 
Fig. 1, and one can find computational complexity levels for 

(1)Ax = �Bx,A ∈ A and B ∈ B,

(2)Cz = (� + i�)Dz,C ∈ C and D ∈ D,

(3)
(A0 + �A1 + �2A2 +⋯ + �nAn)x = 0,Ai

∈ Ai, i = 0, 1, 2,… , n, and for some x ≠ 0,
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interval problems in [28], also, specific attention has been 
given to symmetric interval matrices in [42]. The compu-
tational complexity of interval eigenvalue-related problems 
are included in Table 1.

Computing exact eigenvalue bounds for interval matrices 
is an NP-hard problem. There is no unified way to compute 
it for different interval matrices, that is why the focus is to 
compute the tighter bounds of the interval eigenvalues.

4 � Eigenvalue bounds of real symmetric 
interval matrices

All eigenvalues of symmetric matrices are real, so the inter-
val eigenvalues of symmetric interval matrices are also real 
and can be ordered. For the symmetric interval matrix As , the 
center and radius matrices Ac and A△ , respectively, are also 
symmetric. Let the eigenvalues of Ac are �i for i = 1,… , n 
and ordered as �n ≤ ⋯ ≤ �1 . Also, let xi = (xi

1
,… , xi

n
)T be 

the eigenvector corresponding to the eigenvalues �i of Ac for 
i = 1,… , n . The following theorem guides us to compute 
exact eigenvalue bounds for real symmetric interval matri-
ces; a strong sufficient condition for checking the constant 
sign pattern of eigenvectors of Ac stated in Theorem 9.

Theorem 1  [4] If As is a real symmetric interval matrix, 
and Si = diag(sgn(xi

1
), ..., sgn(xi

n
)) , for i = 1,… , n, taken 

at Ac , is constant over As , then the interval eigenvalues 
�i = [�i(Ac − SiA△Si), �i(Ac + SiA△Si)] , for i = 1,… , n.

Example 1  Let us consider the symmetric interval matrix

A
s =

(
[4, 8] [6, 10]

[6, 10] [−10,−2]

)
.

Here,

Using Theorem  1, we get �1 = [6.2195, 14.1803] and 
�2 = [−15.2066 , −4.8102] . These bounds are exact.

We can see that although the Theorem 1 produces an 
exact eigenvalue bound, it is hard to check the constant sign 
pattern of the eigenvectors of Ac . The next theorem gives us 
the exact bound for the whole interval eigenvalue spectrum 
of real symmetric interval matrices by computing the eigen-
values of two sets of vertex matrices each of cardinality 2n−1 . 
This method is based on the behavior of quadratic form over 
the orthants of ℝn.

Now, by Rayleigh quotient we have,

The quadratic form xTAx can be expressed as,

Ac =

(
6 8

8 − 6

)
andA△ =

(
2 2

2 4

)
.

(4)�(As) = max
A∈As

�
max‖x‖=1

�
xTAx

��
.

Fig. 1   Venn diagram for the 
computational complexity of 
interval problems

Table 1   Computational complexity of different interval problems [28]

Problem Complexity

Is � eigenvalue of some A ∈ A? NP-complete
Is 0 eigenvalue of some A ∈ A

s
? NP-hard

Does �(As) belong to a given open interval? Co-NP-hard

Computing �(A) ?
Computing �(A) ?
Computing exact bounds on �(A) with A non-negative Strongly P
Computing exact bounds on �(A) with A diagonal Strongly P
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Let us consider the closed unit ball centered as origin 
Bn = {x ∈ ℝ

n ∶ ‖x‖ = 1} . There are 2n orthants in ℝn , in the 
orthants signs of the elements of x = (x1,… , xn)

T are pre-
served. By seeing the expression in (5), we need to consider 
sign preserving orthants for xixj , with i ≠ j . As example, 
for n = 2 , we have x = (x1, x2)

T , and there are four orthants 
whose sign pattern are

Since, the first(++ ) and the third(−− ) quadrants produces 
same sign preserving orthants for xixj , with i ≠ j and also the 
second and the fourth quadrants, so it is sufficient to consider 
the first and the second quadrant only. This is true for all n, 
and therefore we need to consider only 2n−1 orthants, which 
we denoted by Oq , for q = 1,… , 2n−1.

Let Bq = Bn ∩ Oq , for q = 1,… , 2n−1 , and also, let

It can be easily computed by the stated procedure in the 
following theorem, and consequently, we can find the maxi-
mum eigenvalue �(As) of the symmetric interval matrix As.

Theorem 2  [7] �(As) = max
1≤q≤2n−1

 �
q
 , where �

q
 = max

x∈Bn
 xTA

q
x , 

A
q
 = [aq

kl
] ∈ V(A),

for q = 1,… , 2n−1.

Similarly, we have

Let

It can be easily computed by the stated procedure in the fol-
lowing theorem, and consequently, we can find the minimum 
eigenvalue �(As) of the symmetric interval matrix As.

(5)xTAx =

n∑
i=1

aiix
2
i
+

n∑
i≠j,i,j=1

aijxixj.

(6)

⎡⎢⎢⎢⎣

+ +

− +

− −

+ −

⎤⎥⎥⎥⎦
.

(7)
A
q
= arg(max

A∈As

x∈Bq

(xTAx)), q = 1,… , 2n−1.

(8)a
q

kl
=

⎧⎪⎨⎪⎩

akk if k = l,

akl if xkxl ≥ 0 ∧ k ≠ l,

a
kl

if xkxl < 0 ∧ k ≠ l.

(9)�(As) = min
A∈As

(min‖x‖=1(x
TAx)).

(10)
Aq = arg(min

A∈As

x∈Bq

(xTAx)), q = 1,… , 2n−1.

Theorem 3  [7] �(As) = min
1≤q≤2n−1

 �q , where �q = min
x∈Bn

 xTAqx , Aq 

= [aq
kl
] ∈ V(A),

for q = 1,… , 2n−1.

Here, each q corresponds to an orthant of ℝn and the x 
belongs to that orthant has its distinct sign pattern(described 
for n = 2 in expression (6)), according to those sign patterns 
of x the A

q
 , Aq are calculated. This way, for each q, we have 

different A
q
 , Aq depending upon that orthant of ℝn.

Example 2  Let us consider the symmetric interval matrix

By equation (8), we compute

Now, �
1
= 16, and �

2
= 9.4031 , Therefore by Theorem 2, 

we get �(As) = max{16, 9.4031} = 16.

Similarly, with the help of Eq. (11), we compute

N o w ,  �1 = −16.8924  ,  a n d  �2 = −11.0623. 
T h e r e f o r e  b y  T h e o r e m   3 ,  w e  g e t 
�(As) = min{−16.8924,−11.0623} = −16.8924. Hence, the 
eigenvalue bound for As is [−16.8924, 16].

The following theorem can compute the exact maximal 
eigenvalue of a class of real symmetric interval matrices 
by computing the maximal eigenvalue of a single vertex 
matrix instead of 2n−1 vertex matrices stated in the preced-
ing theorem.

We consider the symmetric interval matrix As such that 
|a

ij
| ≤ aij , for i < j , and define A⋉ = {A ∶ A ∈ A

s} . Now, the 
maximal eigenvalue of A⋉ can be expressed as,

where Bn = {x ∈ ℝ
n ∶ ‖x‖ = 1}. This is not easy to calcu-

late, the next theorem helps us to calculate maximal eigen-
value of A⋉.

(11)a
q

kl
=

⎧
⎪⎨⎪⎩

a
kk

if k = l,

a
kl

if xkxl ≥ 0 ∧ k ≠ l,

akl if xkxl < 0 ∧ k ≠ l.

A
s =

(
[4, 8] [4, 12]

[4, 12] [−10,−2]

)
.

A
1
=

(
8 12

12 − 2

)
, and A

2
=

(
8 4

4 − 2

)
.

A1 =

(
4 12

12 − 10

)
, and A2 =

(
4 4

4 − 10

)
.

(12)�(A⋉) = max
A∈A⋉

(max
x∈Bn

(xTAx)),
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Theorem 4  [8] �(A⋉) = �(A).

Example 3  Let us consider the symmetric interval matrix

Here,

 and �(A) = 28.6015 , therefore by Theorem  4 we have 
�(A⋉) = 28.6015.

This can be verified by the following way; now, by using 
the method described in [7] to calculate �(A⋉) , we need to 
consider the matrices,

W e  h a v e  �
1
= 28.6015,  �

2
= 27.9505, 

�
3
= 27.3180,  �

4
= 27.4382  ,  t h u s  �(A⋉)  = 

max{28.6015, 27.9505, 27.3180, 27.4382} = 28.6015,  which 
is equal to �(A).

The following counterexample will demonstrate that the 
Theorem 4 not necessarily produces the maximal eigenvalue 
for any symmetric interval matrix.

Counterexample: Consider the symmetric interval 
matrix

Here,

and �(A) = 9.2426.

Let us take

The matrix M ∈ As and �(M) = 10.0902 , which is greater 
than �(A) , as |a

ij
| ≰ aij , for i < j.

A
⋉ =

⎛
⎜⎜⎝

[1, 2] [3, 4] [5, 6]

[3, 4] [9, 10] [11, 12]

[5, 6] [11, 12] [17, 18]

⎞
⎟⎟⎠
.

A =

⎛
⎜⎜⎝

2 4 6

4 10 12

6 12 18

⎞
⎟⎟⎠
,

A
1
=

⎛
⎜⎜⎝

2 4 6

4 10 12

6 12 18

⎞
⎟⎟⎠
, A

2
=

⎛
⎜⎜⎝

2 3 5

3 10 12

5 12 18

⎞
⎟⎟⎠
,

A
3
=

⎛⎜⎜⎝

2 4 5

4 10 11

5 11 18

⎞⎟⎟⎠
, A

4
=

⎛⎜⎜⎝

2 3 6

3 10 11

6 11 18

⎞⎟⎟⎠
.

A
s =

(
[1, 2] [−6, 3]

[−6, 3] [7, 8]

)
.

A =

(
2 3

3 8

)
,

M =

(
2 − 5

−5 7

)
.

One can get bounds separately for each interval eigen-
value of a symmetric interval matrix by the next theorem 
quickly, which is based on the eigenvalues of the center 
matrix and spectral radius of the radius matrix of the sym-
metric interval matrix. The ith interval eigenvalue of a sym-
metric interval matrix As is denoted by �i(A

s).

Theorem 5  [32] If As is a symmetric interval matrix. Then

The proof of this theorem can be found in [45].

Example 4  For the symmetric interval matrix

the equation (13) produces �2(A
s) ⊆ [−15.2361,−4.7639] 

and �1(A
s) ⊆ [4.7639, 15.2361].

Let �
i
(As) , �i(A

s) be the lower and upper value of the ith 
interval eigenvalue of As respectively, for i = 1,… , n . Here, 
we consider the ordering of the eigenvalues of a symmetric 
matrix A as �n ≤ ⋯ ≤ �1 . The set of all vertex matrices in 
A
s is denoted by V(As) . The following example shows that 

the end points �
i
(As) and �i(A

s) , for i = 2,… , (n − 1) are not 
necessarily obtained by the eigenvalues of vertex matrices of 
the symmetric interval As . Even �n(A

s) and �
1
(As) can not be 

necessarily computed by the eigenvalues of vertex matrices 
are shown in [43].

Example 5  Let us consider the symmetric interval matrix

Now, computing eigenvalues using MATLAB of 26 sym-
metric vertex matrices in As , we have �2(V(A

s)) = 9.2101 . 
But we can easily see that for the matrix

in As , we have �2(B) = 10 , which is greater than �2(V(A
s)).

The following proposition sometimes produced a better 
upper bound for symmetric interval matrix as compared to 
the bound produced by equation (13).

Proposition 1  [45] For a symmetric interval matrix As , we 
have �1(A

s) ≤ �1(|As|).

(13)
�i(A

s) ⊆ [𝜆i(Ac) − 𝜌(A△), 𝜆i(Ac) + 𝜌(A△)], for i = 1,… , n.

A
s =

(
[4, 8] [6, 10]

[6, 10] [−10,−2]

)
,

A
s =

⎛⎜⎜⎝

[1, 2] [−5, 4] [−7, 6]

[−5, 4] [9, 10] [−13, 12]

[−7, 6] [−13, 12] [17, 18]

⎞⎟⎟⎠
.

B =

⎛⎜⎜⎝

2 0 0

0 10 0

0 0 18

⎞⎟⎟⎠
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Example 6  If we consider the symmetric interval matrix

We have

and �1(|As|) = 8.4721 . By proposition 1, 8.4721 is an upper 
bound for �1(As) , where as equation (13) produces an upper 
bound for �1(As) as 8.5311.

Lemma 1  [45] (Diagonal maximization) For each 
i ∈ {1,… , n} , there is some matrix A ∈ A

s with diagonal 
entries ajj = ajj such that �i(A) = �i(A

s).

This lemma guaranteed that for computing an upper 
bound for �i(A

s) , it is sufficient to consider the ith eigenvalue 
of the set {(aij) ∈ A

s ∶ ajj = ajj,∀j = 1,… , n}.
The following is a nice theorem that can bind eigenvalues 

of the sum of two real symmetric matrices in terms of the 
sum of their individual eigenvalues.

Theorem 6  [6, 34, 56, 57] (Weyl, 1912) Let A and B be two 
symmetric matrices. Then

A simpler form of the Weyl’s theorem is as bellow,

Theorem 7  [18] Let A, B, C be three real symmetric matrices 
and C = A + B . The eigenvalues of A, B, C are denoted and 
ordered as:

respectively, then

Leng and He proposed the following theorem by employ-
ing the Gershgorin disk theorem for symmetric matrices, 
which can produce bound for eigenvalues of symmetric 
interval matrix with the help of Theorem 7.

Theorem 8  [20] Let As be a real symmetric interval matrix. 
For A ∈ A

s , the eigenvalues of A are denoted and ordered 

A
s =

(
[1, 2] [3, 4]

[3, 4] [5, 6]

)
.

|As| =
(
2 4

4 6

)
,

(14)
�r+s−1(A + B) ≤ �r(A) + �s(B)

∀r, s ∈ {1,… , n}, r + s ≤ n + 1,

(15)
�r+s−n(A + B) ≥ �r(A) + �s(B)

∀r, s ∈ {1,… , n}, r + s ≥ n + 1.

(16)�n ≤ ⋯ ≤ �1,�n ≤ ⋯ ≤ �1, and �n ≤ ⋯ ≤ �1,

(17)�i + �n ≤ �i ≤ �i + �1 for i = 1,… , n.

as �n ≤ ⋯ ≤ �1 .  Then �1 ≤ max
i=1,…,n

(
∑
j≠i

�aij� + �aii�) and 

− max
i=1,…,n

(
∑
j≠i

�aij� + �aii�) ≤ �n.

Example 7  Let us consider the symmetric interval matrix

Now,

Let �1 and �2 be maximum and minimum eigenvalues of 
A△ . Then from Theorem 8, we have �1 ≤ (4 + 4) = 8 and 
−8 = −(4 + 4) ≤ �2 . Now, the eigenvalues of Ac are −10 and 
10. Therefore by Theorem 7, we have eigenvalues bound in 
the Table 2 of the symmetric interval matrix As.

Up to this point, we have seen several eigenvalue bounds, 
including the exact bound for symmetric interval matrices, 
have been presented by different studies. Next, we will dive 
into the eigenvalue bounds of general interval matrices, and 
bounds are obtained for both the real and imaginary parts 
of the eigenvalues.

5 � Eigenvalue bounds of general real interval 
matrices

An interval matrix can be represented by a center matrix and 
a radius matrix, here we follow the sign pattern of eigenvec-
tors of the center matrix. In [4], Deif gives theorems for 
finding the exact eigenvalues of symmetric interval matri-
ces with the consideration of constant sign pattern of the 
eigenvectors of the center matrix Ac . The following theo-
rem guaranteed that Ac and Ac + �A have eigenvectors with 
same sign component wise for any �A ∈ [−A△,A△] . Let 
the eigenvalues of a general matrix A are of the form � + i� , 
i.e. � and � are respectively real and imaginary parts of the 
eigenvalues.

T h e o r e m   9   [ 4 ]  I f  A△  s a t i s f i e s 

|T|(I − |T−1|A△|T|
�−�

)−1(
|T−1|A△|T|+�I

�−�
) ≤ |T|, then  Ac  and 

Ac + �A have eigenvectors with same sign component wise. 
Where T is the modal matrix of Ac , i.e. T−1AcT  would be a 

A
s =

(
[4, 8] [4, 12]

[4, 12] [−10,−2]

)
.

Ac =

(
6 8

8 − 6

)
, and A△ =

(
2 4

4 4

)
.

Table 2   Eigenvalues bound 
of As �c

i
△�i [�

i
, �i]

−10 8 [−18,−2]

10 8 [2, 18]
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diagonal matrix containing the eigenvalues of Ac , � is the 
separation between the eigenvalues of Ac , that is 
� = min

i≠j
|�i − �j| and � is a bound on the shifts in the eigen-

values of Ac under the perturbation �A , it is taken as 
� ≤ || |T−1|A△|T| ||.

This mechanism also be implemented for general interval 
matrices. Let xl  = (xl

r1
+ ixl

y1
,… , xl

rn
+ ixl

yn
)T  and yl 

= (yl
r1
+ iyl

y1
,… , yl

rn
+ iyl

yn
)T  are the eigenvector and left 

eigenvector of Ac + �A , is normalized such that (yl)∗xl = 1, 
for l = 1,… , n , then the following theorem provides exact 
eigenvalue bound for both real and imaginary part. Here, 
Sl = (sl

kj
) for l = 1,… , n and ‘ ◦’is the Hadamard product of 

two matrices.

Theorem  10  [4] If A is an interval matrix and 
sl
kj
= sgn(yl

rk
xl
rj
+ yl

yk
xl
yj
) for j, k = 1,… , n , computed at Ac is 

constant over A . Then real part of eigenvalues are 
�l = [�l(Ac − A△◦Sl), �l(Ac + A△◦Sl)], for l = 1,… , n.

Theorem  11  [4] If A is an interval matrix and 
sl
kj
= sgn(yl

rk
xl
yj
− yl

yk
xl
rj
) for j, k = 1,… , n , computed at Ac is 

constant over A . Then imaginary part of eigenvalues are 
�l = [�l(Ac − A△◦Sl),�l(Ac + A△◦Sl)], for l = 1,… , n.

These theorems are undoubtedly hard to follow in com-
putation. Thus different easily calculable ways have been 
developed for computing tighter eigenvalue bounds for inter-
val matrices, which are discussed here.

The below theorem can bind real eigenvalues whose cor-
responding eigenvector obey a certain condition of a real 
interval matrix. Correlated to an interval matrix A , the set 
defined as

is the set of real eigenvalues whose corresponding eigenvec-
tor x follows Sx > 0 for a particular diagonal matrix S whose 
entries either are 1 or −1 . Now, we define

A bound of LS can be computed by Theorem 12.

Theorem 12  [33] Let q = (qj) and p = (pj) be non-negative 
nonzero vectors, satisfying (∀j)(qj = 0 ⟹ (AT

S
q)j ≥ 0) and 

(∀j)(pj = 0 ⟹ (A
T

S
p)j ≤ 0) , with 𝜆

S
= min{

(AT
S
q)j

qj
∶ qj > 0} 

and 𝜆S = max{
(A

T

S
p)j

pj
∶ pj > 0} . Then LS ⊂ [𝜆

S
, 𝜆S].

(18)
LS = {𝜆 ∈ ℝ ∶ Ax = 𝜆x for A ∈ A and an x with Sx > 0},

(19)A
S
= SAcS − A△,

(20)AS = SAcS + A△.

Example 8  Let us consider the interval matrix

Here,

Now, if we fix

then by the Theorem 12, we have LS ⊂ [−4, 16] correspond-
ing to q = (1, 1)T and p = (1, 1)T.

The following theorem tells us that these bounds are exact 
with some conditions, which is as follows:

Theorem 13  [33] If the matrix Ac − SA△S has an eigenvalue 
�
S
∈ LS related to a left eigenvector y with SyT > 0 , then 

�
S
= min LS . And if the matrix Ac + SA△S has an eigenvalue 

�S ∈ LS related to a left eigenvector y with SyT > 0 , then 
�S = max LS.

Now, for any square interval matrices, theoretical bounds 
of eigenvalues are represented in [31] by the following theo-
rem. This approach does not need any conditions on the 
eigenvectors; also, it can produce bounds for both real and 
imaginary parts of the eigenvalues separately.

Theorem 14  [31] Let A be an interval matrix. Then for each 
eigenvalue � + i� of each matrix A ∈ A , we have

where

r = min‖x‖2=1
(xTAcx − �x�TA△�x�),

r = max‖x‖2=1
(xTAcx + �x�TA△�x�),

i = min‖(x1,x2)‖2=1
 (xT

1
(Ac − AT

c
)x2 − A△◦|x1xT2 − x2x

T
1
|),

i = max‖(x1,x2)‖2=1
 (xT

1
(Ac − AT

c
)x2 + A△◦|x1xT2 − x2x

T
1
|).

But we can see that computationally it is not easy to 
calculate. For that, Rohn [31] provided very easy formulae 
stated in the following theorem for the bounds of the eigen-
values of each matrix in A.

A =

(
[4, 8] [6, 10]

[6, 10] [−10,−2]

)
.

Ac =

(
6 8

8 − 6

)
and A△ =

(
2 2

2 4

)
.

S =

(
1 0

0 1

)
,

(21)r ≤ � ≤ r,

(22)i ≤ � ≤ i,
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Theorem 15  [31] Let A be an interval matrix. Consider 
Ax = (� + i�)x , where A ∈ A and x ∈ ℂ

n ⧵ {0} . Then

where

A′
c
 = 1

2
(Ac + AT

c
 ), and A′

△
 = 1

2
(A△ + AT

△
),

A′′
c
 = 

(
0

1

2
(Ac − AT

c
)

1

2
(AT

c
− Ac) 0

)
 , and A′′

△
 = 

(
0 A′

△

A′

△
0

)

.

Example 9  Let us consider the interval matrix

Therefore by equations (23) and (24), we have 
� ∈ [−15.2361, 15.2361] and � ∈ [−5.2361, 5.2361].

The underneath theorem has built on the continuity 
property of characteristic polynomial corresponding to a 
real interval matrix for bounding real eigenvalues. Also, the 
procedure is based on discarding the interval which does not 
contain eigenvalue.

Theorem  16  [24] Let �0 be an eigenvalue of a matrix 
A = (aij) ∈ A and �0 ∈ [m, n] , then

where P(�, aij) is the characteristic polynomial of A.

We choose an interval [m, n]; if this interval does not 
satisfy the equation (25), then we can conclude by Theo-
rem 16 that the interval [m, n] does not contain eigenvalues 
of A , consequently we will remove the interval [m, n] and 
choose another interval from the remaining real line and 
repeating the procedure we will get a tight interval or union 
of intervals as eigenvalues for the interval matrix A . This 
procedure is theoretically strong but computationally hard; 
the next theorems and propositions can easily produce good 
bounds for the general interval matrices.

The following theorem will provide formulae (Proposi-
tion 2) for eigenvalue bounds of general interval matrices 
with the condition that the center matrix of the interval 
matrix is diagonalizable. We denoted the condition number 
of a matrix V with respect to p-norm by �p(V) and maximum 
singular value by �max(V).

(23)�min(A
�
c
) − �(A�

△
) ≤ � ≤ �max(A

�
c
) + �(A�

△
),

(24)�min(A
��
c
) − �(A��

△
) ≤ � ≤ �max(A

��
c
) + �(A��

△
),

A =

(
[4, 8] [6, 10]

[6, 10] [−10,−2]

)
.

(25)
min
m≤�≤n
aij≤aij≤aij

P(�, aij) ⋅ max
m≤�≤n
aij≤aij≤aij

P(�, aij) ≤ 0,

Theorem 17  [14] If A,B ∈ ℝ
n×n and A is diagonalizable i.e. 

V−1AV = diag(�1,… , �n) for some V ∈ ℂ
n×n and �1,… , �n 

∈ ℂ . Then for every eigenvalue � + i� of A + B, there exist an 
index j ∈ {1,… , n} such that �(� + i�) − �j� ≤ �p(V) ⋅ ‖B‖p.

In most cases we use p = 2 , in the following proposition 
also. Here �i = [�

i
, �i] for i = 1,… , n.

Proposition 2  [45] Let Ac be diagonalizable i.e. V−1AcV  is 
diagonal for some V ∈ ℂ

n×n . Then the set of real eigenvalues 
� ⊆ (∪n

i=1
�i) , where for each i = 1,… , n,

provided that �i(Ac)
2 ≤ (�2(V).�max(A△))2 ; otherwise 

�i = �.

In the case, when the center of the interval matrix is not 
diagonalizable, then we have the following generalization of 
the Bauer and Fike theorem and the successive proposition 
for the interval eigenvalue bound.

Theorem 18  [35] Let A,B ∈ ℝ
n×n and V−1AV = J be the 

Jordan canonical form of A. For every eigenvalue � + i� of 
A + B  ,  t h e re  e x i s t s  a n  i n d e x  j ∈ {1,… , n} s u ch 

t h a t  |(� + i�) − �j(A)| ≤ max{Θ2,Θ
1

q

2
}  ,  w h e r e 

Θ2 =

�
q(q+1)

2
⋅ �2(V) ⋅ ‖B‖2 and q is the maximal dimension 

of the Jordan’s blocks in J.

Proposition 3  [45] Let V−1AcV = J be the Jordan canoni-
cal form of Ac , and q be the dimension of maximal Jordan’s 
block in J. Then the set of real eigenvalues � ⊆ (∪n

i=1
 �i) , 

where

for i = 1,… , n and Θ2 =

√
q(q+1)

2
⋅ �2(V) ⋅ �max(A△) , 

Θ = max{Θ2,Θ
1

q

2
} provided that �i(Ac)

2 ≤ Θ2 ; otherwise 
�i = �.

The following theorem sometimes produces good bounds 
for real eigenvalues of real interval matrices, which can be 
useful.

(26)�
i
=�i(Ac) −

√
(�2(V).�max(A△))2 − �i(Ac)

2,

(27)�i =�i(Ac) +

√
(�2(V).�max(A△))2 − �i(Ac)

2,

(28)�
i
=�i(Ac) −

√
Θ2 − �i(Ac)

2,

(29)�i =�i(Ac) +

√
Θ2 − �i(Ac)

2,
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T h e o r e m   1 9   [ 4 4 ]  L e t  A ∈ ℝ
n×n  .  T h e n 

�min(
A+AT

2
) ≤ �(A) ≤ �max(

A+AT

2
) for every eigenvalue 

� + i� ∈ ℂ of A.

Example 10  Let us consider the interval matrix

The center and radius matrices of A are respectively

The eigenvalues of Ac are −0.2103 , 1.3924, and 27.3179. 
Here, Ac is diagonalizable, therefore by Proposition 2, we 
have � ⊆ [−1.7103, 1.2897] ∪ [−0.1076, 2.8924] ∪ [25.8179, 28.8179].

Example 11  Let

The eigenvalues of Ac are 2.5000 + 1.9365i and 
2.5000 − 1.9365i.

If we take

then  �2(V) = 2.1075 and  �max(A△) = 0.02  .  S ince 
𝜇i(Ac)

2 > (𝜅2(V) ⋅ 𝜎max(A△))2 ,  therefore by Proposi-
tion 2, �i = � , for i = 1, 2 , consequently � = � . On the 
other hand by Rohn’s [31] outer approximation, we have 
� ⊆ [0.8989, 4.1011], which is an overestimation.

If we take

then �max(A△) = 2 , Since 𝜇i(Ac)
2 < (𝜅2(V).𝜎max(A△))2, 

therefore by Proposition 2, �i = [−1.2438, 6.2438] , 
fo r  i = 1, 2  ,  consequent ly  � ⊆ [−1.2438, 6.2438] ; 
where as Rohn’s [31] outer approximation gives 
� ⊆ [−1.0811, 6.0811] , which is a better overestimation.

In [46] the authors presented the following theorem, 
based on this, they developed an algorithm that can tight an 
eigenvalue bound computed by other methods.

A =

⎛
⎜⎜⎝

[1, 2] [3, 4] [5, 6]

[3, 4] [9, 10] [11, 12]

[5, 6] [11, 12] [17, 18]

⎞
⎟⎟⎠
.

Ac =

⎛
⎜⎜⎝

1.5 3.5 5.5

3.5 9.5 11.5

5.5 11.5 17.5

⎞
⎟⎟⎠
and A△ =

⎛
⎜⎜⎝

0.5 0.5 0.5

0.5 0.5 0.5

0.5 0.5 0.5

⎞
⎟⎟⎠
.

Ac =

(
1 2

−3 4

)
.

A△ =

(
0.01 0.01

0.01 0.01

)
,

A△ =

(
1 1

1 1

)
,

Theorem 20  [46] Let �0 ∉ �(A) and define M = A − �0I . 
Then (�0 + �) ∉ Λ(A) for all � satisfying,

where Q ∈ ℝ
n×n ⧵ {O} is an arbitrary matrix.

Example 12  Let us consider the interval matrix

Applying f i l te r ing a lgor i thm [46] ,  we have 
� ∈ [−16.9416, 16.2391] , where as Rohn [31] produces 
� ∈ [−17.1231, 17.1231].

An interval matrix is said of regular if all matrices belong 
to that interval matrices are regular(non-singular). The fol-
lowing theorems present sufficient conditions for an inter-
val matrix to be regular. These theorems play a key role in 
computing tighter eigenvalue bounds for interval matrices.

T h e o r e m   2 1   [ 1 7 ]  I f  𝜌(|A−1
c
|A△) < 1 ,  t h e n 

[Ac − A△,Ac + A△] is regular.

Theorem  22  [17] If 𝜆max(AT

△
A△) < 𝜆min(A

T
c
Ac) , then 

[Ac − A△,Ac + A△] is regular.

Theorem 23  [17] If for some consistent matrix norm ‖.‖ the 
matrix AT

c
Ac − ‖AT

△
A△‖I  is positive definite, then 

[Ac − A△,Ac + A△] is regular.

Example 13  Let us consider the interval matrix

Using the algorithms in [19], which are based on Theo-
rem 21, we have � ∈ [−16.8928, 16.0004] . Here, we can see 
that even this bound is tighter than the bound obtained by 
the filtering method in the previous example.

Naturally, the studies have advanced into eigenvalue 
bounds for complex interval matrices. Interestingly 
approaches have been made to compute eigenvalue bounds 
for complex interval matrices, which involves eigenvalues 
bound for symmetric interval matrices discussed in the fol-
lowing section.

(30)

|𝜆| <
1 −

1

2
𝜌(|I − QMc| + |I − QMc|T + |Q|M△ +MT

△
|Q|T )

1

2
𝜌(|Q| + |Q|T ) ,

A =

(
[4, 8] [4, 12]

[4, 12] [−10,−2]

)
.

A =

(
[4, 8] [4, 12]

[4, 12] [−10,−2]

)
.
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6 � Eigenvalue bounds for complex interval 
matrices

Researchers have developed methods for computing enclo-
sures of the eigenvalue clusters in the complex plane of com-
plex interval matrices. In parallel to the reliability, the focus 
of these methods is on the tightness of the enclosures. Their 
usefulness is discussed in the application section to deter-
mine the systems′ stability. Hertz presented the following 
theorem that can bound separately real and imaginary parts 
of the eigenvalues of complex interval matrices.

Theorem 24  [9] Let A + iB be a complex interval matrix. 
Then for each eigenvalue � + i� , we have

and

Example 14  Let us consider the complex interval matrix 
A + iB , with

(31)

� ≤�1(
1

2
(Ac + AT

c
)) + �(

1

2
(A△ + AT

△
))

+ �1

(
0

1

2
(BT

c
− Bc)

1

2
(Bc − BT

c
) 0

)

+ �(

(
0

1

2
(BT

△
+ B△)

1

2
(B△ + BT

△
) 0

)
),

(32)

� ≥�n(
1

2
(Ac + AT

c
)) − �(

1

2
(A△ + AT

△
))

+ �n

(
0

1

2
(BT

c
− Bc)

1

2
(Bc − BT

c
) 0

)

− �(

(
0

1

2
(BT

△
+ B△)

1

2
(B△ + BT

△
) 0

)
),

(33)

� ≤�1

(
1

2

(
Bc + BT

c

))
+ �

(
1

2

(
B△ + BT

△

))

+ �1

(
0

1

2
(Ac − AT

c
)

1

2
(AT

c
− Ac) 0

)

+ �

((
0

1

2
(A△ + AT

△
)

1

2
(AT

△
+ A△) 0

))
,

(34)

� ≥�n(
1

2
(Bc + BT

c
)) − �(

1

2
(B△ + BT

△
))

+ �n

(
0

1

2
(Ac − AT

c
)

1

2
(AT

c
− Ac) 0

)

− �(

(
0

1

2
(A△ + AT

△
)

1

2
(AT

△
+ A△) 0

)
).

Her tz formulae give � ∈ [−18.5864, 18.5864] and 
� ∈ [−18.5864, 18.5864] ; we portrayed a simulation of 
eigenvalues of A + iB and Hertz [9] bound in Fig. 2 to see 
the tightness.

Now, using Courant-Fischer theorem [6, 56], Hladik [41] 
proposed the following theorem for enclosing the eigen-
values of complex interval matrix. The efficiency of this 
theorem depends upon the solver for the symmetric interval 
matrices given by different authors.

Theorem 25  [41] Let A , B ∈ 𝕀ℝn×n . Then for every eigen-
value � + i� ∈ �(A + iB) , we have

Example 15  Let us consider the complex interval matrix 
A + iB , with

We computed eigenvalue bounds of A + iB by Hertz [9] 
formulae and also, by Hladik’s formulae [41] with the help 
of Rohn [32] formula for eigenvalue bounds of symmetric 
interval matrices; these bounds and a simulation of eigen-
values of A + iB are portrayed in Fig. 3. We can see in this 
Figure that Hladik’s method produced tighter bound than 
the Hertz.

A =

⎛
⎜⎜⎝

[1, 2] [3, 4] [5, 6]

[7, 8] [−4, 3] [−8,−6]

[−1, 2] [−11, 3] [−8,−5]

⎞
⎟⎟⎠
and

B =

⎛
⎜⎜⎝

[−1, 2] [−3, 4] [7, 9]

[5, 6] [−4,−3] [−2, 1]

[1, 3] [−6,−5] [4, 5]

⎞
⎟⎟⎠
.

(35)

�
n

(
1

2
(A + A

T )
1

2
(BT − B)

1

2
(B − B

T )
1

2
(A + A

T )

)s

≤ �

≤ �1

(
1

2
(A + A

T )
1

2
(BT − B)

1

2
(B − B

T )
1

2
(A + A

T )

)s

,

(36)

�
n

(
1

2
(B + B

T )
1

2
(A − A

T )
1

2
(AT − A)

1

2
(B + B

T )

)s

≤ �

≤ �1

(
1

2
(B + B

T )
1

2
(A − A

T )
1

2
(AT − A)

1

2
(B + B

T )

)s

.

A =

⎛
⎜⎜⎝

[1, 2] [3, 4] [5, 6]

[7, 8] [−4, 3] [−8,−6]

[−1, 2] [−11, 3] [−8,−5]

⎞
⎟⎟⎠
and

B =

⎛⎜⎜⎝

[−1, 2] [−3, 4] [7, 9]

[5, 6] [−4,−3] [−2, 1]

[1, 3] [−6,−5] [4, 5]

⎞⎟⎟⎠
.
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As with real interval matrices, the following theorems 
came up with sufficient conditions for the regularity of com-
plex interval matrices.

Theorem 26  [13] If R be an arbitrary complex matrix of 
order n × n and C = A + iB such that

then C is regular.

Corollary 1  [13] If R = C−1
c

 , then 𝜌(|C−1
c
|C△) < 1 implies 

C is regular.

Theorem 27  [13] Let ‘* ’ denote the conjugate transpose 

and for M△ =

(
A△ B△

B△ A△

)

satisfies then C = A+ iB is regular.

(37)𝜌(|I − RCc| + |R|C△) < 1,

(38)𝜆max(M
T

△
M△) < 𝜆min(C

∗
c
Cc),

Theorem 28  [13] Let � + i� = [�, �] + i[�,�] ∈ 𝕀ℂ and C be 
a complex interval matrix. If the complex interval matrix 
P = C − (� + i�)I is regular then (� + i�) ∩ �(C) = �.

Hereto we have discussed several methods with examples 
for finding exact or tighter eigenvalue bounds for symmetric, 
real, and complex interval matrices. Now, we will exhibit 
some applications of these methods to the problems in dif-
ferent areas together with bounded uncertainty.

7 � Applications

In practical problems, uncertainty arises due to different 
causes like measurement errors, deterioration of materials, 
etc. We need to consider all these errors in a certain problem; 
one way to do this is to enclose these errors by the closed 
and bounded intervals. Consequently, interval computations 
evolved as a reliable technique for handling bounded uncer-
tain systems. Eigenvalue problems are intrinsic of the dif-
ferent mathematical problems, in real-life situations in the 

Fig. 2   Hertz eigenvalue bound
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presence of bounded uncertainty, we need to deal with inter-
val eigenvalue problems. In the preceding sections, we can 
see that various methods have been developed for finding 
tighter eigenvalue bounds for interval matrices as it produces 
better solutions for the problems with bounded uncertainty.

As an application of computing tighter eigenvalue bounds 
for different interval problems, here we included structural 
problems with bounded uncertain parameters [26, 50], sta-
bility of discrete and continuous dynamical systems in a 
bounded uncertain environment [30, 38, 62, 72].

7.1 � Spring‑mass system with bounded uncertainty

A spring-mass system of four degree of freedom with meas-
urement uncertainty in the masses and the stiffness of the 

strings is pictured in Fig. 4. Here, four masses are attached 
to one another and with the walls by five strings.

The spring-mass system without measurement uncer-
tainty can be described by the equation

where M, K are the mass and stiffness matrices(symmetric), 
respectively and where X(t) is the column vector of displace-
ments of the masses from their origin positions along with 
time t. In the presence of measurement errors in determining 
the exact masses and stiffness of the system or due to dam-
age of materials over time, we have to calculate the natural 
frequencies of the system with the interval matrices Ms and 
Ks . They are the square root of the eigenvalues of the gener-
alized interval eigenvalue problem Ksx = �Msx , where both 
Ms and Ks are symmetric interval matrices. We consider the 

(39)MX��(t) + KX(t) = 0

Fig. 3   Eigenvalue set and 
Hladik bound

Fig. 4   A spring-mass system
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following example to see the applicability and computational 
complexity of the various interval eigenvalue bounds for the 
spring-mass system with bounded uncertainty.

Example 16  Let us consider the symmetric interval mass and 
stiffness matrices corresponding to an uncertain spring-mass 
system as

respectively.
Since we consider all four masses as unity, therefore the 

mass matrix Ms = I, the interval identity matrix(real identity 
matrix), then the generalized interval eigenvalue problem 
corresponding to the spring-mass system becomes a stand-
ard symmetric interval eigenvalue problem. Eigenvalue 
bounds obtained by different methods are listed in Table 3.

Rohn [32] produces eigenvalue bounds for each interval 
eigenvalue which needs to calculate only the eigenvalues of 
the center matrix and the spectral radius of the radius matrix. 
Leng and He [20] produce cheap bounds which need to com-
pute the eigenvalues of the center matrix and bounds for the 
eigenvalues of the radius matrix, and consequently, bounds 
for each interval eigenvalue; which is less tight than Rohn 
bounds [32]. Hertz [7] method produces exact eigenvalue 
bounds, but it’s computation time is exponential with the 
dimension of the matrix.

In this case, when the stiffness interval matrix is nar-
row, i.e., the maximum of the elements of the radius matrix 

M
s =

⎛⎜⎜⎜⎝

[1, 1] [0, 0] [0, 0] [0, 0]

[0, 0] [1, 1] [0, 0] [0, 0]

[0, 0] [0, 0] [1, 1] [0, 0]

[0, 0] [0, 0] [0, 0] [1, 1]

⎞⎟⎟⎟⎠
, and

K
s =

⎛
⎜⎜⎜⎝

[2, 3] [−4,−3] [0, 0] [0, 0]

[−4,−3] [1, 2] [−8,−5] [0, 0]

[0, 0] [−8,−5] [4, 5] [−7,−6]

[0, 0] [0, 0] [−7,−6] [6, 10]

⎞
⎟⎟⎟⎠
,

is small. The following example will demonstrate the effi-
ciency of the various eigenvalue bounds for the narrow inter-
val matrix.

Example 17  Let us consider the symmetric interval matrices

The eigenvalue bounds by various methods are placed in 
Table 4. We can see that Rohn [32] produces a better bound 
than Leng and He [20] method. Hertz [7] computed exact 
eigenvalue bounds; the computational complexity of this 
method is exponential.

For further reading related to the problem of spring-mass 
systems with bounded uncertainty, we suggest the readers go 
through these references [49, 69]. Next, we will analyze the 
stability of the dynamical systems with bounded uncertainty.

7.2 � Linear dynamical systems with bounded 
uncertainty

The appearances of the continuous and discrete time-invar-
iant system with the bounded uncertainty environment are 
expected in the physical situation; to check the system’s 
stability over time, we need to compute tighter eigenvalue 
bounds of the corresponding interval matrix.

Let us consider the linear time-invariant analog uncertain 
system

M
s =

⎛⎜⎜⎜⎝

[1, 1] [0, 0] [0, 0] [0, 0]

[0, 0] [1, 1] [0, 0] [0, 0]

[0, 0] [0, 0] [1, 1] [0, 0]

[0, 0] [0, 0] [0, 0] [1, 1]

⎞⎟⎟⎟⎠
, and

K
s =

⎛
⎜⎜⎜⎝

[0.1, 0.2] [−0.5,−0.4] [0, 0] [0, 0]

[−0.5,−0.4] [7, 7.3] [−9.1,−8.8] [0, 0]

[0, 0] [−9.1,−8.8] [3, 3.6] [−10,−9.8]

[0, 0] [0, 0] [−10,−9.8] [2, 2.4]

⎞
⎟⎟⎟⎠
.

Table 3   Eigenvalue bounds 
for the uncertain spring-mass 
system

Methods �
4 �4 �

3 �3 �
2 �2 �

1 �1

Rohn (Theorem 5) −8.2052 −3.4067 −0.9081 3.8903 3.9039 8.7024 12.1124 16.9109
Leng and He (Theorems 7,8) −8.3060 −3.3059 −1.0089 3.9912 3.8031 8.8032 12.0116 17.0117
Hertz (Theorems 2,3) −8.0574 – – – – – – 16.8404

Table 4   Eigenvalue bounds 
for the uncertain spring-mass 
system

Methods �
4 �4 �

3 �3 �
2 �2 �

1 �1

Rohn (Theorem 5) −10.1251 −9.2706 −0.3001 0.5543 4.4647 5.3192 17.0516 17.9060
Leng and He (Theorems 7,8) −10.2479 −9.1478 −0.4230 0.6771 4.3419 5.4420 16.9288 18.0289
Hertz (Theorems 2,3) −10.1072 – – – – – – 17.8881
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and the linear time-invariant discrete system with uncertainty

The solution of the above systems can be determined by 
computing the interval eigenvalues of the interval matrix A 
and also, the stability of the systems can be determined, here 
two kinds of stability are discussed next. An interval matrix 
A is said to have some property ℘ if each matrix belongs 
to the interval matrix A has the same property ℘ , i.e., an 
interval matrix A is said to be Hurwitz or Schur stable if all 
matrix in A are Hurwitz or Schur stable respectively.

7.2.1 � Hurwitz stability:

An interval matrix, A appears in the above systems is said to 
be Hurwitz stable if all eigenvalues lie on the left open half-
plane of ℂ . For checking Hurwitz stability of the symmetric 
interval matrices, we need to compute maximum eigenvalues 
of a special set of 2n−1 vertex matrices out of total 2(n2+n)∕2 
symmetric vertex matrices, where n is the order of the inter-
val matrix. We can choose these vertex matrices by Theo-
rem 2, and one example has been discussed there to find the 
exact maximum eigenvalue of the symmetric interval matrix. 
On the other hand, there is no single method for finding the 
exact maximum eigenvalue for general interval matrices, so 
we have to compute tighter eigenvalue bounds with the help 
of different approaches to determine the Hurwitz stability of 
the general interval matrices.

7.2.2 � Schur stability:

If all eigenvalues of an interval matrix lie in the open unit 
disk centered at the origin, then the corresponding system 
is Schur stable over time. The eigenvalues of real symmet-
ric matrices are real, so we need to check whether all the 
interval eigenvalues of a symmetric interval matrix lie in 
the open interval (−1, 1) . For checking Schur stability of the 
symmetric interval matrices, we need to compute the eigen-
values of two special sets; each contains 2n−1 vertex matrices 
out of total 2(n2+n)∕2 symmetric vertex matrices, where n is 
the order of the interval matrix; we will choose these vertex 
matrices by Theorems 2 and 3. In the case of general interval 
matrices, there is no method for finding exact interval eigen-
values, so we have to use various methods to find tighter 
eigenvalue bounds for checking the Schur stability of the 
corresponding systems.

(40)x�(t) = Ax(t), t ≥ 0,A ∈ A,

(41)xk+1 = Axk, k = 0, 1, 2,… and A ∈ A.

In the following subsection, we will see the utilization of 
computing tighter eigenvalue bounds for interval matrices 
in checking the Hurwitz and Schur stability in a bounded 
uncertain environment.

7.3 � Linear differential equations with bounded 
uncertainty

Let us consider the linear differential equation with interval 
uncertainty

Put x�(t) = y(t) in equation (42), we have

We get the system of equations as

Since, � ∈ � and � ∈ � , the coefficient matrix becomes an 

interval matrix 
(

0 1

−� − �

)
 , so by computing eigenvalues of 

the interval matrix we can get the solution of the uncertain 
linear differential equation [52], and also, determined the 
stability of the system, studied in the next examples.

Example 18  Let us consider the interval matrix

The real part of eigenvalues of A lies in [−1.2529, 0.1029] 
and imaginary part lies in [−0.8354, 0.8354] , produced by 
both Rohn [31] and Hertz [9] methods. By Hladik [41] with 
Hertz [7] method we have the real part of the eigenvalues 
of A lies in [−1.2500, 0.0542] and the imaginary part lies in 
[−0.8254, 0.8254]. From these bounds one can not conclude 
Hurwitz stability of A from this bound, but from the charac-
teristic polynomial of any matrix in A we can conclude that 
it has all eigenvalues lies in the left open half of the complex 
plane, so A is Hurwitz stable. A simulation of the eigenval-
ues and both the bounds are depicted in Fig. 5 which shows 
us that all the eigenvalues of A are lies in the open left half 
part of the complex plane.

The upcoming example shows that tighter eigenvalue 
bounds are decisive for checking the Schur stability of com-
plex interval matrices.

(42)x��(t) + �x�(t) + �x(t) = 0, � ∈ �, � ∈ �.

(43)y�(t) = −�y(t) − �x(t)

(44)
(
x�(t)

y�(t)

)
=

(
0 1

−� − �

)(
x(t)

y(t)

)

A =

(
[0, 0] [1, 1]

−[0.5, 0.6] − [1.1, 1.2]

)
.
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Example 19  Let us consider the complex interval matrix 
A + iB , where

By Hertz’s [9] method we have � ∈ [−0.7199, 0.6499] 
and � ∈ [−0.7532, 0.7532], on the other hand by Hladik’s 
[41] method we have � ∈ [−0.6874, 0.6174] and � ∈ 
[−0.6901, 0.6901] . A pictorial depiction of the simulation 
of eigenvalues and bounds by Hertz and Hladik methods are 
in Fig. 6, we can see that as Hertz bounds do not lie on the 
open unit disc centered at the origin so from this bound, we 
can not conclude the Schur stability of the interval matrix 
A + iB , but a tighter bound by Hladik can conclude the 
Schur stability of the interval matrix.

A =

(
[−0.4, 0.26] [0.17, 0.23]

[−0.21, 0.16] [−0.2, 0.2]

)
and

B =

(
[0, 0] [−0.1, 0.3]

[−0.1, 0.2] [0, 0]

)
.

One can follow the references [10, 70, 73] for more prob-
lems on stability of dynamical systems with bounded uncer-
tainty. Next, we will study a nine-bar structure in a bounded 
uncertain ambience.

7.4 � A nine‑bar truss with bounded uncertainty

The structure consists of nine identical bars, construction 
as in Fig. 7. In the presence of measurement errors, the 
Young’s moduli of the bars vary with intervals; inevitably, 
the dynamic matrix related to the structure becomes a sym-
metric interval matrix. We assumed that the length, area 
of cross-section, the density of the bars are constant. We 
considered an example and computed its eigenvalue bounds 
by different methods.

Example 20  Let us consider the symmetric interval matrix 
correlated to the nine-bar truss

Fig. 5   Eigenvalue set and 
bounds
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We have computed eigenvalue bounds of the symmetric 
interval matrix As related to the nine-bar truss by Rohn’s 
[32], Leng and He’s [20], and Hertz’s [7] methods. From 
Table 5, we can observe that the first two methods are pro-
duced the same eigenvalue bounds, whereas Hertz’s [7] pro-
duces only the exact right endpoint of the maximum interval 
eigenvalue and exact left endpoint of the minimum interval 
eigenvalue. However, this is an exponential method with the 
dimension of the matrix.

Similarly, other structural problems in the practical 
ambiance can be handled with interval techniques, and we 

A
s =

⎛
⎜⎜⎜⎜⎜⎜⎜⎜⎜⎜⎝

[1, 1.25] [0, 0] [−0.2,−0.1] [−1,−1] [0, 0] [−1,−1] [0, 0] [0, 0] [0, 0]

[0, 0] [1, 1.25] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0] [0, 0]

[−0.2,−0.1] [0, 0] [1, 1.25] [1, 1] [0, 0] [1, 1] [0, 0] [0, 0] [0, 0]

[−1,−1] [0, 0] [1, 1] [1, 1.25] [0, 0] [1, 1] [−1,−1] [0, 0] [0, 0]

[0, 0] [0, 0] [0, 0] [0, 0] [1, 1.25] [1, 1] [0, 0] [−1,−1] [1, 1]

[−1,−1] [0, 0] [1, 1] [1, 1] [1, 1] [1, 1.25] [0, 0] [−1,−1] [1, 1]

[0, 0] [0, 0] [0, 0] [−1,−1] [0, 0] [0, 0] [1, 1.25] [0, 0] [0, 0]

[0, 0] [0, 0] [0, 0] [0, 0] [−1,−1] [−1,−1] [0, 0] [1, 1.25] [−1,−1]

[0, 0] [0, 0] [0, 0] [0, 0] [1, 1] [1, 1] [0, 0] [−1,−1] [1, 1.25]

⎞
⎟⎟⎟⎟⎟⎟⎟⎟⎟⎟⎠

.

suggest these references for further studies related to differ-
ent structural problems with interval uncertainty [2, 22, 61].

8 � Conclusions and future directions

Bounded error is inhabitable in practical problems, and 
interval computation is a suitable technique to deal with it. 
Interval analysis evolved in the seventeenth decade of the 
twentieth century. There is no soloist theoretical or computa-
tional concept to compute exact interval eigenvalues, which 
is an NP-hard problem. In this paper, we have discussed 
various methods for the interval eigenvalue problems for 

Fig. 6   Eigenvalue set and 
bounds
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finding tighter interval eigenvalue bounds to understand the 
development. We have investigated the uses of techniques of 
classical mathematical tools in interval eigenvalue problems. 
Also, we have demonstrated wide applications of interval 
eigenvalue problems in different areas. This paper will helps 
researchers to gain vast knowledge about eigenvalue prob-
lems with bounded uncertainty and the development of their 
tighter solutions. This paper will influence researchers to 
work on critical problems like interval complex generalized 
eigenvalue problems and interval sparse eigenvalue prob-
lems, which are challenging and have plenty of applications 
in control theory, structure analysis, biological wastewater 
management, etc.
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the article.
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