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Abstract
The brain tumor is considered the deadly disease of the century. At present, neuroscience and artificial intelligence conspire 
in the timely delineation, detection, and classification of brain tumors. The process of manually classifying and segmenting 
many volumes of MRI scans is a challenging and laborious task. Therefore, there is an essential requirement to build 
computer-aided diagnosis systems to diagnose brain tumors timely. Herein review focuses on the advances of the last decade 
in brain tumor segmentation, feature extraction, and classification through powerful and versatile brain imaging modality 
Magnetic Resonance Imaging (MRI). However, particular emphasis on deep learning and hybrid techniques. We have 
summarized the work of researchers published in the last decade (2010–2019) termed as the 10s and the present decade 
(only including the year 2020) termed as the 20s. The decades in review reveal the bore witness to the critical revolutionary 
paradigm shift in artificial intelligence viz. conventional/machine learning methods, emerged deep learning, and emerging 
hybrid techniques. This review also covers some persistent concerns on using the type of classifier and striking trends in 
commonly employed MRI modalities for brain tumor diagnosis. Moreover, this study ensures the limitation, solutions, and 
future trends or opens up the researchers’ advanced challenges to develop an efficient system exhibiting clinically acceptable 
accuracy that assists the radiologists for the brain tumor prognosis.
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1  Introduction

Brain tumor commonness is a significant contributing aspect 
to the universal death rate. According to the GLOBOCAN 
2020 report, the number of new brain cancer cases was 
308,102, and 2.5% of people died from brain cancer [1]. 
Tumors originating in the brain can be categorized into four 
main types: gliomas, meningiomas, pituitary adenomas, 
and nerve sheath tumors. The World Health Organization 
(WHO) categorizes brain tumors through cell origin and 

behavior, from lowest to extreme aggressive [2]. Low-
grade gliomas (LGG) (grades I and II) and high-grade 
glioma (HGG) (grades III and IV) are two major categories 
of brain tumors. The HGG grows rapidly, with a maximal 
life expectation is two years. In contrast, LGG grows slowly 
and sometimes allows the subject to have many years of life 
anticipation. Indeed, brain tumors have many characteristics, 
including variable locations, varying shapes, and sizes, and 
poor contrast, leading to overlapping with the intensity 
values of healthy brain tissues [3]. These characteristics 
affect the complexity of tumor growth and predict the 
extent of resection at the time of surgical planning, which 
has implications for patient treatment [4]. Therefore, 
distinguishing healthy tissues from the tumor and exact 
classification is not an easy task. Reliable segmentation and 
brain tumor classification are important to determine the 
tumor size, exact position, and type.

Timely detection of tumors is essential to treat brain 
tumors effectively. Medical imaging modalities such as 
computed tomography (CT), biopsy, cerebral angiography, 
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myelography, positron emission tomography (PET), and 
MRI contribute a vital role towards brain tumor detection 
due to their non-invasive nature [5]. Amongst them, MRI 
and CT are the two most commonly exercised modalities. 
MRI provides an in-depth scan that can easily spot brain 
tumors and other infections.

Moreover, MRI is the most popular scan system in 
detecting several diseases and their treatment planning in 
clinical trials, especially brain tumors [6]. The neurological 
MR images for brain tumor diagnosis are captured from 
three different views, viz. axial, coronal, and sagittal [7], 
as illustrated in the Fig. 1a. Three primary MR modalities 
include: T1-weighted (T1-W), T2-weighted (T2-W), and 
FLAIR are utilized for brain tumor analysis [8] as illustrated 
in the Fig. 1b. Initially, the brain tumor diagnosis relies 
on the radiologist experts after the precise analysis and 
comprehensive monitoring of the image. However, owing 
to the limited availability of domain knowledge expertise, 
this process is time-consuming.

CAD systems truly help radiologists to improve the 
diagnosis of brain tumors in no time, thereby decreasing 
the mortality rate due to brain cancer. The fundamental 
rationale of the CAD is to automate the process of 
detecting brain tumor images with superior authenticity 
and reliability. Many articles have been published on 
brain tumor detection, classification, and segmentation 
to date. The majority of previous research focused on 
the conventional/machine learning-based approaches. 
Machine learning (ML) techniques are uniquely suitable 
to address big data challenges such as brain tumor 
segmentation. However, it has been used to train machines 
for image recognition, which generally requires human 
intervention and intelligence [9]. Typical ML methods 
apply human-designed based feature extraction techniques 
to differentiate tumor properties and features in imaging 
data [10]. For instance, Hu, Leland S., et al. proposed a 
novel study based on a decision tree classifier to predict 

underlying tumor molecular alterations using hand-
crafted features [11]. These features were extracted from 
biopsies of 13 subjects using textural metrics. However, 
deep learning (DL) techniques do not need pre-selection 
of features because they automatically learn the most 
appropriate features for identification and prediction. 
Deep learning automatically mines important features, 
evaluates patterns, and categorizes the information by 
extracting multi-level features. Lower-level features 
include corners, edges, and basic shapes, while higher-
level features include image texture, more processed 
shapes, and particular image patterns [12]. Moreover, 
deep learning techniques are used to extract features 
from additional information and integrate them into the 
recommendation process [13]. However, it is unable to 
maintain the spatial consistency and visual delineation 
of the subject. Therefore, the research paradigm for brain 
tumor detection, segmentation, and classification has now 
been shifted towards hybrid-based techniques. A hybrid 
approach is a method of combining the strengths of several 
classifier systems into a single system to enhance the 
overall accuracy.

The paradigm shift from conventional machine learning 
to deep learning and hybrid approach in the brain tumor 
analysis domain inspired us to do an extensive review over 
the last (10s) and the present decade (20s). The primary 
objective of this work is summarized as follows.

–	 This review attempts to sum up the previously reported 
work on brain tumor segmentation, feature extraction, 
and classification utilizing brain MRI scans.

–	 The comprehensive study has been exploited to show the 
development of soft computing, viz. artificial intelligence 
(AI) in the entire field of brain tumor analysis, both from 
an application-driven and methodology perspective.

–	 The review presented here aims to assist the researcher in 
designing state-of-the-art CAD methods which can help 
radiologists for the early diagnosis of brain tumors.

–	 To present the current trends in the domain of deep 
learning and a hybrid-based approach for tumor 
prognosis.

–	 Consequently, the review presents the key findings in the 
dedicated discussion part that successfully elaborate the 
shift’s pendulum.

–	 To highlight the prospects and open research challenges 
for the successful and fully automatic identification of 
brain tumors.

–	 Moreover, the statistical analysis was carried out by 
considering various factors and presented in graphs.

–	 Lastly, performances of CAD systems of brain tumors 
through multi-modal MR scans for tumor segmentation, 
feature extraction, and tumor classification have been 
studied and compared for the 2010–2020 years.

Fig. 1   Neurological MRI scans a Three different views (I) Axial, (II) 
Coronal, and (III) Sagittal. b Basic MRI modalities (I) T1-W MRI 
scan, (II) T2-W MRI scan, and (III) FLAIR
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In this manuscript, we have used freely available search 
databases including Google Scholar, Scopus, IEEE explorer, 
Science Direct, and PubMed to find the most relevant papers 
by applying different queries. We have limited our search to 
manuscripts published between the years 2010–2020. We 
have used the following queries in various combinations: 
“brain cancer diagnosis”, “Brats dataset segmentation”, 
“brain tumor segmentation and classification”, “brain 
tumor detection using machine learning and deep learning 
classifiers”, “brain tumor MRI and deep learning”, “brain 
tumor using Harvard dataset”, “brain tumor detection and 
BrainWeb dataset”, “brain tumor detection and segmentation 
using TCIA dataset”, “artificial intelligence and brain 
tumor”, etc. More than 400 related papers are thoroughly 
reviewed, among them, 190 were most relevant to brain 
tumor detection, segmentation, and classification, which 
we have chosen for this manuscript.

After this introduction section, the whole review is 
organized as follows. We present the development for brain 
tumor segmentation techniques through MRI over the 
years 2010–2020 in Sect. 2. Then this review summarizes 
the development for brain tumor feature extraction and 
classification techniques through MRI over the years 
2010–2020 in Sect.  3. The statistical analysis of the 
decades comprehensively examines the pros and cons of 
published literature for the design of a reliable, automated, 
cost-effective, robust, secondary diagnostic tool, i.e., a 
CAD system is done in Sect. 4. The current trend on deep 
learning-based brain tumor diagnosis is presented in Sect. 5. 
The current trend on hybrid-based brain tumor diagnosis is 
illustrated in Sect. 6. Then a comprehensive discussion part, 
where the limitations, the research findings, and research 
challenges are briefly elaborated in Sect.  7. The future 
research directions for the selection of appropriate technique, 
image-modality, and dataset for brain tumor segmentation 
and classification are briefly explained in Sect. 8. In the end, 
the conclusion of this review is made in Sect. 9.

2 � The Development for Tumor 
Segmentation Techniques (2010–2020)

The process of cleaving an image into the region of interest 
(ROIs) for the easy depiction and characterization of the 
data is termed segmentation. The critical objective of 
segmentation is to locate the tumor regions for the more 
straightforward prognosis and classification of brain 
tumors by changing the representation of the MR images. 
It separates the tumor regions, for instance, necrotic and 
edema, from the non-tumor regions, mainly WM (white 
matter) and GM (gray matter) [3] as presented in Fig. 2.

Owing to the complex anatomy and high inconsistency, 
segmentation or labeling of brain MR scans is challenging. 

For brain tumor segmentation, several conventional 
segmentation techniques have been utilized so far, including 
contour and shape-based methods, thresholding-based 
techniques, edge, and region-based algorithms, statistical-
based approaches, multi-resolution analysis, etc. In this 
review, all other methods are categorized as conventional/
ML-based methods (traditional approaches), DL-based 
methods (emerged method), and hybrid-based approaches 
(emerging techniques), as illustrated in Fig. 3. The pros 
and cons of the most commonly utilized segmentation 
and classification techniques are briefly summarized and 
compared in Table 1.

2.1 � ML‑Based Segmentation

Many researchers applied ML-based techniques for the 
segmentation of brain tumors. Amin et al. have designed 
an automated segmentation network for brain tumor MR 
images. A support vector machine (SVM) classifier is 
employed using different kernels to categorize the cancerous 
or non-cancerous brain images. The performance of the 
designed model has been evaluated on standard datasets 
named Harvard and Rider. The experimental outcome 
demonstrates that the model performed the segmentation 
task very efficiently [14]. Mehmood et al. utilized a self-
organizing map (SOM) clustering algorithm for brain lesions 
segmentation [15]. The accuracy of the model was predicted 
at 0.76%. In another report, Demirhan and Guler proposed 
the SOM and learning vector quantization (LVQ) to segment 
WM and GM [16]. Zexuan et al. implemented generalized 
rough fuzzy C-means clustering for tumor segmentation 
[17]. In comparing Fuzzy C means (FCM) methods, a 
state-of-the-art technique was introduced that categorized 
WM, cerebrospinal fluid (CSF) spaces, and GM using 
Adaptive Fuzzy K-mean (AFKM) clustering. Researchers 
state that with the implementation of the AFKM algorithm, 
superior results differ in contrast to FCM qualitatively and 
quantitatively [18].

The majority of previous research focused on the 
machine learning-based approach. Machine learning 
techniques are uniquely suitable to address big data 
challenges such as brain tumor segmentation. However, 

Fig. 2   Representation of different tumor segmentation sub-regions 
(taken from the BRATS 2013 database)
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some ML-based methods utilize manually segmented 
training images. Nevertheless, manual segmentation of 
the images is expensive, extensive/tedious, and needs 
a team of expert radiologists. Therefore, ML generally 
requires human intervention and intelligence [9] as 
typical ML methods apply human-designed-based feature 
extraction techniques to differentiate tumor properties and 
features in imaging data [10].

2.2 � DL‑Based Segmentation

DL techniques do not need an initial feature selection step 
because it automatically learns the appropriate features 
for identification. DL is a subgroup of ML that can 
automatically mine important features, evaluate patterns, 
and categorize the information by extracting multi-level 
features [12]. Various DL models and methods are at hand 
for tumor segmentation via MRI scans.

Havaei et al. utilized Convolutional Neural Network 
(CNN) for performing brain tumor segmentation tasks 
[19]. The experimental results show a 0.88% dice 
score and also reduce the segmentation time. Pereira 
et al. established a CNN-based automated brain tumor 
delineation system with a 0.88% dice score [20]. 
Researchers demonstrated a 3D-CNN model for the 
segmentation of brain lesions with a DSC of 0.89% in 
[21]. An automated brain tumor deep neural network 
(DNN) based model was proposed for MRI scans [22]. 
The 0.72% dice score was observed. A fully convolutional 
residual neural network (FCR-NN) is implemented 
for the tumor segmentation, with a 0.87% dice score 
[23]. Similarly, DNN based automated segmentation 
method, with a dice score of 0.87% was employed by 
[24]. In addition, the author utilized DNN, i.e., Fully 
Convolutional Network (FCN), for pixel-wise image 
representation for tumor semantic segmentation. The 
MRI scans utilized in the study include T1, T1c, T2, 
and Flair. In this way, the tumor regions are segmented 
more accurately [25]. Despite the benchmark results 
achieved by deep learning algorithms in the brain 
tumor segmentation domain, only a deep learning-based 
method still has limitations for accurate automated brain 
tumor segmentation. For instance, the limited capacity 
to delineate visual objects and impotent to consider the 
spatial consistency and appearance of segmentation 
results [26, 27].

The need for an hour is to design architecture for 
brain tumor segmentation that can effectively segment 
the brain tumor regions, require less memory, undergo 
fast computation, and improve boundary delineation. 
Therefore, the trend of research has been shifted towards 
utilizing efficient hybrid techniques.

2.3 � Hybrid‑Based Segmentation

The recent success of hybrid technology in the medical 
domain reflects the interest of researchers in computer 
vision. Hybrid systems combine two or more methods to 
overcome the various issues involving high computational 
time, low accuracy, and effectiveness.

Mittal M. et al. suggested a combined framework using 
SWT-CNN for brain tumor segmentation to enhance the 
CNN-based model accuracy performance [28]. Stationary 
Wavelet Transform (SWT) technique was applied for feature 
extraction rather than Fourier transform that provides 
improved results for discontinuous data followed by the 
random forest (RF) method for the classification task. The 
suggested technique contributes 2% improvement compared 
with traditional CNN. Nilesh Bhaskarrao et al. proposed 
Berkeley wavelet transform (BWT) with an SVM framework 
for tumor segmentation [29]. BWT was employed for the 
feature extraction task followed by an SVM to perform the 
classification task. The author reveals the following results: 
accuracy 96.51%, specificity 94.2%, and sensitivity 97.72%. 
In another research article, the segmentation method based 
on the fusion of RF and SVM (RF-SVM) was implemented 
for tumor lesions. It is the two-stage cascaded framework, 
where RF learns from tumor labels, and the resultant output 
is fed to the SVM to classify the labels [30]. Zhao et al. also 
utilized CNN and conditional random fields (CRFs) hybrid 
technique for efficient brain tumor segmentation. A dice 
score of 0.87% was achieved [31]. The review of progress 
for brain tumor segmentation in the years 2010–2020 
is described in Table 2. The overview of freely available 
databases for brain tumor segmentation is shown in Table 3.

Through this survey, a comparative study of more than 
fifty segmentation approaches between the years 2010–2020 
has urged us to conclude the following findings: 

(1)	 It is evident from Table 2 that various methodologies 
and algorithms have been developed for brain tumor 
segmentation in the past few years. Some fusion/hybrid 
algorithms are utilized, whereas some are the modified 
version of its basic.

(2)	 The shift towards the utilization of hybrid techniques 
is noticeable. However, some researchers are still 
struggling with simple ML and DL algorithms to 
achieve touchstone performance. Ito et al. worked on the 
segmentation of brain tumors using a semi-supervised 
deep learning technique from the MR images [32]. 
This technique has attained improved results. Tianbao 
Ren et al. developed an automated Kernel-based FCM 
with a weighted fuzzy kernel clustering model that 
enhances brain image segmentation performance [33]. 
Results illustrate that the proposed combined algorithm 
achieves an improved misclassification rate which was 
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Table 2   A summary of segmentation methods for brain MR images over the years 2010–2020

Author Year Segmentation method Task performed Performance (%) Paradigm shift Dataset

[40] 2010 FCM based method Brain segmentation – ML Private
[41] 2010 2D-Brain extraction algorithms 

(BEA) and 3D-BEA algorithms
Brain segmentation – ML Private

[42] 2010 Expectation maximization 
algorithm

Brain segmentation Acc = 95.13 ML Private

[16] 2011 Integration of self-organizing 
map (SOM) and learning vector 
quantization (LVQ)

Brain segmentation WM = 0.70 GM = 0.78 Hybrid IBSR

[43] 2011 Prossibilistic C-mean (PCM) 
clustering+type-II fuzzy models

Brain segmentation Correct = 79 Not Correct = 16 Hybrid Private

[44] 2011 SVM based model Brain segmentation Total error = 5.6 ML Private
[45] 2011 Implemented expectation 

maximization and Gaussian 
mixture (EM-GMM) model

Brain segmentation Acc = 98 Hybrid Private

[46] 2011 Active contour methods + SVM 
based classification

Brain segmentation – ML Private

[47] 2011 FCM clustering method Brain segmentation – ML Standard
[48] 2012 Feedback pulse-coupled neural 

network
Brain segmentation SN = 100 SP = 92.8 Acc = 99 ML Harvard

[49] 2012 Genetic algorithm (GA) + SVM 
based classification

Brain segmentation SN = 92.3 SP = 99.6 Acc = 99.3 Hybrid Private

[17] 2012 Generalized rough FCM clustering Segmentation Avg=10.33 ± 2.96 ML BrainWeb
[15] 2013 SOM clustering algorithm using 

prioritization techniques
Lesions segmentation SM = 59.0 CC = 53.0 AUC = 76.0 ML Public

[50] 2013 Growing hierarchical SOM + 
multi-objective-based feature 
selection

Tumor segmentation SN = 81.7 SP = 99.8 ML IBSR

[51] 2014 Proposed k-nearest neighbors 
(KNN) and CRF based network

Tumor segmentation ET = 0.53 TC = 0.80 WT = 0.87 ML BRATS 2013

[52] 2014 Region growing technique 
integrated with cellular automata 
edge detection network

Tumor segmentation Acc = 80 Dice = 92 ML Public

[53] 2014 Cellular neural network Brain segmentation Dice Acc = 93 DL Private
[54] 2014 Local independent projection-based 

classification (LIPC)
Tumor segmentation ET = 0.58 TC = 0.68 WT = 0.84 DL BRATS 2013

[55] 2015 Hybrid model Gaussian Mixture 
and convolutional restricted 
Boltzmann machines (cRBMs)

Tumor segmentation ET = 70 TC = 82 WT = 87 Hybrid BRATS 2015

[56] 2015 2D-CNNs for 3D voxel 
classification

Tumor segmentation Acc = 0.88 DL BRATS 2013

[57] 2015 Concatenated RF and R project for 
statistical computing

Tumor segmentation ET = 0.74 TC = 0.78 WT = 0.87 ML BRATS 2013

[30] 2016 RF-SVM cascaded algorithm Tumor segmentation Score = 72 Hybrid BRATS 2012
[23] 2016 Convolutional Residual Neural 

Network
Tumor segmentation ET = 0.72 TC = 0.81 WT = 0.87 DL BRATS 2016

[58] 2016 Stacked auto-encoder + Stacked 
denoising auto encoder

Tumor segmentation Acc = 98.04 Hybrid Private

[20] 2016 CNN Tumor segmentation ET = 0.75 TC = 0.65 WT = 0.78 DL BRATS 2013
[19] 2017 DNN Tumor segmentation ET = 0.73 TC = 0.78 WT = 0.85 DL BRATS 2013
[59] 2017 2D fully convolutional neural 

networks (FCNNs)
Tumor Segmentation ET = 0.75 TC = 0.73 WT = 0.88 DL BRATS 2017

[36] 2017 Deep convolutional neural network 
(DCNN)

Tumor segmentation ET = 0.55 TC = 0.69 WT = 0.81 DL BRATS 2017

[60] 2017 Neural network + Holistically-
nested edge detection (HED)

Tumor segmentation ET = 0.69 TC = 0.60 WT = 0.86 Hybrid BRATS 2017
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less than 2.36%. In the deep learning area, Sundararajan 
et al. use a CNN algorithm for tumor segmentation 
with an accuracy of 89% [34]. Wu Deng et al. utilizes 
a basic CNN model with minor modifications [35]. The 
accuracy of the model was enhanced to 90.98%.

(3)	 Over the last few years, deep learning algorithms 
are the top performers, especially DCNN [19, 36–
38]. However, the main limitation of DCNN is a 
dependency on massive training data with expert 
radiologists annotations from different institutions. It 
is a pretty tricky task.

(4)	 Mainly prior knowledge combined with artificial 
intelligence led to the framework’s design with 
enhanced brain tumor segmentation results.

(5)	 It has been observed that the most commonly employed 
ML methods are SVM, FCM, and C-means, while the 
commonly employed DL method is CNN and DCNN. 
Hybrid techniques include the combination of two or 
more ML or DL techniques. For instance, Thillaikkarasi 
and Saravanan utilized kernel-based CNN with M-SVM 
deep learning algorithm for tumor segmentation with 
a dice score of 0.85% [39]. The guiding principle of 

Table 2   (continued)

Author Year Segmentation method Task performed Performance (%) Paradigm shift Dataset

[61] 2017 U-Net based deep fully 
convolutional networks

Tumor segmentation ET = 0.69 TC = 0.60 WT = 0.86 DL BRATS 2015

[37] 2018 DCNN Tumor segmentation Dice = 0.76 DL TCIA
[62] 2018 Modified U-net convolutional 

network
Tumor segmentation DSC = 0.87 DL BRATS 2017

[38] 2018 Implemented end-to-end 
incremental DNN method

Tumor segmentation ET = 0.81 TC = 0.76 WT = 0.89 DL BRATS 2017

[63] 2018 Deep learning based DeepMedic 
model

Tumor segmentation ET = 0.78 TC = 0.62 WT = 0.86 DL Public

[64] 2018 Integration of FCNNs and CRFs Tumor segmentation ET = 0.62 TC = 0.67 WT = 0.84 DL BRATS 2015
[65] 2019 A mix-pooling CNN model with 

FCRF
Tumor segmentation ET = 0.71 TC = 0.75 WT = 0.80 Hybrid BRATS 2013

[34] 2019 CNN algorithm Tumor segmentation Acc = 89 DL Private
[66] 2019 Deep learning system Tumor segmentation Acc = 0.91 DL Public
[67] 2019 CNN based U-Net Tumor segmentation Acc = 89 DL BRATS 2017
[39] 2019 Kernel-based CNN with M-SVM 

deep learning algorithm
Tumor Segmentation Acc = 84 Hybrid Private

[35] 2019 Improved CNN with non-
quantifiable local texture feature

Tumor segmentation Acc = 90.98 Hybrid BRATS 2015

[68] 2019 Proposed DE embedded OTSU 
method and NN

Tumor segmentation Acc = 94.73 Hybrid IBSR

[69] 2020 Ensemble 3D U-Net Tumor segmentation ET = 0.87 TC = 0.91 WT = 0.92 Hybrid BRATS 2018
[70] 2020 RescueNet using residual and 

mirroring principles
Tumor segmentation ET = 0.87 TC = 0.94 WT = 0.94 Hybrid BRATS 2015

[71] 2020 Tumor GAN Tumor segmentation WT = 0.85 TC = 0.79 DL BRATS 2017
[72] 2020 Path aggregation U-Net (PAU-Net) 

model
Tumor segmentation ET = 0.67 TC = 0.72 WT = 0.88 DL BRATS 2018

[73] 2020 A novel technique to integrate 
location information fusion

Tumor segmentation ET = 78.2 TC = 82.3 WT = 90.8 Hybrid BRATS 2018

[74] 2020 One-pass Multi-task Network 
(OM-Net)

Tumor segmentation ET = 0.80 TC = 0.79 WT = 0.91 DL BRATS 2018

[75] 2020 Introduce a two-step dragonfly 
algorithm (DA) clustering 
technique

Tumor segmentation Acc = 98.15 Recall = 95.4 
Precision = 93.5

DL BRATS 2017

[76] 2020 Combined Deep supervised 3D 
Squeeze-and-Excitation V-Net 
(DSSE-V-Net) method

Tumor segmentation ET = 0.74 TC = 0.80 WT = 0.89 Hybrid BRATS 2017

[77] 2020 CNN based U-Net Tumor segmentation Dice = 0.84 Acc = 0.92 Hybrid TCIA
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hybrid techniques in achieving a robust, accurate, and 
low-cost solution for tumor segmentation.

3 � The Development for Brain Tumor Feature 
Extraction and Classification Techniques 
(2010–2020)

The process of allocating the input features to various 
categories/classes is termed classification. Before brain 
tumor classification and detection by CAD system, a key 
stage is feature analysis and feature selection. The curse of 
dimensionality is surmounted by reducing the redundancy 
of feature space through discriminating, appropriate, and 
compelling feature sets. The feature extraction step requires 
many MRI slices (such as axial, coronal, and sagittal planes) 
with ground truth.

3.1 � Feature Extraction

It is the process of converting an MRI scan into a set of 
its features for classification purposes. Extracting the 
set of distinctive features is a challenging task. Various 
feature extraction techniques are used for this purpose, 
including principal component analysis (PCA), spectral 
mixture analysis (SMA), texture features, Gabor features, 
nonparametric weighted and decision boundary feature 
extraction, feature based on wavelet transform, discriminant 
analysis (DA), and so on [78], as shown in Fig. 3. Recently, 
the most efficient CAD system performs DWT (discrete 
wavelet transform) [79] to acquire the wavelet coefficients 
at various levels.

Feature reduction is an additional step to lessen the data 
dimension. For this purpose, independent components 

analysis (ICA), PCA, and linear discriminant analysis (LDA) 
are commonly applied [80]. The amalgamation between 
the feature extraction and feature reduction led to the 
development of a CAD system that will classify the images 
with clinically acceptable accuracy utilizing few features 
extracted via low computation resources. Such a developed 
CAD method can be effectively utilized as a secondary 
diagnostic tool for brain tumor classification.

Moreover, to reduce the intensity variation of the MRI 
scans, various filters, feature extraction, and selection 
or their fusion are performed. For instance, the Gabor 
wavelet features approach is performed to acquire texture 
information of the MRI scan. Kernel Principal Component 
Analysis (KPCA) lowers the redundancy by selecting only 
a small subset of the features, and Gaussian Radial Basis 
Function provides eminent information from any set of 
features [81]. However, in the pre-trained CNNs method, 
the fine-tuning-based feature extraction is employed [82].

3.2 � Tumor Classification

The procedure of categorizing tumor grade or tumor as 
benign or malignant is called tumor classification. Owing 
to the distinct shape, location, size, and contrast of tumorous 
cells, brain tumor classification is challenging. Acquiring 
superior classification mainly depends on the extraction of 
an optimum set of features for classification and the choice of 
a suitable classifier. The factors like classification accuracy, 
computational resources, and algorithm performance should 
be considered to choose the optimum classifier.

Input patterns are classified into analogous classes via 
two types of classification techniques: (1) unsupervised 
classification, which includes hierarchical clustering, FCM, 
K-mean clustering, SOM, etc. (2) supervised classification, 
which includes decision tree, SVM, LDA, KNN, Bayesian 
classifier, etc. [83], as illustrated in Fig. 3. Unsupervised 

Table 3   Overview of publicly available databases and their modalities, number of patients and dataset sources

Database Available modalities Images/patients Dataset sources

BRATS2012 T1,T1-weighted(T1Gd),T2-weighted(T2),and T2 FLAIR 45 patients https://​www.​smir.​ch/​BRATS/​Start​2012
BRATS2013 T1,T1-weighted(T1Gd),T2-weighted(T2),and T2 FLAIR 65 patients https://​www.​smir.​ch/​BRATS/​Start​2013
BRATS2014 T1,T1-weighted(T1Gd),T2-weighted(T2),and T2 FLAIR 50 patients https://​www.​smir.​ch/​BRATS/​Start​2014
BrainWeb T1,T2-,proton-density(PD-weighted) 20 patients http://​www.​bic.​mni.​mcgill.​ca/​brain​web/
Harvard T1-w, T2-w, CE T1-w and FLAIR 13000 brain MRIs http://​www.​med.​harva​rd.​edu/​aanlib/
IBSR T1-weighted 39 patients https://​www.​nitrc.​org/​frs/?​group_​id=​48
BRATS2015 T1,T1-weighted(T1Gd),T2-weighted(T2),and T2 FLAIR 274 patients https://​www.​smir.​ch/​BRATS/​Start​2015
Figshare T1-weighted contrast-enhanced 233 patients https://​figsh​are.​com/​artic​les/​datas​et/​

brain_​tumor_​datas​et/​15124​27
TCIA T1,T2-weighted(T2) 19 patients https://​www.​cance​rimag​ingar​chive.​net/
BRATS2017 T1,T1-weighted(T1Gd),T2-weighted(T2),and T2 FLAIR 285 patients https://​www.​med.​upenn.​edu/​sbia/​brats​

2017/​regis​trati​on.​html
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classification is the recognition of natural classes or groups 
in multi-spectral data. This classification required no prior 
knowledge; it recognizes classes as distinct units and has 
fewer chances for operator error.

However, in supervised classification, the samples of 
known identity are used to classify the samples of unknown 
identity. Supervised classification requires prior knowledge, 
labels are provided for the input dataset, and significant 
errors might be detected. The overview of detailed literature 
related to various feature extraction and classification 
methodologies for MRI images published during 2010–2020 
is presented in Table 4.

3.3 � ML, DL, and Hybrid‑Based Feature Extraction 
and Classification

The brain tumor classification techniques followed the same 
paradigm shift as described earlier in the segmentation 
techniques. As the 10s started, a considerable number of 
researchers focused on conventional ML-based classifiers 
for classification.

For instance, Alfonse et al. use the SVM for automated 
tumor classification using MR scans [123]. Firstly brain 
images are segmented employing adaptive thresholding. 
Secondly, features are extracted using Fast Fourier 
Transform (FFT), then minimal redundancy maximal 
relevance methods are used for feature selection. This 
technique achieved 98.9% classification accuracy. In SVM, 
the classification of different points based on proximity 
accompanied by splitting hyperplane required more 
execution time to calculate linear or quadratic complications.

As the decade progressed, deep learning methodologies 
are employed for classification purposes. In an article, 
features are extracted using segmentation algorithms, 
i.e., Dense CNN, while the features are classified using 
recurrent neural networks (RNN) [112]. Convolutional and 
fully connected networks are the most commonly employed 
DL-based classification models of brain tumors [124].

Recently (in the 20s), the emerging hybrid techniques 
are commonly employed classification methods. Moreover, 
hybrid intelligent systems are also implemented for the 
design of classifiers utilizing soft computing approaches. 
Soft computing intelligent paradigms include neural 
networks, bio-inspired algorithms such as genetic algorithm 
(GA), used to build robust classification systems. Sujan M 
et  al. proposed a combined technique with k-mean and 
FCM [125]. This technique implemented a median filter 
for MR brain images denoising and brain surface extractor 
for features extraction; then clustering is done through an 
integrated hybrid method. Deepak and Ameer developed a 
CNN-based GoogleNet transfer learning classification model 
to classify brain tumors including glioma, meningioma, and 
pituitary [126]. The proposed algorithm attained a better 

accuracy of 92.3%, which was more enhanced to 97.8% by 
applying multiclass SVM. Mohsen, H. et al. implemented 
FCM followed by DWT, combined with the DNN for the 
tumor classification, utilizing 66 T2-W MRI scans [108]. 
The model depicted a 96.97% classifying rate. Moreover, 
Chaplot S. et al. proposed the novel approach of combining 
wavelets with SOM and SVM for tumor classification 
by the use of 52 T2-W MRI scans [127]. The proposed 
method showed more than 94% accuracy for SOM and 98% 
classification accuracy for SVM.

Through the survey of Table 4 and literature study, it was 
observed that: 

(1)	 Discrete wavelet transform, PCA, and texture analysis 
(TA) is the commonly employed feature extractor 
methods.

(2)	 CNNs attain high classification and prediction 
performance when the algorithm is already pre-
trained as a feature extractor. In brain tumor patients, 
the overall survival time prediction played a significant 
role in the deep feature extractor methods. Numerous 
methods that embody feature choice, feature pooling, 
and data augmentation networks are included in CNN 
+ activation feature methodology [124].

(3)	 Hybrid systems (combined with a pre-feature extractor 
and different deep learning and machine learning 
approaches) are commonly employed for efficient 
tumor classification.

(4)	 Most of the CAD systems for the classification 
of brain tumors are imperfect in terms of higher 
complexity, high dimensions of feature vectors, and 
high generalization capability. Even though significant 
efforts have been made in the last decade, much work 
is still needed to establish a CAD system with a high 
success rate.

(5)	 We believe the hybrid intelligent systems designed by 
integrating machine learning approaches with other 
methodologies offer a highly proficient, accurate 
classification system. It appears to give higher 
classification accuracy in the range of 95%-100%.

4 � Statistical Analysis of Conducted Research

The prime objective of this comprehensive section is to 
acquire the answer to various queries:

4.1 � Commonly Employed MRI Modalities

Previous studies already reveal that MRI is the most 
commonly used modality for performing brain tumor 
classification and segmentation tasks [128]. However, this 
research attempts to highlight the frequently used MRI 
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Table 4   State-of-the-art feature extraction along with classification methods for brain MRIs

References Year Feature extraction Classification Performance (%) Paradigm shift Dataset

[84] 2010 DWT + PCA ANN and KNN SN = 98 SP = 90 Acc = 97 Hybrid Harvard
[85] 2010 Texture based feature removal SVM and ANN Acc = 99 ML Harvard
[86] 2010 SGLDM +WT GA + SVM SN = 92 SP = 95 Acc = 100 Hybrid Harvard
[87] 2010 DWT + PCA ACPSO+NN Acc = 98.7 ML Harvard
[88] 2010 Gray level features Rule-based Level set SVM SN = 93.5, 88.7, 81.5, Acc 

= 84.3
ML Private

[89] 2011 DWT + PCA BPNN SN = 100 SP = 98 Acc = 
99.8

ML Private

[90] 2012 PCC, ICA and PCA SVM SN = 89 SP = 84 Acc = 85 ML Private
[91] 2012 PCA + LDA ANN + KNN Acc = 100 Hybrid Harvard
[92] 2012 DWT + PCA KNN and ANN SN = 96 SP = 97 Acc = 98 ML Private
[93] 2013 2D-DWT PNN SN = 83.3 SP = 100 Acc = 

95.7
DL Private

[94] 2013 2D DWT + GARCHA KNN+SVM SN = 98.2 SP = 98.2 Acc 
= 97.6

Hybrid Harvard

[95] 2013 SC-ICA and ICA SVM SN = 76.4 SP = 99.9 Acc 
= 98

ML Harvard

[96] 2013 PCA BPNN Acc = 96.3 DL Private
[97] 2013 Gabor wavelets CCANN SN = 92.5 SP = 89.5 Acc 

= 91.8
DL Private

[98] 2014 – Neuro-fuzzy SN = 88.9 SP = 88.9 Acc 
= 95.6

ML Private

[99] 2014 PCA SVM SN = 100 SP = 50 Acc = 84 ML BrainWeb
[100] 2014 FDCT and GLCM PNN-RBF Acc = 99.7 DL Private
[101] 2014 Polynomial domain Normalized cross correlation 

(NCC)
Acc = 99.8 ML Private

[102] 2015 CNN activations trained by 
ImageNet

CNN Acc = 97.5 DL Harvard

[103] 2015 2D-DWT SVM SN = 98.1 SP = 92 Acc = 
97.7

ML –

[104] 2015 Grayscale, symmetry and 
texture

SVM-KNN SN = 100 SP = 93.7 Acc 
= 98

Hybrid Harvard

[105] 2015 DWT-SGLDM GA-SVM Acc = 95.6 Hybrid BrainWeb
[106] 2016 DWT Genetic algorithms Acc = 95.6 – Private
[107] 2016 Watershed transform CNN Acc = 98.5 DL Private
[108] 2017 DWT and PCA DNN and FCM Acc = 0.98 Hybrid Harvard
[109] 2017 CNN CNN + FCNN Acc = 91.4 Hybrid Private
[110] 2017 PCA SVM, RF, KNN, LOG, MLP Acc = 83 ML TCIA
[111] 2018 CNN ConvNets Acc = 97 DL Private
[112] 2018 DenseNet based auto-encoder DenseNet Acc = 92.1 DL Private
[113] 2018 Gabor-wavelet features ELM-LRF SN = 96.8 SP = 97.1 Acc 

= 97.1
ML Harvard

[114] 2018 CNN Capsule Networks Acc = 86.5 DL Private
[115] 2019 CNN based feature extraction SVM, GA, CNN Acc = 84.5 83.6 91 DL UCI
[116] 2019 DWT and PCA SVM SN = 0.79 SP = 0.91 Acc 

= 0.86
ML BRATS 2015

[117] 2019 Pre-train CNN model Alex and Google networks SN = 0.99 SP = 1.00 Acc 
= 0.99

Hybrid BRATS 2017

[118] 2019 Circular context-sensitive 
(CCS)

Random forest SN = 0.84 SP = 0.71 Acc 
= 0.87

ML BRATS 2015

[119] 2020 Upsamples feature maps Multi-Scale 3D U-Nets SN = 0.86 SP = 0.86 Acc 
= 0.85

DL BRATS 2015

[120] 2020 CNN based features CNN based on GoogLeNet SN = 94 SP = 97 Acc = 0.98 DL Private
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modality. The fact that among the different MRI modalities, 
the most commonly used single modality is T1-W which 
is 18% of total reviewed studies. While the image dataset 
is constituting T1, T2, T1-CE, and FLAIR are the current 
winners by acquiring 32% of the total publications illustrated 
in Fig. 4.

4.2 � Year‑wise Increment in Publication for Brain 
Tumor Analysis

A range of well-renowned databases, including IEEE 
Xplorer, Science Direct, PubMed, Scopus, were searched 
utilizing the brain tumor/CNS cancer? keyword combined 

Table 4   (continued)

References Year Feature extraction Classification Performance (%) Paradigm shift Dataset

[121] 2020 Texture and HOG features ANN SN = 89 SP = 94 Acc = 92.1 Hybrid Private
[122] 2020 Gray Level Co-occurrence 

Matrix (GLCM)
FBSO SN = 95.7 SP = 88.9 Acc 

= 93.8
Hybrid BRATS 2018

Fig. 3   Illustration of decade analysis brain tumor diagnosis and general CAD system for the brain tumor segmentation and classification
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with MRI for the segmentation, classification, and 
detection tasks through machine learning, deep learning, 
and hybrid approaches. Afterward, the most relevant 248 
articles were scrutinized between the years 2010–2020. 
Despite the benchmark results obtained so far. The era 
of brain tumor analysis has propelled intense research 
efforts in the last and present decade to acquire the robust 
computer vision technique. The yearly development of soft 
computing viz. artificial intelligence from application-
driven and methodology perspectives has been assessed 
from the rapidly increasing year-wise publications. The 
year-wise distribution is illustrated in Fig. 5. Undoubtedly, 
the ?0s would be the decade of computer vision arena for 
brain tumor segmentation, classification, and detection 
tasks.

4.3 � Commonly Employed Datasets

Acquiring the brain tumor dataset is the primary task. 
Certain datasets are easily and freely assessed for 
experimentation like BrainWeb, BRATS [129], Harvard, 
The Cancer Imaging Archive (TCIA), Oasis, etc. Most of 
the publications were exploited BRATS data sets which 
constitute 30% of the current reviewed articles. However, 
the private dataset ranked second with 25% of the 
reviewed article, as shown in Fig. 6. This is because before 
the launch of the representative BRATS dataset research 
community was utilizing the private dataset acquired from 
the local laboratories and hospitals. However, the research 
community is still utilizing the private dataset to compare 
their proposed models.

4.4 � Classifier‑Based Publication Statistics

Deep learning technology resulted in great realistic 
performances in brain tumor image analysis [70]. CNN 
can be known as an archetypical classifier owing to 
immense usage in the prognosis of various diseases 
such as brain tumor classification, segmentation, and 
detection [20]. Moreover, the number of CNN-based 
architectures (CNN combined with other architectures) has 
developed between the years 2010–2020 [14, 130–132]. 
The retrospective analysis reveals that the CNN-based 
architectures have enhanced the performance accuracy for 
brain tumor detection. In this review, 64 CNN and CNN-
based architectures were utilized for brain tumor analysis; 
it forms 26% of the designated study. However, the SVM 
(ML algorithm) ranked second with 39 publications, which 
constitute 16% of current research. Fig. 7 presented the 
core statistics of classifier based publications.

Fig. 4   Commonly used MRI scans modalities (in %) for brain tumor 
analysis reviewed in the current study

Fig. 5   Year-wise, rapidly increase in publication for brain tumor 
analysis Fig. 6   Most popularly employed databases
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4.5 � Most Studied CAD Tasks

From the two-decade analysis, it comes to know that brain 
tumor segmentation is the most studied CAD task so far. 
However, classification and detection are ranked second 

and third, as shown in Fig. 8. This is because radiologists 
mostly find it difficult to segment the tumor from an MR 
image to classify the tumor type. It is also a time-consuming 
task. Therefore, more research is carried out on brain 
tumor segmentation to assist radiologists and clinicians in 
diagnosing brain tumors and their sub-regions. Automated 
segmentation also helps in distinguishing tumor regions 
from the non-tumor region in no time.

4.6 � Summarization of Previously Reported Works

This review attempts to summarize the various reviews 
published between 2010 and 2020 on brain tumor 
segmentation, classification, and detection to the best of 
our knowledge. Most of the existing literature covers the 
conventional ML-based methods for brain tumor analysis, 
as depicted in Table 5. In comparison, this study will cover 
a few ML-based methods with special emphasis on deep 
learning and hybrid-based methods. It depicts that the 
present review attempts to address all the limiting issues 
and lacks in the existing surveys.

5 � Current Trends on DL‑Based Brain Tumor 
Diagnosis

In contrast to the machine learning algorithms, the deep 
learning methods showed more usage for the segmentation 
and classification of brain tumor MR images. Herein, 
we made a comprehensive study to show the significant 
advancement in the deep learning approach over the year 
2010–2020.

A deep learning network has multiple hidden layers of 
the network representing input data with various layers of 
extraction, supporting the reduction of many problems in 
conventional machine learning methods. Furthermore, deep 
learning methods have features such as self-learning and 
generalization ability, enabling good quantitative analysis of 
medical imaging features. Due to these characteristics, deep 

Fig. 7   Classifier based publication statistics

Fig. 8   Most studied CAD task

Table 5   Comprehensive analysis and comparison of our study with existing surveys for brain tumor

Review articles Literature 
converge 
range

Theme of study Learning method No. of 
years 
covered

Analyzed 
current 
trends

Dataset 
converge

Future 
prospects

[133] 2003–2012 Segmentation and classification Conventional 9 × × ×

[134] 2009–2013 Tumor classification Conventional 4 × × ×

[135] 2004–2013 Segmentation and classification Conventional 9 × × ×

[80] 2003–2013 Segmentation and classification Conventional 10 × ✓ ✓

[136] 2008–2016 Segmentation and classification Conventional 8 × ✓ ✓

[137] 2016–2019 Tumor classification Deep learning 4 ✓ ✓ ✓

This review 2010–2020 Segmentation, feature 
extraction, and classification

Deep learning and hybrid 11 ✓ ✓ ✓

4883



	 S. Ali et al.

1 3

learning-based techniques achieve accurate detection results 
of neurological disorders and are greatly acknowledged in 
the medical image processing domain [138]. Many CAD 
systems incorporated deep learning-based segmentation 
and classification approaches in medical image processing, 
including chest, breast, pulmonary nodules, and brain tumors 
[58, 139–141].

Different deep learning-based networks such as DCNNs 
[142], CNN’s, and auto-encoders [143] are designed for 
effective and accurate segmentation, feature detection, 
and classification of brain tumors via MRI scans. Many 
researchers with great motivation are doing more research 
in different institutes and developing new algorithms to 
improve performance.

A novel brain tumor segmentation technique named 
WMMFCM was presented to reduce the challenges of 
FCM by using three different stages, including wavelet 
multi-resolution (WM), morphological pyramid (M), and 
FCM clustering technique. BrainWeb (152 MR scans) and 
BRATS (81 glioma images) datasets are employed to verify 
the performance of the proposed architecture. Implemented 
algorithms achieved 97.05% accuracy and 95.85% accuracy 
for BrainWeb and BRATS, respectively [144]. Researchers 
proposed a tumor segmentation technique using semi-
automatic software [145] to register multi-modal 159 T1-W 
and T2-W low-grade gliomas MR scans [146]. The CNN 
model was applied for the classification task and obtained 
a cross-domain performance of 87.7%, 93.3%, and 97.7% 
for accuracy, sensitivity, and specificity. In another report, 
the author uses the concept of CNN with small kernels to 
overcome the problem of overfitting and provided small 
weights in the CNN architecture [20]. Firstly starts with 
infrequent intensity and patch normalization; the research 
showed efficiency and effectiveness with the combinations 
of data augmentation. Secondly, training of patches is 
conducted through artificially rotating the images. Finally, 
a defined threshold is employed to enforce volumetric 
limitations, which means removing small clusters that may 
be predicted as trivial tumors. Experimental results achieve 
84% accuracy for the baseline network while 88% accuracy 
rate was achieved by U-net.

Over the past few years, the DCNN model has also 
shown significant advancements. The authors designed an 
automatic DCNN model aiming to overcome the issue of 
over-fitting by combining DCNN with max-out and drop-out 
layers [147]. BRATS 2013 dataset MR scans collection is 
used to evaluate the performance of the proposed algorithm. 
Results demonstrated that the dice similarity coefficient was 
achieved 80%, 67%, 85% for WT, TC, and ET, respectively. 
Few studies are published to overcome the issues of 
segmentation using an improved version of DCNN [148, 
149]. Another important problem investigated by a large 
group of authors is the existence of multiple tumors [108]. 

The diversity of tumors in the human brain demands high 
accuracy, which surges complexity; in this situation, input 
MR image and its characteristics play an important role. In 
another article, the author proposed a novel segmentation 
method based on a multi-modal super voxel with the RF 
classifier [150]. To evaluate the performance of the method, 
BRATS and clinical datasets include; MRI scans and 
diffusion tensor imaging (DTI) datasets are used in such 
a way to classify each super voxel as normal or tumorous 
(core or edema) scan. Sensitivity and dice score is used for 
performance measures 86% and 0.84% accuracy is reported 
for clinical dataset while better accuracy 96% and 0.89% 
are achieved for multi-modal images taken BRATS. Iqbal, 
Sajid, et al. introduced three different approaches for the 
segmentation of brain tumors using BRATS 2015 MR scans. 
Interpolated Network (IntNet), show supremacy over Skip-
Net, and SE-Net, IntNet reached top values 90%, 88%, 73% 
for three considered factors dice coefficient, sensitivity, and 
specificity respectively [151].

Moreover, various techniques are developed to enhance 
and outdo the CNN capabilities in terms of accuracy, 
computational time particularly (when handling massive size 
datasets), and hardware specifications [108]. Researchers 
designed the FCM technique to segment 66 T2-W MRI 
scans into four groups: sarcoma, metastatic bronchogenic 
carcinoma normal, and glioblastoma brain tumor. This 
study used a combination of DWT with the DNN algorithm 
and achieved 96.97% classification accuracy. In the present 
scenario, improved CNN is employed to resolve the issue 
of the manual diagnosing process. Another presented an 
enhanced CNN (ECNN) model integration of the BAT 
algorithm to segment brain tumors automatically [152]. They 
implemented an approach that is also useful in controlling 
over-fitting using function loss of BAT and small kernels 
features of ECNN. The accuracy of ECNN is found 3% more 
classical CNN. The author of [38] proposed an end-to-end 
incremental EnsembleNet algorithm for glioblastomas 
segmentation and obtained a dice score of 0.88% on BRATS 
2017.

As the 20s decade progressed, the number of publications 
has been increased where the combination of two or more 
deep learning or machine learning techniques is employed 
to overcome the limitations of both individual techniques. In 
this way, a new robust hybrid system can be designed with 
improved performance metrics.

6 � Current Trend on Hybrid‑Based Brain 
Tumor Diagnosis

Hybrid algorithms are a combination of two or more 
algorithms used to achieve superior performance compared 
with single methods. Such hybrid algorithms aim to 
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overcome the shortcomings of one method by a second 
alternative method. SVM is a commonly acknowledged 
approach in different applications and integrated with 
conventional and also with current trending approaches.

A novel hybrid wavelet separately and SOM system for 
the tumor segmentation of 52 axial T2-W MR slices was 
designed by [127]. SVM technique is applied to classify 
healthy and unhealthy images affected by Alzheimer’s 
disease. Significant classification performances, 94% and 
98%, were reported for SOM and SVM, respectively. Results 
determine the effectiveness of the implemented system. 
A combination of SVM with GA is presented to segment 
normal and tumor regions. The spatial gray level dependence 
method (SGLDM) is applied by [88] for texture features 
extraction. Harvard medical dataset consisting of 83 brain 
images including (29 normal, 22 malignant, and 32 benign 
tumor slices) was used for experiments. Results show the 
varying performance ranging 94.44% to 98.14% accuracy 
and 91.9% to 97.3% for sensitivity.

FCM clustering is a well-known technique in the hybrid 
class. Rajendran, A. and R. Dhanasekaran proposed an 
effective region-based fuzzy clustering segmentation 
approach termed enhanced possibilistic FCM [153]. The 
proposed method is implemented to control the initialization 
and weak boundaries challenges in region-based methods. 
The integration is applied on 15 CE-T1W and FLAIR 
scans to classify tumors. Results reported average accuracy 
indices, 95.3%, and 82.1% for similarity and Jaccard, 
respectively. Another works to detect and classify brain 
tumors by merging FCM clustering with an SVM classifier 
[28]. The model’s performance is compared on different 
sets of images of 120 patients using ANN and SVM. SVM 
classifier performs well on small datasets, while for larger 
datasets, ANN performs better. Abdel-Maksoud et  al. 
explore a novel combination called K-means Integrated 
with Fuzzy C-means (KIFCM) clustering for brain tumor 
segmentation using three datasets, including 81 images 
of BRATS, 152 images of BrainWeb, and 22 images from 
digital imaging and communications in medicine (DICOM) 
[154]. K-means decreases computational time, whereas 
FCM increases the accuracy of brain tumor recognition. 
KIFCM and FCM algorithms reported the same accuracy, 
but KIFCM uses a small execution time and achieved 90.5%, 
100%, and 100% accuracy for all datasets. An effective and 
novel detection model based on SOM incorporation with 
LVQ is presented in [155]. For the experiments, 20 patients 
of glial tumor MRI scans including; T1-W, T2-W, and 
FLAIR are used. This research also applied a skull stripping 
algorithm on the IBSR database, which outperforms other 
algorithms. However, experimental results on BRATS 2012 
obtained dice similarity of 91%, 87%, 96%, 61%, and 77% 
WM, GM, CSF, tumor, and edema.

Development in hybrid systems is increased further 
through the amalgamation of more than two approaches. 
Fuzzy k-means (FKM) poorly supervised problems 
associated with the huge amount of data. To increase the 
abilities of data supervision, FKM is combined by SOM to 
develop a tumor detection method [156]. SOM supports early 
clustering and decreases the dimensionality of input images. 
Harvard brain repository is used to evaluate the performance 
of the proposed model on MRI scans. This integration 
of algorithms achieves 96.18% accuracy and 87.18% 
sensitivity. Vishnuvarthanan et al. designed a combined 
optimization technique with FKM to efficiently process MR 
image sequences using the bacteria foraging optimization 
(BFO) method integrated through a modified FKM approach 
[157]. The suggested model produces promising results 
with 97.14% sensitivity and 93.94% specificity. Another 
group designed a hybrid clustering system by merging 
three different algorithms (k-means, FCM, and SOM) to 
automatically segment brain tissue [158]. Firstly, pixel 
intensity values are fixed to improve image resolutions, 
secondly applied a super-pixel algorithm to link pixels with 
related intensity into objects. Finally, extracted features 
and their labels produced by proposed clustering methods 
are used to train a neural network (NN) for classification. 
Results achieved 98.10%, 98.97%, and 79.66% for accuracy 
and specificity. These results outperform other clustering 
methodologies. Namburu, A. et al. proposed a novel soft 
fuzzy rough c-means (SFRCM) technique to extract soft 
tissues like WM, GM, and CSF [159]. To evaluate the 
efficiency of the SFRCM method 20, 10, and 20 images of 
BrainWeb, BRATS, and IBSR databases respectively were 
utilized. MR scans are employed to categorize high-grade 
glioma and achieved 94.04% accuracy.

This comprehensive study reveals that the hybrid 
techniques outperform the deep learning approach for brain 
tumor segmentation and classification in the 20s decade. 
The whole summary of a few hybrid-based approaches 
along their association with MR scans modalities, the task 
performed, data set, and size influencing the performance 
evaluation is given in Table 6. The abbreviation list of this 
paper is presented in Table 7.

7 � Discussion

In retrospect, this review reveals that brain tumor analysis 
attains state-of-the-art results in the domain of neuroimaging 
analysis. This review reports the substantial diversity of 
various algorithms over the last decade and the past year 
for brain tumor analysis in terms of segmentation, feature 
extraction, and classification. In consequence of immense 
scrutiny following outcomes are made:
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–	 In the year 2010–2015, conventional/machine learning 
algorithm was the trend for brain tumor diagnosis, 
including all its aspects viz. image segmentation, feature 

extraction, and classification. From 2015 to 2019, the 
traditional ML techniques have been replaced by deep 
learning-based algorithms for medical image analysis, 

Table 6   Summary of hybrid techniques utilized for brain tumor MRIs

Ref Method MRI modality Results (%) Size/database Task

[14] Radial based function (RBF)
and SVM classifier

– Acc = 97.1 SN = 91.9 SP 
= 98

311 images Harvard Classification

[87] DWT + PCA and adaptive 
chaotic particle swarm 
optimization (ACPSO)

T2-W Acc = 98.7 160 images Harvard Detection

[126] GoogleNet + k-nearest 
neighbors and SVM

T1-CE Men = 0.9 Glioma = 0.97 
Pituitary = 0.98

3064 images Figshare Classification

[153] Enhanced Possibilistic Fuzzy 
C-Means (EPFCM) with 
parametric deformable 
model

CE-T1W, FLAIR JC = 82.1 SI = 95.3 15 images Private Segmentation

[131] SWT with Growing 
Convolution Neural 
Network

– Acc = 98.6 Recall = 0.98 5 Images BRAINIX Segmentation

[130] GLCM and DWT + K-means T1, T1-c, T2, and FLAIR Acc = 99.8 SN = 89.7 SP 
= 99.9

274 Patients BRATS 2015 Detection

[160] Multi-cascaded convolutional 
neural networks and 
conditional random field

FLAIR, T1c and T2 WT = 88.2 SN = 90.7 SP 
= 99.1

285 Patients BRATS 2018 Segmentation

[154] K-means integrated with 
FCM

T1-W, T2-W, CE-T1W and 
FLAIR

Acc = 90.5 255 Images Public Classification

[161] Tsallis entropy + Bat 
Algorithm

FLAIR Acc = 0.94 SN = 0.94 SP 
= 0.96

110 Slices BRAINIX Detection

[155] SOM + LVQ T1-W, T2-W and FLAIR WM = 91 GM = 96 CSF 
= 61

20 Subjects Private Classification

[29] BWT + SVM T1-W, T2-W and FLAIR Acc = 96.5 SP = 94.2 SN 
= 97.7

135 images BrainWeb Detection

[156] SOM + FKM T1-W, T2-W, CE T1W and 
FLAIR

Acc = 96.1 SN = 87.1 4 Patient Harvard Segmentation

[158] Super-pixel + (FCM-SOM) T1-W Acc = 98.1 SN = 79.6 SP = 
98.9 DSC = 79.3

28 patient Private Detection

[162] Cognition based modified 
level set and optimized ann 
classifier

T1-W, T2-W, CE-T1W and 
FLAIR

Acc = 98 384 images Private Segmentation

[81] Adaptive firefly 
backpropagation neural 
network

T2-W Acc = 99.8 SN = 97.2 SP 
= 99.8

81 images BRATS 2015 Classification

[76] Deep supervised 3D Squeeze 
and V-Net (DSSE-V-Net)

T1, T1c, T2, and FLAIR ET = 0.74 WT = 0.89 TC 
= 0.80

285 samples BRATS 2017 Segmentation

[151] IntNet, SkipNet, SENet T1-W, T2-W, CE-T1W and 
FLAIR

DSC = 90 SN = 88 484 images Private Segmentation

[163] K-means clustering and SVM T1-W, T2-W, CE-T1W and 
FLAIR

Acc = 94.06 274 Patients BRATS 2015 Classification

[164] Deep CNN T1-CE Acc = 98.43 SN = 99.03 SP 
= 98.17

Figshare Dataset Classification

[165] U-Net Deep learning model T1-W, T2-W, CE-T1W and 
FLAIR

DSC = 0.98 285 Patients BRATS 2018 Segmentation

[166] Multiscale CNN T1-W, T2-W, CE-T1W and 
FLAIR

Acc = 0.97 3064 images Figshare Classification

[167] VGG Stacked Classifier 
Network

– Precision = 99.2 Recall = 
99.1 F1 score = 99.2

253 images Kaggle Detection
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especially brain tumor investigation. With the critical 
analysis of Tables 1 and 2, it was observed that the ML 
and DL-based systems have accuracy in the range of 

75–95%. For example, Macyszyn et al. illustrated the 
classification of 105 high-grade gliomas (HGG) patients 
into long and short-term categories utilizing the SVM 
modal [168]. The accuracy of the architecture lies 
within the range of 82–85%. In another report, Emblem 
et al. demonstrated an SVM classifier using histogram 
data of 235 patients to predict glioma patient overall 
survival [169]. The accuracy, sensitivity, and specificity 
were 0.79%, 78%, and 81% at six months and 0.85%, 
85%, and 86% respectively at three years for overall 
survival prediction. Sarkiss et al. undergo a systematic 
literature analysis (2000–2018) to provide evidence 
for the utilization of machine learning techniques for 
glioma detection [170]. The outcome reveals a sensitivity 
between 78 and 93% and specificity between 76 and 95%. 
However, the 20s are the emerging hybrid technique 
era. Hybrid techniques included the amalgamation of 
one or more deep learning or hybrid techniques and 
were integrated into current neuroimaging analysis 
pipelines. These techniques have impactful results 
regarding efficiency and accuracy of classification (in 
the range 92-100%. For instance, Nie et al.’s findings 
suggest that hybridization of traditional ML-based 
approach named SVM with deep learning framework 
produce better results than bare models in terms of 
accurate prediction of overall survival [171]. 3D CNN 
(deep learning architecture), when combined with SVM 
(machine learning architecture), attains an accuracy of 
96% for the prediction of OS in 69 HGG patients. The 
comprehensive analysis was carried out to investigate the 
paradigm shift conventional/Machine learning → Deep → 
Hybrid approach in the domain of brain tumor analysis. 
It is justified in the form of a graph presented in Fig. 9.

–	 The perfect design/architecture for the ML, DL, and 
hybrid-based techniques is not the sole determinant for 
achieving significant results. However, after the literature 
survey carried out in this review, one can distill the high 
accuracy architecture method for individual tasks with 
its application area in the specific type of brain tumor 
detection. The progress and development of high-
performance brain tumor CAD systems are presented 
in Fig. 10. We found hybrid-based architectures and 
deep learning approaches compete for performing brain 
tumor segmentation and classification task through 
this analysis. However, the researchers that come by 
significant performance on ML or DL-based systems 
than the hybrid system might be due to trade outside 
the network, such as normalization in pre-processing 
techniques or data augmentation. For instance, Zhang 
et al. investigated the gliomas grading in 120 patients 
[172]. Researchers could classify LGG and HGG with 
94-96% accuracy by utilizing combined SVM and 
SMOTE (synthetic minority over-sampling technique). 

Table 7   List of abbreviations

Description Abbreviations

Magnetic resonance imaging MRI
Computer-aided diagnosis CAD
World Health Organization WHO
Computed tomography CT
Positron emission tomography PET
Region of interests ROIs
Support vector machine SVM
Random forest RF
Weighted fuzzy kernel clustering WFKC
Kernel-based fuzzy C mean KFCM
K-means integrated with fuzzy C-means KIFCM
Fuzzy C mean FCM
Fuzzy k-means FKM
Adaptive fuzzy K-mean AFKM
Machine learning ML
Deep neural network DNN
Conditional random fields CRFs
Fully convolutional residual neural network FCR-NN
Fully convolutional network FCN
Stationary wavelet transform SWT
Berkeley wavelet transform BWT
Brain extraction algorithms BEA
Self-organizing map SOM
Learning vector quantization LVQ
Prossibilistic C-mean PCM
Genetic algorithm GA
Expectation maximization and Gaussian mixture EM-GMM
Convolutional restricted Boltzmann machines cRBMs
Deep convolutional neural network DCNN
Fully convolutional neural networks FCNN
Principal component analysis PCA
Spectral mixture analysis SMA

   Discrete wavelet transform DWT
   Accuracy Acc
   Sensitivity SN
   Specificity SP
   Area under curve AUC​
   Similarity measure SM
   Correlation coefficient CC

Whole tumor WT
Tumor core TC
Enhancing tumor ET
White matter WM
Gray matter GM
Cerebrospinal fluid CSF
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Moreover, by observing different BRATS challenges, 
even using similar architecture for the same type of 
network, extensively varying results were obtained. 
However, accuracy could also be increased by adding 
more layers to the framework [173, 174].

–	 Designing hybrid architecture for specific task properties 
attains significant results than utilizing straightforward 
machine learning or deep learning architecture. 
Since selecting and integrating one or more systems 
for attaining desired results could be possible in the 

hybrid system. The researchers who acquire robust 
performances for hybrid approaches could do so 
because they implemented the best augmentation and 
pre-processing techniques. This is an easy way to boost 
up the generalizability of the network without altering 
the architecture. The key contributors to the significant 
performance of any network are data augmentation 
techniques, pre-processing techniques, hyper-parameter 
optimization (i.e., learning rate and drop out), etc. 
Moreover, changes in the network and receptive field’s 
input size could help domain experts achieve good 
performance results. However, unfortunately, so far 10s 
there is a lack of exact techniques or the best suitable 
hyperparameters for practical implementation. In the 
brain image analysis domain, Bayesian methods to 
optimize hypermeters have not been implemented until 
the 20s.

–	 Brain tumor segmentation through radiotherapy treatment 
planning depends on manual segmentation of tumors 
by expertise, making the process slow, arduous, and 
sensitive due to differences of opinion among physicians. 
For the automatic and accurate segmentation of gliomas, 
numerous tools and algorithms have been proposed in 
the 10s [175, 176], and the process continues in the 10s. 
In this direction, to bring out efficient approaches and 
routes to solve the challenging problem, BRATS (multi-
modal brain tumor segmentation challenge) is organized 
annually [177, 178]. During half last decade (2015–

Fig. 9   Graph illustrating the paradigm shift for brain tumor 
recognition tasks

Fig. 10   Development toward brain tumor in last decade
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2019), most of the exploited approaches of the BRATS 
rely on deep learning architectures, e.g., 3D-CNNs 
[179]. However, the top-performing approaches utilize 
ensembles of deep learning architectures [180, 181] 
or they even hybridized the various deep learning 
architectures with algorithms like CRFs (conditional 
random fields) [182] known to be as emerging hybrid 
techniques. Moreover, in the BRATS 2017 and 2018 
challenges, the top-performing methods include cascaded 
networks, multi-view and multiscale approaches [183] 
generic U-Net architecture with data augmentation and 
post-processing for brain tumor segmentation [184]. 
Thus, emerging hybrid techniques are considered a 
robust and practical way to improve rugged segmentation 
results.

8 � Future Research Directions

For the last decade, the direction of research on brain 
tumor diagnosis from MRI has been turned into a hybrid 
intelligent system derived from the combination of different 
algorithms and networks as shown in Fig. 10 [19, 20, 38, 
41, 45, 49, 50, 52, 57, 70, 160]. This is the easiest way 
to employ the strengths and weaknesses, leading to more 
robust and exceptional CAD system performance. Despite 
extensive research, strength, and huge popularity in terms of 
accuracy, conventional machine learning, and deep learning 
methods, especially CNN’s, encounter various challenges. 
For example, they need a large amount of training data 
which could either be difficult to acquire for each domain. 
Moreover, it can be tough to have the desired accuracy 
for a target problem [185]. Furthermore, the increment in 
the number of layers in the deep learning model cannot 
guarantee the increment in classification accuracy. Similarly, 
owing to running GPU and RAM (hardware devices), 
the DL models are computationally expensive. Lack 
of computational power results in more time to train the 
network, which depends on the size of the training dataset. 
Thus, employing DL models in real-time scenarios, for 
instance, the clinical practice remains a mystery [186].

The employment of deep learning in neuroimaging 
analysis endure black-box problems in ar tificial 
intelligence (AI). The researchers are well known 
for inputs and outputs but not known for internal 
representations. Therefore, DL methods are highly 
affected by the inherent problems of medical images, 
i.e., noise and illumination. However, the solution to 
this problem is introducing pre-processing steps before 
sending input to the model to improve the performance. 
Moreover, acquiring a massive amount of data with 

expert annotations from multiple institutions is difficult. 
The BRATS challenge was organized using pre-operative 
various institutional data of MRI scans for brain tumor 
sub-regions detection to provide the research community 
with a rich amount of images and a platform for comparing 
and evaluating various brain tumor algorithms. The dataset 
is increasing every year. Despite much momentum gained 
by ML and DL methods in terms of accuracy, the emerging 
hybrid techniques have replaced them and have integrated 
them successfully into neuroimaging pipelines.

One of the significant factors that hamper the 
effectiveness of deep learning techniques is the requirement 
of a bulky dataset to train the framework, thus requiring 
more computation resources. However, acquiring such a 
huge amount of data in the medical domain is challenging. 
Therefore, to conquer this loophole, various architectures 
have been designed so far to overcome the above problem. 
For instance, the utilization of generative adversarial 
network (GAN) [187]. This network requires scarce data 
for training. Even this fact still cant be ignored that more 
data will give better performance. The dataset is increasing 
every year. More publically available databases with experts 
labeling could be created like BRATS to bridge this issue. 
Furthermore, the data augmentation method can be used 
to enhance the training dataset. Second, most DL-based 
frameworks are impotent due to their restricted capacity to 
delineate visual objects to consider the spatial consistency 
and appearance of segmentation results [26, 27]. Therefore, 
a robust hybrid/fusion (a new learning-based method) 
segmentation method is suggested. Thanks to the hybridized 
approach, a more accurate and efficient methodology based 
on integrating machine-learned features and hand-crafted 
features can resolve this issue for the efficient automated 
segmentation of brain tumors. Although some research 
has already been conducted to resolve the issue [188, 189]. 
However, research in this realm is still ongoing for further 
advancement.

The current research community is deprived of perfect 
design for brain tumor MRI segmentation and classification 
in terms of superior accuracy, low computational time, 
minimum cost, acquiring a massive amount of data for 
training, and requiring a group of experts for evaluation so 
on. Certain areas like excellent accuracy still need extensive 
research. In a report, accuracies are compared for different 
ML and DL methods, including SVM, KNN, LDA, and 
LR. Whereby, the algorithms are tested on 163 samples of 
BRATS 2017. The study reveals that the best recognition 
performance is attained using a hybrid system fusing LDA 
with the CNN classifier [190]. All the other snags of ML 
and DL methods can be overcome by the fusion of two or 
more techniques that effectively vanquish the ambiguity 
in the field of brain tumor segmentation and classification 
utilizing brain MRI scans.
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9 � Conclusion

This study systematically covered various brain tumor 
segmentation, feature extraction, and classification 
techniques over 2010–2020. Two-decade analysis reveals 
certain facts related to the development in the usage of 
artificial intelligence-based approaches for performing 
tumor segmentation and classification tasks. It will assist 
radiologists and clinicians in early treatment planning 
and diagnosis of brain tumors. Finally, considering the 
statistical analysis of two decades, it has been observed that 
researchers should practice more deep learning, ensemble, 
or hybrid-based techniques to design robust CAD systems.

In the future, it can be explored that the combination 
of few-shot learning techniques with CNN could be more 
effective towards fulfilling the requirements of segmentation 
and classification of brain tumors. Since few-shot learning 
is an advanced technique where less number of images is 
required for the training the network. Since acquiring a 
huge amount of data with expert annotations from multiple 
institutions is difficult in each domain. Moreover, research 
can be conducted using other medical modalities like 
computed tomography (CT) for brain tumor detection and 
classification.
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