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Abstract
Robust numerical methods for CFD applications, such as WENO schemes, quickly evolved in the past few decades. Together 
with the Inverse Lax–Wendroff (ILW) procedure, WENO ideas were also applied in the boundary treatment. Those meth-
ods are known for their high-resolution property, i.e., good representation of nonlinear phenomena, which is an important 
property in solving challenging engineering problems. In light of that, the objective of this work is to present a review of 
well-established high-resolution numerical methods to solve the Euler equations and adapt the Navier–Stokes viscous terms 
discretization and boundary treatment. To test the modifications, we employed the positivity-preserving Lax–Friedrichs 
splitting, multi-resolution WENO scheme, third-order strong stability preserving Runge–Kutta time discretization, and 
ILW boundary treatment. The first problems were simple flows with analytical solutions for accuracy tests. We also tested 
the accuracy with nontrivial phenomena in the vortex flow. Oblique shock and complicated flow structures were captured in 
the Rayleigh–Taylor instability and flow past a cylinder. We showed the discretization and boundary treatment can handle 
non-constant viscosity, are high-order, high-resolution, and behave similarly to the well-established numerical methods. 
Furthermore, the methods discussed here can preserve symmetry and no approximations regarding the boundary layer were 
made. Therefore, the discretization and boundary treatment can be considered when solving direct numerical simulations.
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1  Introduction

High-order and high-resolution numerical methods quickly 
evolved in the past few decades, either in the interior 
scheme or at the boundaries [1–5]. WENO is a robust class 
of schemes known for their high-resolution property and is 
popular for solving CFD problems with nonlinear phenom-
ena and complex flow structures [3, 6–8]. Stall in aerody-
namic profiles or turbomachinery blades, flow separation, 
side loads, mixing, combustion, and detonation are examples 
of challenging engineering problems that demand robust 
numerical solvers [9–16]. Moreover, LES and DNS com-
putations are becoming more feasible and require restricted 
time and space scales, which can be attained through high-
resolution methods [17–19].

Depending on the phenomena, one may need three-dimen-
sional discretization, compressibility and viscous effects, 
small grid sizes, and small time steps [13, 17, 18]. The Euler 
equations can be used, e.g., to solve compressible fluid flows 
containing shock waves. However, it will not be able to 
model the boundary layer and related phenomena. By adding 
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viscous terms to the Euler equations, one reaches the so-called 
Navier–Stokes equations, which are capable of modeling chal-
lenging engineering problems.

When solving the Navier–Stokes equations, a boundary 
layer will develop near solid walls. The boundary layer or the 
turbulent flow near the wall has a great impact in academi-
cal and industrial applications [20]. To maintain the interior 
scheme high-resolution, the boundary conditions shall be 
properly imposed at the walls. Among the boundary impo-
sition strategies, the Inverse Lax–Wendroff (ILW) is distin-
guished by its ability to be applied to rectangular meshes on 
arbitrary domains, easing the mesh construction and spatial 
discretization [2, 5, 21, 22].

While reviewing well-established numerical methods to 
solve the Euler equations, we will present modifications to 
add the viscous contribution and we will introduce a new way 
of discretizing the first-order derivatives of the viscous terms 
using already-available information from the inviscid fluxes. 
Taking advantage of mixed discretization for the convective 
and viscous terms has already been considered for, e.g., finite 
element methods [23, 24]. Moreover, we will show how to 
adapt the ILW boundary treatment at solid walls without using 
rotation, something that has not been experimented before in 
the literature for the Navier–Stokes equations. This is found 
in Sect. 2.2.

To assess these modifications, in Sect. 3 we will solve sim-
ple 2D flows, as well as the vortex flow, the Rayleigh–Tay-
lor instability, and the supersonic flow past a cylinder. To do 
that, we will employ the positivity-preserving Lax–Friedrichs 
splitting [1], multi-resloution central WENO [8], WENO-type 
extrapolation [21], and ILW boundary treatment [2, 5, 21, 22].

2 � Numerical Methods

2.1 � Discretization

In this paper, we are interested in the following set of equations

where

(1)Ut + F(U)x + G(U)y = S
1x + S

2y + S(U),

(2)U =

⎡⎢⎢⎢⎣

�

�u

�v

E

⎤⎥⎥⎥⎦
, F(U) =

⎡⎢⎢⎢⎣

�u

�u2 + p

�uv

u(E + p)

⎤⎥⎥⎥⎦
,

(3)G(U) =

⎡⎢⎢⎢⎣

�v

�uv

�v2 + p

v(E + p)

⎤⎥⎥⎥⎦
, S

1
=

⎡
⎢⎢⎢⎢⎢⎣

0

�xx
�xy

�vx +
�

Pr(� − 1)

�(a2)

�x

⎤
⎥⎥⎥⎥⎥⎦

,

the source term S(U) depends on the problem, and � , u , v , 
and p are the density, x and y velocities, and pressure. E  , �  , 
�
v
 , and a are the the total energy per unit of volume, viscous 

tensor, viscous dissipation rate, and speed of sound, given as

where � = 1.4 , � = 5E − 5 Pa ⋅ s , and Pr = 0.7 are the spe-
cific heat ratio, absolute viscosity, and the Prandtl number 
for the air. Unless explicitly stated, these properties will be 
used in the test problems.

We discretize the fluxes F and G with the following 
conservative finite difference scheme [25]:

where Δx = Δy = constant is the mesh size.
To compute the numerical flux, we use the positivity-

preserving Lax–Friedrichs splitting [1]

where �x = max
U

max
m

|�m(U)| is computed for the whole 
domain [25], �m are the eigenvalues of the Jacobian, and 
m = 1,… , 4 is the m-th vector component.

Through a local characteristic decomposition, we have

where Ui+1∕2,j =
(
Ui,j + Ui+1,j

)
∕2 is an average state and L 

are the left eigenvectors.
As in [1], we approximate (H+)

±
i+1∕2,j

 with H+ and a 
multi-resolution WENO reconstruction. The same is valid 
for (H−)

±
i+1∕2,j

 with H− . Then, we transform back with the 
right eigenvectors, R,

(4)S
2
=

⎡
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�xy
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,

(5)E =
p

� − 1
+

�

2
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4
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)

(7)�vx =u�xx + v�xy, �vy = u�xy + v�yy, a =

√
�p

�
,

(8)

dUi,j(t)

dt
= −

1

Δx

(
F̂i+1∕2,j − F̂i−1∕2,j

)
−

1

Δy
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)
,

(9)F
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1

2
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)
,
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(
Ui+1∕2,j

)
F
±
(
Ui,j

)
,
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and form the numerical flux [1]

We remark that the procedure is analogous for the G flux. 
Among other choices, the multi-resolution WENO of [4, 8] 
can reach machine error for steady non-smooth problems 
and preserve symmetry. Symmetry breaking issues are 
addressed, e.g., in [3, 26]. We compute the reconstruction 
polynomials for a fixed j with r = −s,… , s , s = 1,… , 2 , 
[4, 25]

and

Next, we obtain equivalent expressions for the reconstruc-
tion polynomials [4]

with s = 1,… , r  , r = 2,… , 3 , and

The smoothness indicators are obtained through [4, 8]:

(11)

(
F+

)−
i+1∕2,j

= R
(
Ui+1∕2,j

)
(H+)

−
i+1∕2

,

(
F−

)+
i+1∕2,j

= R
(
Ui+1∕2,j

)
(H−)

+
i+1∕2

,

(12)F̂i+1∕2,j = 𝛼x

[(
F+

)−
i+1∕2,j

−
(
F−

)+
i+1∕2,j

]
.

(13)q1(�) = hi,j,

(14)∫
r+1

r

qs+1(�) d� = hi+r,j.

(15)p1(�) = q1(�), pr(�) =
qr(�)

Γr,r

−

r−1∑
s=1

Γs,r

Γr,r

ps(�),

(16)Γs,r =
Γs,r∑r

l=1
Γl,r

, Γs,r = 10s−1.

(17)�r =

2(r−1)∑
�=1

∫
1

0

[
d�pr(�)

d��

]2
d�, r = 2,… , 3,

(18)�0 =(hi,j − hi−1,j)
2, �1 = (hi+1,j − hi,j)

2,

(19)

Γ0,1 =

{
1 �0 ≥ �1
10, otherwise

, Γ1,1 = 11 − Γ0,1,

Γ0,1 =
Γ0,1

Γ0,1 + Γ1,1

, Γ1,1 = 1 − Γ0,1,

(20)
�0 = Γ0,1

(
1 +

|�0 − �1|2
�0 + �

)
,

�1 = Γ1,1

(
1 +

|�0 − �1|2
�1 + �

)
, � = �0 + �1,

where � = 1E − 06.
The nonlinear weights are [4, 7]:

Finally, the multi-resolution WENO reconstruction is

The reconstruction for a fixed i is analogous. For the viscous 
terms, S

1
 and S

2
 , we have the advantage of 

(
F±

)±
i+1∕2,j

 being 
already computed. Therefore, we use the numerical flux 
approximation regarding the flux splitting (9),

Then,

Using the same procedure for the y-direction derivatives, we 
can compute S

1
 and S

2
 . The viscous terms derivatives are 

then approximated with a central fourth-order discretiza-
tion, e.g.,

One should notice that this will demand approximations to 
S
1
 and S

2
 at the ghost points.

Once the spatial approximation, L(U) , is computed for 
all interior points, we use the third-order SSP Runge–Kutta 
to integrate from time step n to n + 1 [25]:

(21)�1 =
1

�2

[
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]2
,

(22)�r =
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�s

,
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(
�
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,
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��
2
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.
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=
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�r pr(1).

(26)Ûi+1∕2,j =
(
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+
(
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.
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1
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�
,
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.
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The time step, Δt , can be computed as [2] ( Δ = min (Δx,Δy)

):

where �x and �y are the same as in (9) for the x - and y-direc-
tion, and �d is the absolute largest eigenvalue for the dif-
fusive terms.

2.2 � Boundary Conditions

The boundary conditions will be handled with the ILW pro-
cedure regarding [2, 5, 21, 22]. We use the 1D WENO-type 
extrapolation of [21]. Here, we present a generic coordinate, � , 
and construct polynomial approximations, p(�) , for each one 
of the five candidate substencils

The nonlinear weights are [6, 21]:

with

where Δ� is the generic coordinate mesh size. For instance, 
it is equal to Δy when extrapolating in the y-direction.

The smoothness indicators are computed with r = 1,… , 4 , 
[5]:

The 1D WENO-type extrapolation is then given by

(30)Um
(1) = Um

n + ΔtL(Um
n),

(31)Um
(2) =

3

4
Um

n +
1

4
Um

(1) +
1

4
ΔtL(Um

(1)),

(32)Um
n+1 =

1

3
Um

n +
2

3
Um

(2) +
2

3
ΔtL(Um

(2)).

(33)Δt = min

⎡
⎢⎢⎣

CFL

�x

Δx
+

�y

Δy
+

6�d(Δx
2+Δy2)

Δx2Δy2

, Δ5∕3
⎤
⎥⎥⎦
,

(34)Sr = {�0,… , �r}, r = 0,… , 4.

(35)�r =
�r∑4

s=0
�s

, �r =
dr

(� + �r)
, r = 0,… , 4,

(36)dr = Δ�4−r, for r = 0,… , 3, d4 = 1 −

3∑
r=0

dr,

(37)�0 = Δ�2,

(38)�r =

r∑
l=1

Δ�2l−1 ∫
�0+Δ�∕2

�0−Δ�∕2

(
dl

d�l
pr(�)

)2

d�.

(39)
{
�(l)
�
p(�)

}4

l=0
=

4∑
r=0

�r

dl

d�l
pr(�).

Now, suppose we want to impose boundary conditions 
at �0 = (x0, y0) at the wall, presented in Fig.  1. For the 
Navier–Stokes equations, we are interested in two situations: 
known wall temperature and heat flux. At the wall, the nor-
mal velocity component is zero and, because of the non-slip 
condition, the tangent velocity component will match the 
wall velocity.

2.2.1 � Known Wall Temperature

For a known wall temperature, we can write

where R is the gas constant.
We now adapt the ILW procedure of [5] to impose the 

boundary conditions regarding [2, 22]. We let the detailed 
algebra for the Appendix and rewrite (1) as

It is advisable to consider the general convection-diffusion 
case because it is a combination of both phenomena. For 
that, we use a convex combination where each contribution 
can be adjusted via previously defined parameters [2]. We 
diagonalize the matrices in front of the first and second y
-direction derivatives and write

(40)p = �RTwall, v = vwall, u = uwall,

(41)
Ut + F(U)x + G

�(U)Uy = �
1
Uxx

+�
2
Uyy +�

3
Uxy + N.

(42)V = LU, � = diag(v − a, v, v, v + a),

(43)Vd = LdU, �d = diag

(
0,

�

�
,
4�

3�
,
��

Pr�

)
,

wallx

y

η0

η1

η2

η3

η4

η5

d0

∆y

Fig. 1   Region near a wall
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where the subscript d denotes “diffusive”. One may refer to 
the Appendix for the diffusive eigenvectors.

If we use (43) to rewrite (41) we will also be able to get a 
scalar hyperbolic equation and a parabolic system, as in [2]. 
Therefore, the same conclusions apply. As in [2], we can write

We also define [2]

With �m , m = 1,… , 4 , and k = 0,… , 4 , we have the follow-
ing convex combination of convection and diffusion terms 
[2]

We now discuss how convection and diffusion terms are 
obtained. Starting with �(k)

y
Vc , we assess the eigenvalues 

signs and the direction. Regarding Fig. 1, 𝜆1 < 0 , �2,3 ≈ 0 , 
and 𝜆4 > 0 . Therefore, we must impose the boundary con-
ditions on the fourth characteristic variable. To form the 
eigensystem, �(0)

y
U1 is approximated at the boundary with 

the WENO-type extrapolation and

(44)B = LdG
�(U)Rd =

⎡
⎢⎢⎢⎢⎢⎣

v 0 −
a

�
0

0 v 0 0

−a 0 v − a

0 0 −
a

�
(� − 1) v

⎤
⎥⎥⎥⎥⎥⎦

.

(45)
b1 =(B

2
11
+ B2

12
+ B2

13
+ B2

14
)Δy2,

�1 =3(�d
2
2
+ �d

2
3
+ �d

2
4
), �1 =

b1

b1 + �1

(46)
b2 =

1

3

(
b1 + b3 + b4

)
,

�2 =9�d
2
2
, �2 =

b2

b2 + �2
,

(47)
b3 =(B

2
31
+ B2

32
+ B2

33
+ B2

34
)Δy2,

�3 =9�d
2
3
, �3 =

b3

b3 + �3
,

(48)
b4 =(B

2
41
+ B2

42
+ B2

43
+ B2

44
)Δy2,

�4 =9�d
2
4
, �4 =

b4

b4 + �4
.

(49)�(k)
y
(Vm)cc = �m�

(k)
y
(Vm)c + (1 − �m)�

(k)
y
(Vm)d.

(50)

(U1)�0 = �(0)
y
U1, (U2)�0 = uwall�

(0)
y
U1,

(U3)�0 = vwall�
(0)
y
U1,

(U4)�0 =
�(0)
y
U1RTwall

� − 1
+

�(0)
y
U1

2
(u2

wall
+ v2

wall
).

With U�0
 , we compute R , � , and L . Next, we do a local 

characteristic decomposition on Sa = {�1, �2, �3, �4, �5}

and use the WENO-type extrapolation to obtain {�(l)
y
V}4

l=0
 

at the boundary.
We remark that if the Sa points are outside the computa-

tional domain, one can use the least squares strategy with 
WENO-type extrapolation to approximate them. Details of 
this strategy will be presented next.

We first update �(0)
y
(U1) with

Then,

With the ILW, we update

With �(k)
y
V  , the conservative variable derivatives are

Then,

where Rd , �d , and Ld are also obtained with U�0
.

As one can see in (54), approximations to the x-direction 
inviscid flux and viscous terms first derivatives are needed. 
We now address how to obtain high-order approximations 
to the derivatives, matrices, nonlinear terms, fluxes, and vis-
cous terms. We remark that Ut are part of the known bound-
ary conditions, which in this work are zero because the flows 
are steady.

We have U in the vicinity of �0 and we use it to obtain 
2D least square polynomials, Pr  , with r = 1,… , 4 . One 
should notice that the polynomial must be obtained for 
each U component separately. To compute Pr  , we follow 
the procedure of [22], i.e., we start with the nearest (r + 1)2 
interior points to �0 and add points if the matrix rank is 

(51)V = LU,

(52)

�(0)
y
(V1) = �(0)

y
(U1)

[
l11 + uwalll12

+ vwalll13 + l14

(
RTwall

� − 1
+

u2
wall

+ v2
wall

2

)]
.

(53)

�(0)
y
(U2) = uwall�

(0)
y
(U1), �(0)

y
(U3) = vwall�

(0)
y
(U1),

�(0)
y
(U4) =

�(0)
y
(U1)RTwall

� − 1
+

�(0)
y
(U1)

2
(u2

wall
+ v2

wall
).

(54)

�(1)
y
V4 =

−(U1)t − (F1)x + (S11)x + �(1)
y
S21

r14(vwall + a)

−
r11(vwall − a)�(1)

y
V1 + r12vwall�

(1)
y
V2 + r13vwall�

(1)
y
V3

r14(vwall + a)
.

(55){�(l)
y
U}4

l=1
= R{�(l)

y
V}4

l=1
.

(56){�(l)
y
Vc}

4
l=0

= Ld{�
(l)
y
U}4

l=0
,
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deficient. After obtaining the polynomials, we approximate 
Ux , Uy , and Uxx on Sa in different substencils [5].

For instance, for one Ux component

With U and Ux , we compute F(U)x on those different sub-
stencils. Then, we use the WENO-type extrapolation to 
approximate �(0)

y
F(U)x at �0 . For the y-direction flux, we 

compute G(U) on Sa and approximate {�(l)
y
G(U)}4

l=0
 with the 

WENO-type extrapolation. With similar ideas, {�(l)
y
Ux}

1
l=0

 
and �(0)

y
Uxx are also approximated at �0.

�1 , �2 , �3 , and other matrices for the diffusive terms 
are obtained with the approximated derivatives and �(0)

y
U  , 

i.e., with WENO-type extrapolation. The nonlinear terms 
can now be computed with the Appendix formulae. Then,

Finally, we compute S
2
 on Sa with

and approximate {�(l)
y
S
2
}4
l=0

 at �0 with the WENO-type 
extrapolation.

For the diffusive terms, we also perform a decomposi-
tion on Sa

and use the WENO-type extrapolation to obtain {�(l)
y
Vd}

4
l=0

 
at the boundary.

As stated in [2], the number of boundary conditions 
depends on the normal velocity sign and the coordinate 
direction. In our case, a positive velocity v is oriented 
towards the computational domain. Therefore, for v > 0 we 
shall impose four boundary conditions and three for v ≤ 0.

Particularly, if the wall is not moving both velocities are 
zero (uwall = vwall = 0) regardless of its inclination. There-
fore, we only need to impose three boundary conditions 
and the local coordinate system and transformation of the 
equations are not required. This is advantageous because 
the number of least squares approximations is reduced, as 
discussed in [22]. Then, the conservative variables at the 
boundary can be updated with

(57)S0 ={0}, S1 = {P1(�1)x,P1(�2)x},

(58)S2 ={P2(�1)x,P2(�2)x,P2(�3)x},

(59)S3 ={P3(�1)x,P3(�2)x,P3(�3)x,P3(�4)x},

(60)S4 ={P4(�1)x,P4(�2)x,P4(�3)x,P4(�4)x,P4(�5)x}.

(61)S
1x = �

1

�W

�U
�(1)
y
Ux + �

2

�W

�U
�(0)
y
Uxx + N

1
.

(62)Wx =
�W

�U
Ux, Wy =

�W

�U
Uy,

(63)Vd = LdU,

For stability, we compute

Then, we perform slightly modifications on the WENO-
type extrapolation and its polynomials, and use the sten-
cil Sb = {�0, �1, �2, �3, �4} to compute {�(l)

y
(Vd)m}

4
l=1

 for 
m = 2, 3, 4 at the boundary. One should notice that Sb have 
four substencils and the first one have two points, �0 and �1 . 
Now, dr = Δx4−r for r = 0,… , 2 , d3 = 1 −

∑2

r=0
dr , and the 

formulae should be adjusted accordingly.
As in [2], we compute

which forms a 4 × 4 linear system with �(2)
y
Ud as unknowns.

Then, we update

and the computation of diffusive terms is finished.
We now return to the convex combination. �m is computed 

with U�0
 and {�(l)

y
(Vm)cc}

l=4
l=0

 is obtained with (49). Then,

We update the convective flux with

We also update �(0)
y
S
2
 with

(64)

�(0)
y
(V1)d = �(0)

y
(U1)d

[
ld11 + uwallld12

+ vwallld13 + ld14

(
RTwall

� − 1
+

u2
wall

+ v2
wall

2

)]
,

�(0)
y
(U2)d = �(0)

y
(U1)duwall,

�(0)
y
(U3)d = �(0)

y
(U1)dvwall,

�(0)
y
(U4)d = �(0)

y
(U1)d

(
RTwall

� − 1
+

u2
wall

+ v2
wall

2

)
.

(65)
�(0)
y
(Vm)d = ldm1�

(0)
y
U1 + ldm2�

(0)
y
U2 +

ldm3�
(0)
y
U3 + ldm4�

(0)
y
U4, m = 2, 3, 4.

(66)

ld1�
(2)
y
Ud = �(2)

y
V1d,

Ψ2m�
(2)
y
Ud = (Um)t + Fm(U)x + �(1)

y
Gm(U)

− Ψ1mUxx − Ψ3mUxy − Nm, m = 2, 3, 4,

(67)�(2)
y
Vd = Ld�

(2)
y
Ud,

(68){�(l)
y
U}4

l=0
= Rd{�

(l)
y
Vcc}

4
l=0

.

(69)�(0)
y
G(U) = G(�(0)

y
U),

(70)�(1)
y
G(U) = G

�(U)�(1)
y
U,

(71)�(2)
y
G(U) =

�2

�y2
G(U).
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and then we update �
3
 , �

4
 , N

2
 using (A.7), (A.8), and (A.16) 

(see the Appendix). Then, we get

At the ghost points, the interior scheme requires U  , G(U) , 
and S

2
 . Therefore we use Taylor expansion to approximate 

them, e.g.,

2.2.2 � Known Heat Flux

Regarding y is the normal direction in Fig. 1, we now show 
how to handle a known heat flux at the wall. We change how 
the WENO-type extrapolation polynomials are obtained, 
now they must satisfy pr(�j) = T(�j) for j = 1… , r  , and

With Twall , we use the procedure for known temperature of 
Sect. 2.2.1.

3 � Numerical Problems

3.1 � Simple 2D Flows

For the first simple 2D flow, we propose an analytical solu-
tion with non-constant viscosity similar to the Example 6 
of [2]

In CFD, it is common to model the viscosity with tempera-
ture, e.g., Shutherland law. Since pressure is constant in this 
flow, we use

(72)Wx =
�W

�U
�(0)
y
Ux, Wy =

�W

�U
�(1)
y
U,

(73)�(1)
y
S
2
= �

3

�W

�U
�(1)
y
Ux + �

4

�W

�U
�(2)
y
U + N

2
.

(74)Uj =

4∑
l=0

(yj − y0)
l

l!
�(l)
y
U.

(75)
dpr(y)

dy

||||�0
=

�T

�y

||||�0
r = 1,… , 4.

(76)

�(x, y) = exp
(
sin(x) sin(y)

)
,

u(x, y) = 2 + 0.02(x2 − �2),

v(x, y) = 1 + 0.01(y2 − �2), p(x, y) = 5.

By inserting the analytical solution into the Euler 
( S

1
= S

2
= 0 ) or Navier–Stokes equations, we compute the 

source terms, S(U) , so the equations are analytically satis-
fied. We use [−�,�] × [−�,�] as domain and the analytical 
solution to compute the ghost points.

Our principal goal in solving this simple 2D flow is to test 
the methodology for Euler and Navier–Stokes equations. The 
observed accuracy orders of the Euler and Navier–Stokes 
solutions were similar; as such, for brevity we only present 
the accuracy results for the Navier–Stokes in Table 1, where 
one can see that fifth order is being reached.

We now change the analytical solution to test the 
Navier–Stokes wall boundary treatment. As in [17], a com-
pressible Couette flow is set with

where M =
√
u2 + v2∕a is the Mach number, the subscripts 

u and l means upper and lower, the domain is [0, 2] × [0,A] , 
and the height A is set to 1 for simplicity.

One should notice that v is zero everywhere, u = 0 at the 
lower boundary, and u ≠ 0 at the upper boundary. There-
fore, we can approximate fixed and moving walls at those 
boundaries. Since the analytical solution is available, we use 
it at the left and right ghost points and focus on known wall 
temperature and heat flux boundary treatments. The accu-
racy tests are shown in Tables 2 and 3, where each situation 
is tested separately.

Despite being nonrealistic, the simple 2D flows are useful 
to show that the Navier–Stokes wall boundary treatment is 
high-order. We remark that the convex combination param-
eter  suggest  a convective dominant problem, 
min
m

(𝛼m) > 0.999 for the most refined mesh.
We now arbitrarily set Pr = 0.1 and � = 0.01 to test the 

convex combination in an idealized mixed convective-diffu-
sive problem, in which we only consider that the temperature 

(77)� =
5 × 10−5

�
.

(78)

u =
uu

A
y, v = 0, p = 5,

e = el +
y

A
(eu − el) +

u2
u
Pr

2�

y

A

(
1 −

y

A

)
,

� =
p

e(� − 1)
, �u = 1, �l = 1.25, Mu = 0.3,

Table 1   Density accuracy 
results for the Navier–Stokes 
simple 2D flow

Δx = Δy L1 norm Order L2 norm Order L
∞ norm Order

2�∕10 6.26E − 02 − 8.50E − 02 − 2.38E − 01 −

2�∕20 3.75E − 03 4.06 5.58E − 03 3.93 2.09E − 02 3.51

2�∕40 1.10E − 04 5.10 1.67E − 04 5.07 7.31E − 04 4.84

2�∕80 3.27E − 06 5.07 4.84E − 06 5.11 2.16E − 05 5.08

2�∕160 1.04E − 07 4.98 1.54E − 07 4.97 7.38E − 07 4.87
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is known at the lower boundary. The accuracy tests are 
shown in Table 4, where we can see that the Navier–Stokes 
wall boundary treatment is high-order.

3.2 � Vortex Flow

We now start to test the methodology in idealized flows with 
nontrivial phenomena. For the vortex flow, we use (1) with 
S = 0 . We consider a stationary version of the idealized 
and isentropic vortex of [25]. Starting with � = p = 1 and 
u = v = 0 , we add perturbations in (u, v) and in the tempera-
ture, T = p∕� , [25]

where 
(
x, y

)
= (x − 5, y − 5) , r2 = x

2
+ y

2  , the vortex 
strength is � = 5 , and the entropy, s = p∕��  , remains undis-
turbed. We use the perturbed solution as the exact solution, 
[0, 10] × [0, 10] as domain, and periodic boundary conditions 
[25].

Although isentropic, the Euler vortex flow models recir-
culation, which is an important phenomenon that occurs in 
more complicated flows that do lack an analytical or exact 

(79)
(�u, �v) =

�

2�
e0.5(1−r

2)
(
−y, x

)
,

�T = −
(� − 1)�2

8��2
e1−r

2

, �s = 0,

solution. As stated in [27], care must be taken when solving 
the Euler vortex flow. For example, when using periodic 
boundary conditions one may have an infinite array of cou-
pled interacting vortices [27]. We again are interested in 
accuracy tests, which are shown in Table 5.

For the Navier–Stokes vortex flow, the diffusion will pre-
vent us to do the same accuracy tests. We present the Mach 
number color map for the Euler and Navier–Stokes in Fig. 2, 
where we can see that they are visually similar.

3.3 � Rayleigh–Taylor Instability

The next problem is the Rayleigh–Taylor instability, in 
which we use (1) with S(U) = (0, 0,U1,U3)

T and as initial 
condition [7]

The computational domain is [0, 0.25] × [0, 1] , t = 1.95 , and 
� = 5∕3 for this case only. We use constant values on the 
upper and lower boundaries, reflective boundary conditions 
on the left and right for the convective variables and inviscid 

(80)
(
𝜌0, p0

)
=

{
(2, 2y + 1), y < 1∕2,

(1, y + 3∕2), y ≥ 1∕2,

(81)u0 = 0, v0 = −0.025a cos (8�x).

Table 2   Density accuracy 
results for the Navier–Stokes 
wall boundary treatment with 
known temperature

Δx = Δy L1 norm Order L2 norm Order L
∞ norm Order

2∕10 6.21E − 05 − 9.49E − 05 − 2.32E − 04 −

2∕20 5.23E − 06 3.57 9.84E − 06 3.27 3.68E − 05 2.65

2∕40 3.23E − 07 4.02 7.68E − 07 3.68 3.59E − 06 3.36

2∕80 1.01E − 08 5.01 2.61E − 08 4.88 1.20E − 07 4.91

2∕160 9.58E − 11 6.71 2.71E − 10 6.59 2.85E − 09 5.39

Table 3   Density accuracy 
results for the Navier–Stokes 
wall boundary treatment with 
known heat flux

Δx = Δy L1 norm Order L2 norm Order L
∞ norm Order

2∕10 1.08E − 04 − 1.86E − 04 − 6.05E − 04 −

2∕20 6.69E − 06 4.02 1.50E − 05 3.63 6.79E − 05 3.15

2∕40 4.42E − 07 3.92 1.24E − 06 3.60 7.45E − 06 3.19

2∕80 2.21E − 08 4.32 7.48E − 08 4.05 5.36E − 07 3.80

2∕160 4.88E − 10 5.50 2.02E − 09 5.21 1.58E − 08 5.08

Table 4   Density accuracy 
results for the mixed problem 
Navier–Stokes wall boundary 
treatment

Δx = Δy L1 norm Order L2 norm Order L
∞ norm Order

2∕10 1.27E − 05 − 1.40E − 05 − 3.37E − 05 −

2∕20 5.49E − 07 4.54 5.60E − 07 4.64 9.14E − 07 5.20

2∕40 1.30E − 08 5.40 1.41E − 08 5.31 4.03E − 08 4.50

2∕80 2.97E − 10 5.45 3.42E − 10 5.36 1.98E − 09 4.35

2∕160 1.29E − 11 4.53 1.34E − 11 4.67 6.42E − 11 4.94
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fluxes [7], and periodic boundary conditions on the left and 
right for the viscous terms.

The Rayleigh–Taylor instability has a simple setup, and it 
is a shock-dominated problem with complicated flow struc-
tures. Although the exact solution is not available, it is a 
good test for symmetry. We present a color map for the den-
sity, and the 160 × 640 points mesh in Fig. 3, where we can 
see a good representation of flow features for both Euler and 
Navier–Stokes, and that the latter seems to be more smooth, 
as expected. The L1 , L2 , and L∞ norms of the difference of 
both sides of the symmetry line ( x = 0.125 ) are presented 
in Table 6 for the 160 × 640 points mesh, where we can see 
an excellent hold of symmetry.

3.4 � Flow Past a Cylinder

We now turn our attention to the supersonic flow past a cyl-
inder which radius is one and is centered at the origin. Simi-
lar to Example 7 of [2], we use as initial conditions

(82)M(x, y) =

{
x2 + y2 − 1, if 1 < x2 + y2 ≤ 4,

3, otherwise,

(83)�(x, y) = �0

(
1 +

� − 1

2
M2

)−1∕(�−1)

,

with �0 and p0 computed with free-stream data 
(�, u, v, p) = (1.4, 3, 0, 1).

For simplicity, we take [−3, 6] × [0, 6] as the domain 
and use the free-stream data at the upper, left, and right 
ghost points of the domain. At y = 0 we use the symmetry 
condition and, at the walls, the ILW solid wall boundary 
treatment for the Navier–Stokes equations. The wall is 
fixed, uwall = vwall = 0 , and Twall = T0 = 2.

The flow past a cylinder has an oblique shock near its 
walls, providing a good test case for the wall boundary 
treatment. We show the pressure color map and contours in 
Figure 4, where we can see that the oblique shock is being 
captured. We show six pressure profiles along constant y 

(84)p(x, y) = p
0

(
1 +

� − 1

2
M2

)−�∕(�−1)

,

(85)u(x, y) =Ma, v(x, y) = 0,

Table 5   Density accuracy 
results for the Euler vortex flow 
and t = 1

Δx = Δy L1 norm Order L2 norm Order L
∞ norm Order

10∕10 9.09E − 03 − 2.25E − 02 − 9.60E − 02 −

10∕20 1.38E − 03 2.72 3.49E − 03 2.69 2.01E − 02 2.26

10∕40 8.83E − 05 3.97 2.36E − 04 3.89 1.63E − 03 3.62

10∕80 3.64E − 06 4.60 9.83E − 06 4.58 6.60E − 05 4.63

10∕160 1.22E − 07 4.90 3.31E − 07 4.89 2.30E − 06 4.84

Fig. 2   Mach number color 
map for the vortex flow and 
160 × 160 mesh
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Table 6   L1 , L2 , and L∞ norms of the difference of both sides of the 
symmetry line for the 160 × 640 points mesh

Model L1 norm L2 norm L
∞ norm

Euler 2.54E − 13 3.12E − 12 1.26E − 10

Navier–Stokes 1.18E − 15 9.97E − 15 2.69E − 13



2392	 R. B. d. R. Borges et al.

1 3

lines in Figure 5. Therefore, we conclude that the post-
shock behavior is due to the contour lines generation.

For comparison, we also present the pressure profile 
along the center line for our results and the pressure profiles 
of [2] in Figure 6, where we can see that our result behaves 
similarly.

4 � Concluding Remarks

Challenging engineering problems such as stall in aerody-
namic profiles or turbomachinery blades, flow separation, 
side loads, mixing, combustion, detonation, and turbulence 
demands robust numerical methods. To properly capture the 
flow phenomena, the Navier–Stokes equations are required.

We reviewed the well-established methods to solve the 
Euler equations and added the Navier–Stokes viscous terms 
discretization. Since the conservative variables first deriva-
tives are available from the inviscid flux discretization, we 
computed the viscous terms, S

1
 and S

2
 , and employed a cen-

tral fourth-order scheme to approximate its derivatives and 
finish the spatial discretization. To maintain the high-reso-
lution of the interior scheme, we adapted the ILW boundary 
treatment of [2] regarding [5, 22].

We showed that the proposed discretization can handle 
non-constant viscosity, has an excellent hold of symmetry, 
and, with the boundary treatment, is high-order and high-
resolution. We remark that no approximations regarding the 

boundary layer were made, i.e., the methodology presented 
here could be considered for direct numerical simulations.

Appendix. Matrices and Vectors 
for the Rewritten Navier–Stokes Equations

To rewrite the Navier–Stokes equations, we start expanding 
S
1
 and S

2
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Fig. 3   Density color map for the Rayleigh–Taylor instability and 
160 × 640 mesh with equally spaced contour lines from 0.85 to 2.25
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One should notice that we did not consider � and Pr as con-
stants nor remove any terms. We now group terms contain-
ing first and second derivatives to the primitive variables, 
and nonlinear terms separately

(A.1)

(S1x)1 = 0,

(S1x)2 = �x

(
4

3
ux −

2

3
vy

)
+ �

(
4

3
uxx −

2

3
vxy

)
,

(S1x)3 = �x

(
uy + vx

)
+ �

(
uxy + vxx

)
,

(S1x)4 = ux�
(
4

3
ux −

2

3
vy

)
+ vx�

(
uy + vx

)

+

(
��

Pr(� − 1)

)

x

(
p

�

)

x

+ u�x

(
4

3
ux −

2

3
vy

)

+ u�
(
4

3
uxx −

2

3
vxy

)
+ v�x

(
uy + vx

)
+ v�

(
uxy + vxx

)

+
��

Pr(� − 1)

(
pxx

�
+

2p�2
x

�3
−

2px�x

�2
−

p�xx

�2

)
,

(A.2)

(S2y)1 = 0,

(S2y)2 = �y

(
uy + vx

)
+ �

(
uyy + vxy

)
,

(S2y)3 = �y

(
4

3
vy −

2

3
ux

)
+ �

(
4

3
vyy −

2

3
uxy

)
,

(S2y)4 = uy�
(
uy + vx

)
+ vy�

(
4

3
vy −

2

3
ux

)

+

(
��

Pr(� − 1)

)

y

(
p

�

)

y

+ u�y

(
uy + vx

)

+ u�
(
uyy + vxy

)
+ v�y

(
4

3
vy −

2

3
ux

)
+ v�

(
4

3
vyy −

2

3
uxy

)

+
��

Pr(� − 1)

(
pyy

�
+

2p�2
y

�3
−

2py�y

�2
−

p�yy

�2

)
.

where

(A.3)S
1x =�1

Wxy + �
2
Wxx + N

w1
,

(A.4)S
2y =�3

Wxy + �
4
Wyy + N

w2
,

(A.5)�
1
=

⎡⎢⎢⎢⎣

0 0 0 0

0 0 − 2�∕3 0

0 � 0 0

0 �v − 2�u∕3 0

⎤⎥⎥⎥⎦
,

(A.6)

�
2
=

⎡⎢⎢⎢⎣

0 0 0 0

0 4�∕3 0 0

0 0 � 0

−�a2∕[�Pr(� − 1)] 4�u∕3 �v ��∕[�Pr(� − 1)]

⎤⎥⎥⎥⎦
,

(A.7)�
3
=

⎡⎢⎢⎢⎣

0 0 0 0

0 0 � 0

0 − 2�∕3 0 0

0 − 2�v∕3 �u 0

⎤⎥⎥⎥⎦
,

(A.8)

�
4
=

⎡⎢⎢⎢⎣

0 0 0 0

0 � 0 0

0 0 4�∕3 0

−�a2∕[�Pr(� − 1)] �u 4�v∕3 ��∕[�Pr(� − 1)]

⎤⎥⎥⎥⎦
,

(A.9)

(Nw1)1 = 0,

(Nw1)2 = �x

(
4

3
ux −

2

3
vy

)
,

(Nw1)3 = �x

(
uy + vx

)
,

(Nw1)4 = ux�
(
4

3
ux −

2

3
vy

)
+ vx�

(
uy + vx

)

+

(
��

Pr(� − 1)

)

x

(
p

�

)

x

+ u�x

(
4

3
ux −

2

3
vy

)

+ v�x

(
uy + vx

)
+

��

Pr(� − 1)

(
2p�2

x

�3
−

2px�x

�2

)
,

(A.10)

(Nw2)1 = 0,

(Nw2)2 = �y

(
uy + vx

)
,

(Nw2)3 = �y

(
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3
vy −
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ux
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,
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(
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+
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��
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��
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.

0

2

4

6

8

10

12

−3 −2.5 −2 −1.5 −1

p

x

Re = 168000
Re = 10 (Lu et al., 2016)
Re = 108 (Lu et al., 2016)

Fig. 6   Pressure profiles along the center line for the flow past a cylin-
der and meshes with Δx = Δy = 1∕40 of [2] and this work
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The boundary treatment is based on conservative variables, 
we then transform to the latter with

We finally write the viscous terms as

with

Introducing four new terms, we write

with

(A.11)
S
1x = �

1

[
MUy +

�W

�U
Uxy

]

+ �
2

[
MUx +

�W

�U
Uxx

]
+ N

w1
,

(A.12)
S
2y = �

3

[
OUx +

�W

�U
Uxy

]

+ �
4

[
OUy +

�W

�U
Uyy

]
+ N

w2
,

(A.13)

M =
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⎢⎢⎢⎢⎢⎣

0 0 0 0
�xu − �ux
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−

�x

�2
0 0

�xv − �vx

�2
0 −

�x

�2
0

�
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�
(� − 1) − ux(� − 1) − vx(� − 1) 0

⎤
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�yu−�uy

�2
−

�y

�2
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�yv−�vy

�2
0 −

�y

�2
0

�
uuy + vvy

�
(� − 1) − uy(� − 1) − vy(� − 1) 0

⎤⎥⎥⎥⎥⎥⎥⎦

.

(A.14)S
1x =�
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�U
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�W

�U
Uxx + N

1
,

(A.15)S
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�W
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2
,

(A.16)
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To apply the wall boundary treatment, we need to diagonal-
ize the matrix �

2
 . We choose the scaling factors in a way 

that the resulting eigenvectors are similar to those employed 
in [2], i.e.,

with q = (u2 + v2)∕2.
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