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Abstract
Numerical methods are the most popular tools in computational mechanics and have been used to tackle various practical 
engineering problems. However, the most common programming languages used for implementing numerical methods do 
not effectively balance the demands of productivity and efficiency. To address the most computationally intensive areas of 
numerical computing with the increased abstraction and productivity provided by a high-level language, the Julia language 
was released by the Massachusetts Institute of Technology (MIT) in 2012. The Julia language is an open-source program-
ming language that presents simple syntax and satisfactory performance; this is particularly useful for scientific computing. 
In this paper, we present a comprehensive survey on the use of the Julia language in computational mechanics. First, we 
introduce the existing numerical computing packages developed in the Julia language and their relevant applications. Second, 
we analyze the capabilities of the Julia language in the development of software packages for computational mechanics. 
Finally, we discuss the open issues regarding the Julia language and the challenges faced when using the Julia language in 
computational mechanics.

Abbreviations
BEM	� Boundary element method
COO	� COOrdinate
CPU	� Central processing unit
CSC	� Compressed sparse column
CSR	� Compressed sparse row
DDA	� Discontinuous deformation analysis
DEM	� Discrete element method
DG-FEM	� Discontinuous Galerkin finite element method
EFG	� Element Free Galerkin
FLAC	� Fast Lagrangian analysis of continua
FDM	� Finite difference method
FEM	� Finite element method
FVM	� Finite volume method
GNN	� Graph neural networks
GPU	� Graphics processing unit
GUI	� Graphical user interface
IDE	� Integrated development environment
JIT	� Just-in-time

LLVM	� Low-level virtual machine
LOC	� Lines-of-code
MKL	� Math Kernel Library
MLPG	� Meshfree local Petrov Galerkin
MPI	� Massage passing interface
MPM	� Material point method
PDE	� Partial differential equation
PyPI	� Python package index
RPIM	� Radial point interpolation method
S-FEM	� Smoothed finite element method
XFEM	� eXtended finite element method

1  Introduction

With the development and improvement of traditional theo-
ries and basic equations, many common mechanical prob-
lems have been solved. However, for practical engineering, 
accurate analytical solutions are still intractable due to com-
plex conditions and enormous computations. To address this 
situation, the field of computational mechanics, powered by 
traditional mechanics, mathematics, and computer science, 
has emerged. Fueled by the maturity of modern comput-
ers and related numerical methods, various computational 
mechanics methods have attained superiority in terms of 
obtaining numerical results that are close to experimental 
or monitoring results [1].
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Typically, a complete computational mechanics procedure 
involves three components: a computational model that can 
reflect the essence of the given problem; a numerical algo-
rithm considering applicability, accuracy, and efficiency; and 
an appropriate programming language for implementation. 
There is usually a best choice for the model and algorithm 
applied to a specific mechanical problem, while different 
programming languages lead to different implementations 
of the same computational methods.

Existing computational mechanical software packages are 
written primarily in C/C++, Fortran, MATLAB, or Python. 
Static languages such as C/C++ and Fortran run quickly; 
however, they are relatively difficult to use, and a long learn-
ing time is needed, which is not conducive to their use by 
nonprofessional developers. High-level dynamic languages, 
such as Python and MATLAB, have more advantages in 
terms of low learning costs, strong visualizations and inter-
actions, which have led to their prevalent use in modern 
scientific computing. However, they are usually inefficient 
when handling computationally intensive problems [2, 3]. 
Moreover, as commercial software, MATLAB is often too 
expensive to purchase and is more likely to be used by large 
research institutions or enterprises. It is not realistic for 
individuals to spend large sums of money on programming 
languages. The merits and shortcomings of these languages 
are shown in Fig. 1.

As described above, there are several drawbacks pre-
sented by the commonly used programming languages for 
computational mechanics. None of these languages can bal-
ance productivity and performance. An alternative approach 
is to combine static and dynamic languages (i.e., by using 
fast languages to achieve the efficiency needed for the 

underlying code and productive languages for the remaining 
parts). However, unexpected errors during porting and high 
demands for developers can make this solution infeasible.

To overcome this “two-language problem”, the open-
source Julia language was developed by the MIT. The origi-
nal intention of the Julia language was to combine produc-
tivity and efficiency [3]. Julia integrates the advantages of 
other languages and focuses on scientific computing and data 
analysis. Julia is syntactically similar to dynamic languages, 
such as MATLAB and Python, which makes it relatively 
easy to learn. In terms of efficiency, Julia matches the perfor-
mance of C/C++ and FORTRAN, and it is much faster than 
MATLAB and Python [4, 5], as shown in Fig. 2. Moreover, 
Julia can directly call C++ and Python with interfaces or 
specific packages. For high-performance computing, Julia 
provides parallel computing solutions, including distributed 
computing. In summary, Julia is a competitive programming 
language for scientific computing and has wide application 
prospects in computational mechanics.

In this paper, we present a systematic survey of the devel-
opment of the Julia language in computational mechanics 
that focuses on the following issues: 

1.	 Numerical computing packages developed in the Julia 
language,

2.	 The applications of some computational mechanics 
methods using Julia,

3.	 Some common problems in computational mechanics 
software development and feasible solutions in the Julia 
language, and

4.	 Open issues and future challenges regarding the imple-
mentation of Julia in computational mechanics.

The rest of the paper is organized as follows. A brief intro-
duction to the Julia language is given in Sect. 2. Then, the 
implementations of various computational mechanics meth-
ods and relevant applications are investigated in Sect. 3. In 
Sect. 4, the advantages and capabilities of the Julia language 
with respect to the development of computational mechan-
ics software packages are discussed. Open issues and future 
challenges involving the use of Julia in computational 
mechanics are outlined in Sect. 5. Finally, this survey is 
concluded.

2 � Background: Brief Introduction 
to the Julia Language

Work on the Julia language was initiated in 2009, and after 
three years of development and optimization, it was officially 
released in 2012 [6]. The motivation for its development was 
the use of modern technologies to run dynamic languages 
efficiently. High-level dynamic scripting languages, such as 

Fig. 1   Advantages and shortcomings of the common programming 
language in computational mechanics
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Python and JavaScript, use interpreters, which take a high-
level program and translate it into machine-readable code. 
The implementation of partial changes does not require 
the recompilation of all the code, although the code can-
not run separately from the interpreter. The corresponding 
static languages need special compilers (such as gcc, g++, 
and gfortran) to compile the source code into machine code 
immediately, that is, to compile the code before executing 
it. This requirement indicates that the whole code must be 
recompiled when any changes are made. In contrast, in 
dynamic languages, the code can be run independently of 
the compiler. That is, dynamic languages are easy to use 
and more human-friendly, while static languages are more 
machine-friendly, which makes static languages the domi-
nant choice for use in computationally intensive problems 
[7], as shown in Fig. 1.

Julia possesses the advantages of both types of languages. 
Its syntax is simple, easy, and expressive, similar to that of 
high-level languages. In addition, the Julia language also 
simplifies some tedious syntax. Using a flight simulation 
program, Sells [4] compared the amount of code used by 
Julia with that of other languages, and the results showed 

that the Lines-Of-Code (LOC) of C++, Java, and Python 
were 2.5, 2, and 1.5 times greater respectively, than that of 
Julia for the same model. Moreover, because of the Just-In-
Time (JIT) compilation approach based on a Low-Level Vir-
tual Machine (LLVM) [8], Julia is slightly slower than static 
languages but much faster than other dynamic languages [9]. 
The related benchmarks are shown in Fig. 2.

In addition, to solve intensive computing problems, par-
allel computing is essential in scientific computing. Julia 
provides efficient built-in features to help developers write 
high-performance parallel code. Currently, there are three 
Central Processing Unit (CPU)-based parallel strategies in 
Julia: asynchronous routines or coroutines, multithreading 
[10, 11], and distributed computing [12]. Developers can 
reasonably choose different solutions according to their 
own requirements. Through the use of specific packages, 
such as GPUArrays.jl and CUDA.jl, kernel functions 
and parallel arrays are conveniently supported in the Julia 
language for Graphics Processing Unit (GPU)-level parallel 
computing [13, 14].

After the stable version v1.0 was released at the end of 
2018, Julia became a competitive programming language 

Fig. 2   Julia micro-benchmarks for performance test on a range of common code patterns, available from https://​julia​lang.​org/​bench​marks/

https://julialang.org/benchmarks/
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that is productive, efficient, easy-to-use, and open-source. 
Julia has broad application prospects in the field of high-
performance scientific computing.

3 � Julia Language in Computational 
Mechanics: Current Packages 
and Applications

Generally, numerical computing methods can be divided into 
two categories: (1) mesh-based methods and (2) meshfree/
me-shless methods [15], as shown in Fig. 3. The former is 
represented by the Finite Element Method (FEM) and Finite 
Difference Method (FDM), which use meshes to discretize 
the study domain. Mesh-based methods usually obtain 
accurate descriptions of the desired physical and structural 
responses with high efficiency in continuity problems and 
small-scale deformation problems [16]. Meshfree methods 
use discrete field nodes instead of strictly-defined compu-
tational meshes to construct approximations to overcome 
the limitations of mesh-based methods in solving problems 
related to remeshing, mesh discontinuities, large deforma-
tions, and large displacements, such as the crack propagation 
and rock slope failure [17].

There are also other ways to classify the available 
approaches, such as the continuum-based methods and the 
corresponding discontinuum-based methods. However, this 
paper bases the discussion predominantly on the classifica-
tion types discussed above. Because of the development of 
computer technology, these methods have been programmed 
into a variety of software packages for numerical computing. 
This section mainly introduces the computational mechanics 
packages developed in the Julia language.

3.1 � Mesh‑Based Methods

3.1.1 � Finite Element Method

The FEM is a popular and widely developed method in 
computational mechanics. The FEM is used to construct 
approximations of Partial Differential Equations (PDEs) 
via discretization [18–20]. As one of the most successful 
numerical methods, the FEM has been used for many engi-
neering problems [21–23].

The efficiency of Julia-based FEM software packages 
is satisfactory. For example, Ramabathiran [24] compared 
Julia’s performance with that of competing languages using 
an FEM code for a simple 2D Poisson equation. The experi-
mental results showed that the Julia code could match the 
performance of two mature open-source packages: FEn-
iCS and FreeFEM++ (these packages are mainly written 
in C++). Notably, this implementation was performed with 
an earlier version of the Julia language. Frontelius et al. 
[25] developed an open-source FEM package, JuliaFEM. 
JuliaFEM makes full use of the powerful Massage Passing 
Interface (MPI) programming in Julia to achieve efficient 
parallel computing. In addition, Rapo et al. [26] showed that 
the natural frequencies of JuliaFEM are not significantly 
different from those of commercial FEM software packages, 
which indicates that the performance of JuliaFEM is sat-
isfactory. JuliaFEM supports ABAQUS-format inputs, 
showing good compatibility.

Furthermore, JuAFEM.jl is another FEM package 
based on Julia. It is simple and practical with fast updates 
and development. The developer of the popular PDE plat-
form FEniCS [27, 28] also noticed the great potential of 
Julia and developed a corresponding wrapper in Julia 

Fig. 3   Common mesh-based 
methods and meshfree methods Computational Mechanics
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called FEniCS.jl. FEniCS.jl provides open-source 
finite element development tools such as high-performance 
differential equation solvers for researchers. Moreover, 
there are also helpful packages, including FEMQuad.
jl, FEMSparse.jl, and FinEto-ols.jl, for finite 
element programming. An auxiliary package for tensor 
computation was presented in [29]. Tens-ors.jl pro-
vides automatic differentiation and computation for both 
symmetric and nonsymmetric common tensors.

As an improvement of the FEM, the eXtended Finite 
Element Method (XFEM) reflects the discontinuities of 
elements by extending the shape function to enable solu-
tions to be obtained for strongly discontinuous problems, 
such as crack expansions [30, 31]. The XFEM not only 
takes advantage of the FEM in handling various elas-
tic-plastic problems but can also handle discontinuous 
problems that cause difficulties when the FEM is used. 
The XFEM has been widely used in the field of fracture 
mechanics, such as for crack propagation in metal or rock 
[32–34]. However, there is no current mature Julia pack-
age for the XFEM.

The Smoothed Finite Element Method (S-FEM) is 
another improvement of the FEM proposed by Liu [35]. 
The S-FEM draws on the strain smoothing techniques of 
meshfree methods. The compatible strain field is modified 
by different types of smoothing domains to improve upon 
the drawbacks of the traditional FEM [36–38]. Specifically, 
(1) S-FEM models are softer than FEM models in terms of 
enabling solutions to be obtained for nearly incompressible 
material problems; (2) the S-FEM considers the discontinu-
ity of the strain field at the junctions of elements, enabling 
the attainment of more accurate solutions; and (3) the FEM 
demands a high-quality mesh. However, when large defor-
mations or failures occur, elements are seriously distorted, 
resulting in a poor Jacobian matrix. There is no mapping 
process in the S-FEM; combined with the poor condition of 
the Jacobian matrix, the S-FEM therefore exhibits no dif-
ficulties when handling large deformations [39, 40]. The 
S-FEM has been widely used in limit analysis [41, 42] and 
problems with large deformations [43–45].

Quite recently, Huo et al. developed juSFEM.jl, a par-
allel S-FEM package for elastic problems based on Julia 
[11]. More specifically, compared with ABAQUS, the most 
commonly used commercial FEM software today, the serial 
juSFEM is 10–15% faster. The speedup of the parallel ver-
sion is also satisfactory. The experimental results indicated 
the following: (1) juSFEM surpasses commercial FEM 
software in performance (due to the advantages of both the 
S-FEM and Julia language), and (2) juSFEM uses a mul-
ticore strategy for parallel computing, and the maximum 
speedup is 20.8 with a 24-core CPU. The core usage of mul-
ticore parallel computing is greater than 80%, which repre-
sents very high performance.

As the most popular computational mechanics method, 
the standard FEM is widely implemented in the Julia lan-
guage; however, there are few packages for the XFEM and 
S-FEM. Moreover, most packages are more efficient than the 
commonly used FEM software.

3.1.2 � Finite Difference Method

The FDM also incorporates the idea of discrete approxima-
tion, but it uses nodes instead of elements [46, 47]. The 
FDM is simple for solving PDEs with rapid convergence 
speed. In addition, the FDM has great flexibility in terms 
of handling complex initial or boundary conditions, which 
are quite common in real engineering situations. Therefore, 
FDM-based software is used extensively in different fields, 
such as the Fast Lagrangian Analysis of Continua (FLAC) 
in rock engineering [48].

Ranocha developed SummationByPartsOpera-
tors.jl [49]. This package is used to obtain stable dis-
cretized PDEs for finite differences. DiffEqOperators.
jl and the relative DifferentialEquations.jl are 
packages provided by SciML to solve differential equations 
using numerical methods [50]. The former constructs a 
finite difference operator and discretizes the given PDEs and 
boundary conditions; the latter is used to solve discrete ordi-
nary differential equations. The package supports various 
forms of inputs and implements GPU-based parallel comput-
ing to ensure the efficiency of solving large-scale problems. 
Another package for solving PDEs using the FDM is called 
Partial-Diffe-rential-Equations.

The implementation of the FDM in the Julia language is 
mostly aimed at some processes or steps, and currently, there 
is no mature package for real analysis.

3.1.3 � Finite Volume Method

Whereas the FDM is based on nodal relations for differen-
tial equations, the Finite Volume Method (FVM) balances 
the forces acting on control volumes by directly discretizing 
the integral forms of conservation laws. The FVM has good 
compatibility with irregular meshes and is suitable for com-
plex practical engineering problems [51]. Moreover, com-
pared with other computational mechanics methods based on 
differential equations, the integral-based FVM has a better 
conservation effect for achieving higher accuracy and has 
been applied to fluid mechanics [52, 53].

In contrast to C/C++, MATLAB, and Python, there are 
few implementations of the FVM in Julia. FiniteVol-
ume.jl is a simple FVM package in the Julia language. 
It focuses on subsurface hydrology problems and provides 
an example of a box model. VoronoiFVM.jl is more 
mature, and it uses the Voronoi-based FVM to solve cou-
pled nonlinear PDEs. This package has been very frequently 
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updated in the past year. It is vital for a package to provide 
a large number of operational and computational demon-
strations for beginners. Wang et al. [54] implemented the 
Discontinuous Galerkin Finite Element Method (DG-FEM), 
a method based on a combination of the FEM and FVM, 
to overcome the difficulties in obtaining stable schemes for 
high-order elements using the Julia language. Experimen-
tal results proved that the Julia implementation was more 
accurate and less efficient than the same method used in 
MATLAB.

3.1.4 � Boundary Element Method

The Boundary Element Method (BEM) transforms a PDE 
boundary value problem into a corresponding boundary inte-
gral equation. The BEM reduces the dimensionality of the 
obtained solution and thus simplifies the mesh construction 
process. Compared with domain-based methods, the BEM 
discretizes only the boundary and not the interior of the 
physical domain. Most importantly, the BEM shows natural 
advantages in solving open boundary problems [55]. The 
BEM has been utilized in several fields, including acoustics 
[56, 57] and fracture mechanics [58].

Krcools developed CompScienceMeshes.jl [59]. 
The CompScienceMeshes.jl provides mesh con-
struction and parameter queries for FEM/BEM calcula-
tions. Another mature package for the BEM is BEAST.jl. 
BEAST.jl includes common basis functions and assembly 
routines and supports the space-time Galerkin method for 
solving time-domain integral equations. A research team at 
the University of Brasília developed BEM_base using dif-
ferent Lagrangian elements. The repository is still in devel-
opment and provides solutions for simple Helmholtz and 
Laplace equations. Gonzalez et al. [60] used the Julia-based 
BEM to compute acoustic scattering with swim bladder fish. 
In addition to these BEM packages, JuliaBEM-old.jl 
simply implements a direct BEM.

3.2 � Meshfree Methods

3.2.1 � Discrete Element Method

The Discrete Element Method (DEM) is a numerical method 
that considers the interactions between particles according 
to Newton’s second law, and it has been one of the most 
popular meshfree methods [61]. Compared with the FEM, 
the DEM can handle the deformation and failure of granu-
lar objects and discontinuous materials without an element 
mesh. DEMs are usually divided into two categories: (1) the 
particle flow-based DEM and (2) the block DEM. The parti-
cle flow method is suitable for fluid flow problems and rock 
mass failure mechanisms [62, 63], while the block DEM 

has been used with some success in soil mechanics and rock 
mechanics [64, 65].

Currently, there is little research work on developing 
DEM software packages in the Julia language. Xiong et al. 
[66] proposed a new micromechanical model based on the 
kinematic hypothesis programmed it with Julia. Experi-
mental results showed that the proposed model could save 
considerable computational resources compared with the 
DEM model. Compared with mesh-based algorithms such 
as the FEM, the DEM calculates a large number of particle 
velocities and displacements, which demands high computer 
memory and computational efficiency; thus, the DEM offers 
complex implementations, and the applicability for large-
scale engineering is limited. Julia is easy to use, efficient, 
and powerful for parallel computing, which is an appropriate 
development environment for DEMs.

3.2.2 � Smoothed Particle Hydrodynamics

Smoothed Particle Hydrodynamics (SPH) represent the state 
in a continuous fluid or solid according to interacting parti-
cles [67, 68]. To observe the mechanical behavior of a given 
system, governing equations are discretized in SPH such 
that particle motions can be calculated [69]. As a meshfree 
method, SPH reduces the requirements for particle arrange-
ment and is easy to implement using numerical models. In 
addition, SPH is also a pure Lagrangian method, which is 
more suitable for discontinuous problems than the Euler-
based meshfree method [70].

SPH demands the computation of the motions of many 
particles. Therefore, efficiency is an important issue regard-
ing its implementation. Eschnett and Rjkat developed two 
packages called SPH.jl [71, 72]. Juss is an SPH frame-
work written using Julia. Juss draws on PySPH [73], a 
popular and mature SPH framework in Python. The relative 
development of the approach for system analysis code cou-
pling is still in progress.

3.2.3 � Material Point Method

As another commonly used meshfree method, the Material 
Point Method (MPM) possesses the advantages of both the 
Lagrangian and Euler methods. The MPM uses Lagrangian 
material points for description, while nodal momentum 
equations are solved with an Eulerian background grid [74, 
75]. This method alleviates the difficulty of the boundary 
conditions of SPH and avoids the mesh distortion induced 
by the FEM [76]. Similar to other meshfree methods, the 
MPM is widely applied to high-speed collision [77], mate-
rial deformation [78], and large deformation problems in 
geotechnics [79].
MPM-Julia is an MPM package written in the Julia 

language by Sinaie [80]. To test the efficiency of the 
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Julia language, the same MPM code was implemented in 
MATLAB. The experimental results of three typical solid 
mechanics examples proved that the Julia code was more 
efficient than the corresponding MATLAB code in all cases, 
and the highest speedup achieved was 8.5. Notably, this 
library was written in Julia version v0.4.5, which is not a 
stable version. However, the author did not conduct mainte-
nance. Additional modification is required for this library to 
be used in a new version of the language. The MPM package 
applies the MPM to fluid and hyperelastic materials. In con-
trast to MPM-Julia, this package was developed recently 
and is supported only by Julia version 1.5 or later.

3.2.4 � Discontinuous Deformation Analysis

The Discontinuous Deformation Analysis (DDA) method 
was first proposed by Shi in 1988 [81, 82]. It combines the 
advantages of the FEM and DEM to avoid the decreased 
accuracy caused by mesh distortion and is successfully 
applied to large deformations and displacements of discon-
tinuous rock-soil masses [83–85]. Rock masses are divided 
into different blocks according to their structural planes in 
DDA. In addition, the displacement problem is solved by 
the principle of minimum potential energy. DDA is more 
flexible and simpler to use for obtaining satisfactory results 
in rock analysis than the FEM and DEM, which makes DDA 
very suitable for related research.

However, to the best of the authors’ knowledge, there 
is no current implementation of computational mechanics 
analysis using DDA in the Julia language. Further research 
work is expected.

3.2.5 � Peridynamics

Peridynamics, which aims to address complicated discontin-
uous problems, was proposed by Silling [86]. Peridynamics 
is based on integral equations instead of the derivatives of 
displacement components; therefore, the governing equa-
tions are not affected by discontinuities [87, 88]. Peridy-
namics plays significant roles in discontinuity problems, 
including fatigue analysis and crack propagation problems 
[89–91].

Compared with other numerical methods, peridynamic 
methods are relatively new. Currently, the peridynamics 
developed by Annereinarz and Peridynamics.jl devel-
oped by Johntfoster are two of the few packages available.

3.2.6 � Other Meshfree Methods

Other meshfree methods, such as the weak-form based 
meshfree methods including the Element Free Galerkin 
(EFG) method [92], the Meshfree Local Petrov Galerkin 
(MLPG) method [93, 94], and the Radial Point Interpolation 

Method (RPIM) [95, 96], solve PDEs by reducing the orders 
of derivatives; in contrast, the strong form methods apply an 
approximate strategy to partial differential operators. These 
meshfree methods are more flexible in complex model simu-
lations than mesh-based methods since predefined meshes 
are discarded. In conclusion, weak-form-based meshfree 
methods are used predominantly in applications with large 
deformations, fracture mechanisms, and hydrodynamics [15, 
17].

Currently, there is no mature Julia-based package for 
weak-form-based meshfree methods, and related works are 
mostly developed in C/C++ or MATLAB.

4 � Julia Language in Computational 
Mechanics: Capabilities and Advantages 
in Software Development

Computational mechanics involves several aspects and faces 
many problems in terms of software development. Some 
common problems (shown in Fig. 4) are described in this 
section, which shows examples to introduce how Julia, as 
a language for scientific computing, has advantages when 
used for the development of computational mechanics-based 
software packages.

4.1 � Solving Large Linear Systems

Solving systems of linear equations is critical in most 
numerical methods and is usually the most time-consuming 
sub-procedure [11, 97, 98]. Therefore, efficient solutions 
for large-scale linear equations are important. The Julia lan-
guage provides a variety of ways to solve equations. 

1.	 Julia integrates a series of simple and practical linear 
algebra operations in the LinearAlgebra module, 
including many matrix factorizations. With the appropri-
ate factorizations, a linear solution can be calculated by 
using the “ ∖ ” operation, which is fast and simple. More 
details can be found in the linear algebra section of the 
Julia language documentation [99].

2.	 When a certain computational efficiency requirement is 
imposed, Julia can call the PARDISO Library derived 
from the Intel math kernel library (MKL) 
[100] using the Pardiso.jl package [101]. Based 
on CPU parallelism, PARDISO provides users with a 
high-performance solver with low memory usage.

3.	 If the CPU-based parallel solver is still unsatisfactory, 
CUDA.jl of NVIDIA can be an optimal choice [13, 
14]. The package contains the efficient linear equation 
solvers cuSparse and cuSolver, which solve large-
scale equations using the power of high-performance 
GPU-based massive parallelism.
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4.	 DifferentialEquations.jl [102] is suitable for 
general PDEs, and DiffEqGPU.jl provides a parallel 
solution for PDEs with a single GPU or multiple GPUs.

4.2 � Addressing Memory Bottlenecks

Large-scale matrix operations lead to insufficient memory 
in computational mechanics programs [97, 103]. Thus, a 
sparse matrix is required to reduce the corresponding mem-
ory usage [15]. Julia, which is simple but powerful, is very 
similar to MATLAB in terms of matrix operations. Develop-
ers can choose the COOrdinate (COO), Compressed Sparse 
Column (CSC), and Compressed Sparse Row (CSR) formats 
to store large matrices. MKLSparse.jl [104] provides 
powerful and efficient sparse matrix operations. cuSparse 
[105] provides a GPU-based sparse matrix function. Matri-
ces are stored in Julia as columns first, which is different 
from those in C/C++ and Python. Therefore, choosing the 

CSC format instead of the CSR format is more conducive to 
memory access and improves performance. In addition, Julia 
has garbage collectors similar to those in Python and Java 
that reduce the extra workload required by the developer.

4.3 � Optimizing Loops

Loops are usually the most time-consuming procedures 
of computer program development due to the lack of type 
information [3, 106]. Julia incorporates a special loop opti-
mization process using transparent data and performance 
models. Sinaie compared the performance of “for loops” 
and “vectorization” in large arrays and matrices [80]. The 
experimental results showed that the “j-i loops” are twice as 
fast as “vectorization”, while the “i-j” form without aligned 
memory access reduced the performance, which was only 
1/6 of that achieved with aligned memory access in the worst 
case. Therefore, the appropriate use of “for loops” instead 

Fig. 4   Common problems in computational mechanics software development
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of “vectorization” significantly improves efficiency. Parallel 
computing can also be used to optimize loops when there 
is no data dependency. GPUifyLoops.jl can be used 
to write loop code in heterogeneous computing to improve 
performance. Currently, it is integrated into KernelAb-
straction-s.jl [107], a package for GPU kernel 
writing.

4.4 � Use of Parallel Computing

Parallel computing is very important when developing com-
putational mechanics packages [108]. There are powerful 
and mature parallel CPU capabilities in Julia that provide 
asynchronous routines or coroutines, multithreading, and 
distributed computing. Multithreading allows tasks to run 
simultaneously on a CPU using shared memory. Julia pro-
vides two different parallel primitives, the @threads and 
@splash, to implement static and dynamic scheduling 
mechanisms, which are similar to the “static” and “dynamic” 
mechanisms of C++ OpenMP, respectively. Because of its 
powerful compiler, Julia can yield a high speedup that is 
usually 50–80% as fast as the theoretical maximum. In par-
allel GPU programming, Julia supports mainstream GPU 
platforms, including NVIDIA, Intel, and AMD, as shown 
in Table 1. Among these platforms, NVIDIA’s CUDA is the 
most mature, and developers generally choose it. CUDA.jl 
integrates a common toolkit for GPU programming accord-
ing to different needs, such as CuArray for users with no 
experience and the CUDA kernel for special requirements.

4.5 � Profiling

The Julia profile module applies the sampling and backtrack-
ing mechanisms to measure the relative running time of a 
particular line of code. The sampling mechanism enables the 
program to perform analysis with little performance loss. In 
addition, the memory allocation of each line of code can also 
be queried by the built-in @time and @allocated primi-
tives to reduce unnecessary expenses. Through profiling, it 
is easier for developers to find the bottleneck of a program, 
which is very important in efficiency-driven computational 
mechanics.

4.6 � Visualization

Visualizations, such as stress-strain cloud maps, are nec-
essary for further analysis after preliminary computing is 
conducted using various computational mechanics methods 
[109]. Julia provides manifold packages for plotting, includ-
ing PyPlot, GR, PlotlyJS, and others. ParaView is an 
open-source visualization software. Taking the commonly 
used vtu format as an example, ParaView requires only 
the displacement, stress, strain, and model mesh exported 
from the VTK package for visualization.

4.7 � Package

Julia provides the Pkg module, a built-in package manager. 
As with Python pips, developers can enjoy complete instal-
lations, updates, and deletions by simply adding a package 
name. The package manager can prevent various errors in 
early configuration phase. Compared with other languages, 
Julia is still in the early stage of development. Thus, the 
quantity of available packages is insufficient. In addition, 
many high-quality, mature numerical computing libraries 
are written in static languages such as C and Fortran. The 
aforementioned facts result in a higher demand for power-
ful interfaces. Fortunately, Julia developers are well aware 
of this, and several interface packages have been developed 
to achieve a certain balance due to the lack of third-party 
libraries. Currently, Julia can directly invoke existing librar-
ies from popular languages without many glue codes, which 
is very beneficial for software package development in the 
field of computational mechanics.

4.8 � Graphical User Interface

Graphical User Interfaces (GUIs), which are directly related 
to user experience and determine popularization, have 
always been an important aspect of software development 
[110]. QML.jl and Gtk.jl are two main GUI packages 
in Julia. The former allows for calling Qt in Julia using an 
interface. Qt was developed in C++, which has good cross-
platform support for users to design beautiful UIs, and it 
is one of the most popular GUI development frameworks. 
Gtk.jl, which has strong portability and rich content, pro-
vides an interface to the GTK library. GTK has a mature 

Table 1   Different packages 
for GPU computing in Julia 
language

Platform

NVIDIA AMD Intel Other

Integrated Package CUDA.jl AMDGPU.jl oneAPI.jl OpenCL.jl ArrayFire.jl
Abstraction Level Array CuArray ROCArrays.jl oneArray N/A N/A

Kernel CUDA Kernel AMDGPUnative.jl oneapi N/A N/A
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community that ensures certain updates and is also a com-
monly used GUI library.

5 � Julia Language in Computational 
Mechanics: Open Issues and Challenges

In contrast to previous programming languages, Julia bal-
ances efficiency and simplicity. Increasingly many devel-
opers are choosing Julia, and more projects are based on 
Julia. Certainly, Julia is not stagnant: it has been updated 
every four months on average since the release of the stable 
version.

In addition, with continuous developments in the Julia 
language, there are still some open issues to be resolved. 
Moreover, the future development of computational mechan-
ics also presents new challenges and opportunities for the 
Julia language. The aforementioned issues and challenges 
are discussed in the following sections.

5.1 � Open Issues for the Julia Language

5.1.1 � Immature Development of the Programming 
Environment

Although it has been nine years since Julia was officially 
released, this is a small developmental period for a pro-
gramming language. In contrast, Python was first developed 
in 1989 and is currently in version 3.9.1; MATLAB was 
developed in 1984 and has maintained its biannual update 
frequency in recent years; Java was developed in 1995, and 
JDK16 was recently released; and C/C++ and Fortran were 
developed even earlier. Julia is in its infancy; its grammar is 
still being updated and optimized, and some old functions 
are removed or rendered invalid in a new version, which 
also causes difficulties when performing updates. In addi-
tion, Julia lacks a specialized integrated development envi-
ronment (IDE) [111]. Third-party platform editors and IDEs 
are not appropriate choices for users wanting a convenient 
programming experience.

5.1.2 � Lack of Third‑Party Packages

The number of available packages largely reflects the popu-
larity of a programming language. The higher the quality 
and the wider the scope of a language’s libraries, the more 
a language can attract developers to use it. This is simi-
lar to the sustainable development of a programming lan-
guage. As the most commonly used language (according to 
the PopularitY of Programming Languages [112]), Python 
has 279634 projects on the Python Package Index (PyPI) 
(as of December 30, 2020) and 3341337 related projects on 
GitHub, while Julia has only 15643 projects on GitHub. As 

shown by this huge gap, Julia developers still need time to 
improve its ecosystem. Due to the strong compatibility of 
Julia, packages such as PyCall.jl and Cxx.jl provide 
efficient and convenient interfaces with other languages. 
Notably, certain efficiency losses may be caused by inter-
facing. The Julia language still has a long way to go to catch 
up with other mature languages.

5.1.3 � Requirements for an Intelligence Compiler

Julia is specifically developed for high-performance scien-
tific computing. Compared with those of other languages, 
a Julia developer is more likely to be a scientific researcher 
than a professional computer software programmer [13]. 
For these researchers, it is not a reasonable choice to spend 
much time away from scientific research to learn how to 
write efficient code; thus, a smart and convenient compiler 
is required. In addition, high-performance compilers are also 
conducive to the real-time compilation and rewriting of pro-
ductivity language code with high efficiency [113]. More 
intelligent and efficient compilers will attract more research-
ers and promote the development of the Julia ecosystem.

5.2 � Challenges for the Julia Language

The Julia language provides concise syntax with expressive 
features, enabling the required codes to be much smaller 
than those written in C/C++ for the same implementation. 
In addition, some numerical computing packages in Julia are 
similar to commercial software in terms of efficiency. With 
increasingly many computational mechanics implementa-
tions emerging, Julia shows exciting potential in this field. 
However, challenges remain.

5.2.1 � Challenges Regarding Imbalanced Implementation

Although the mesh-based method is mature, the require-
ment of high-quality meshes for complex models and its 
poor performance on large deformations and extremely dis-
continuous problems limit its applications in engineering. 
The meshfree method appears to overcome these drawbacks. 
Nevertheless, few meshfree packages use the Julia language, 
and the existing packages are mostly in the early stages of 
development. In general, the meshfree method requires large 
amounts of computations and a complicated program design 
[15, 114], and using Julia for meshfree software package 
development is a relative challenge for researchers.

5.2.2 � Challenge Regarding Parallel Computing

Currently, computational models tend to be large and com-
plicated, especially for real engineering, which presents a 
challenge to mechanics researchers. To reduce the required 
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computation time, some trade-offs must be made with 
respect to the quality of the models and the accuracy of the 
results. Parallel computing can alleviate the aforementioned 
problems to a certain extent [108, 115]. Julia provides pow-
erful and multifold parallel computing routines. However, 
only a few studies use these strategies.

5.2.3 � Challenge Regarding Legacy Code

Due to the earlier development of computational mechan-
ics, legacy code, which is usually too old to be maintained 
or ported, still widely exists. Therefore, it takes consider-
able effort for researchers to switch programming languages, 
which is the main obstacle for the development of the Julia 
language in computational mechanics. An ideal opportunity 
awaits in terms of the use of new technology, for which tradi-
tional language is rarely involved; thus, the impact of legacy 
code will be minimized, and the unique advantages of Julia 
can be maximized.

5.2.4 � Challenge Regarding Deep Learning

In recent years, with the development of deep learning, 
especially the Graph Neural Networks (GNNs), some com-
plex physical processes have been simulated [116, 117]. For 
example, Pestourie et al. [118] proposed an active learning 
algorithm for composite materials. Deep learning methods 
provide at least a two orders of magnitude speedup over the 
numerical PDE approach. Ye et al. [119] used a convolu-
tional neural network for flow analysis, and their experiment 
showed that the proposed method could achieve results with 
similar precision to that of the results of computational fluid 
dynamics. More complex mechanical processes might be 
realized by deep learning in the future [120]. If the mechani-
cal mechanism of a small model obtained by deep learning 
can be extended to the simulation of a larger model, even 
until practical engineering can be achieved, a more efficient 
and explanatory computational mechanics analysis pro-
cess will be established. It will be important to be an early 
bird when developing deep learning-based computational 
mechanics.

6 � Conclusion

In this paper, we have presented a comprehensive survey on 
the development of the Julia programming language in com-
putational mechanics. There are multiple contributions made 
in this article. (1) Existing Julia packages, in which various 
popular computational mechanics methods have been imple-
mented for related applications, have been investigated. (2) 
Feasible solutions to common problems that have been gen-
erated while developing computational mechanics programs 

in the Julia language have been presented. (3) Several open 
issues and potential opportunities for both the Julia language 
and its applications in computational mechanics have been 
discussed.

This survey shows that the Julia language is very com-
petitive for use in scientific computing. The JIT compilation 
based on LLVM and the special type system allow Julia to 
handle computationally intensive problems similar to tradi-
tional static languages. Moreover, standard Julia packages 
can surpass some commercial software in terms of effi-
ciency, which is an extraordinary advantage for computa-
tional mechanics programming. In addition, Julia is succinct 
and easy to use, similar to other modern high-level dynamic 
languages. The Julia language certainly balances the trade-
off between productivity and efficiency. However, the appli-
cations of Julia to computational mechanics are insufficient 
in depth, and most existing works have implemented only a 
few algorithms. In addition, FEM packages constitute a large 
portion of these outputs, and there are few meshfree pack-
ages. Moreover, in parallel computing, the CPU-based Julia 
implementation is more dominant. The Julia language is in 
the early stage, and both the language itself and the com-
munity are developing continuously, while computational 
mechanics tends to be mature field with respect to theories 
and applications, even after decades. In this combination of 
a new language and a mature subject, frontier technologies 
such as deep learning-based simulation may be the most 
potent aspects.

In summary, for researchers who are new to compu-
tational mechanics or exploring new directions, the Julia 
language is highly recommended. Researchers who have 
engaged in related research for years will have difficulty 
rewriting or porting all the legacy code; therefore, they will 
not readily change their programming language. However, 
applying Julia for some simple implementations can give 
these researchers possible solutions to overcoming future 
obstacles.
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