
Vol.:(0123456789)1 3

Archives of Computational Methods in Engineering (2021) 28:2351–2370 
https://doi.org/10.1007/s11831-020-09456-8

ORIGINAL PAPER

A Comparative Study of Recent Optimization Methods for Optimal 
Sizing of a Green Hybrid Traction Power Supply Substation

Farshid Foroutan1   · S. M. Mousavi Gazafrudi1   · Hamid Shokri‑Ghaleh2 

Received: 28 October 2019 / Accepted: 29 June 2020 / Published online: 10 August 2020 
© CIMNE, Barcelona, Spain 2020

Abstract
Although there is a premise that electric trains are zero-emission, their source of energy (fossil fuel power plants) pollutes 
the air in a place far from the consuming area (traction power supply substation). On the other hand, the price of generating 
electricity from fossil fuel resources has risen in the aftermath of their ever-decreasing sources. These two economic-envi-
ronmental factors have caused Hybrid Renewable Energy Sources (HRESs) to be introduced as an alternative to fossil fuel 
ones. This paper proposes the concept of Green Hybrid Traction Power Supply Substation (GHTPS), that is, using renewable 
energy resources to meet a traction substation. To find the best size of HRES components having a minimum Lifecycle cost; 
an optimization method is essential. For this reason, a comparative study on the application of recent optimization methods 
is employed to find the optimum size of the proposed grid-connected PV/wind turbine traction substation. The optimization 
methods are: the Atom search optimization (ASO), Harris Hawks Optimization (HHO), Coyote Optimization Algorithm 
(COA), Multi-population Ensemble Differential Evolution (MPEDE), Bird Swarm Algorithm (BSA), Ant Lion Optimizer 
(ALO), Grey Wolf Optimizer (GWO), Artificial Bee Colony (ABC), Particle Swarm Optimization (PSO), Genetic Algorithm 
(GA) and HOMER software. Finally, a sensitivity analysis shows that increasing in the grid electricity price and decreasing 
the wind turbines investment cost could make renewable energies more economically competitive in the future. Besides Net 
Present Cost (NPC), Cost of Energy (COE), Payback Time (PT), and various emissions are studied, all of which verify the 
efficiency of the proposed system.

Abbreviations
PPV	� PV array output power (kW)
PVsize	� PV array nominal power (kW)
GT	� Solar irradiation (kW/m2)
GT ,STC	� Solar irradiation under test condition 

(1 kW/m2)
�	� PV array efficiency (%)
Vhub	� Wind speed at Hub height of wind 

turbine (m/s)
Vanem	� Wind speed at Anemometer height 

(m/s)
Zhub	� Hub height of wind turbine (m)
Zanem	� Anemometer height (m)
a	� Power-law exponent
NPC	� Total Net Present Cost ($)

Cann,tot	� Total annualized cost ($/year)
CRF	� Capital Recovery Factor (%)
I	� General interest rate (%)
N	� Project lifetime (year)
i′	� Bank interest rate (%)
SC	� Salvage cost ($)
Crep	� Replacement cost ($)
Rrem	� The remaining lifetime of the 

component
Rcomp	� Lifetime of component
COE	� Cost of Energy ($/kWh)
Eserved	� Total yearly energy serving the 

load(kWh)
IC	� Initial Cost ($)
NPCinvk	� Net Present investment cost of compo-

nent k ($)
Cinvk	� Investment cost of component k ($/unit)
sizek	� The size of component k (unit)
NPCo&mk	� Net Present O&M cost of component k 

($)
Co&mk	� O&M cost of component k ($/year)
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NPCrepk	� Net Present replacement cost of compo-
nent k ($/unit)

Nfirst_repk	� The number of replacements in infla-
tion fk

Rcompk	� The lifetime of component k (years)
N_repk	� Number of replacements of component 

k
Yk	� Number of years required for technol-

ogy k to reach technological maturity 
(years)

Lk	� Cost reduction limit of technology k at 
a point of maturity (%)

fk	� The inflation rate of component k
NPCgrid_purchase	� Net Present Cost of buying electricity 

from the grid ($)
Cgrid_purchase	� Price of buying electricity from the grid 

($/kWh)
Egrid_sellj	� Sold electricity to the grid (kWh)
Cgrid_sellbackj	� Price of selling electricity to the grid 

($/kWh)
NPCgrid_sell	� Net Present Cost of selling electricity to 

the grid ($)
Egrid_purchasej	� Bough electricity from the grid (kWh)
NPCsalvk	� Net Present Salvage Cost ($)
NPP	� Net Power Production (kW)
PWT	� Wind turbine output power (kW)
Pdemand	� Load power (kW)
CFj	� Net Cash Flow
p	� Payback time (year)
∅j	� Function of constraints
Rj	� Penalty coefficient of the component j

1  Introduction

In today’s world, electric transportation is being developed 
as a satisfactory solution to the problem of air pollution 
in large cities. Among these modes of electric transporta-
tions, electric trains have always been renowned for their 
high speed, the large volume capacity of freight and passen-
ger, and zero-emission. These trains receive their required 
electricity from the third rail or overhead catenary system 
(OCS) which comes from a traction power supply substa-
tion (TPS). These TPSs are met by fossil fuel power plants 
which are polluting the Earth’s atmosphere by producing 
greenhouse gas emissions in a place far from the cities [1]. 
On the other hand, fossil fuel resources have been depleting 
and this has been leading to an increase in their price. These 
two economic-environmental contributors have made renew-
able energies as an alternative to fossil fuel resources [2].

Renewable Energy Systems (RESs) are often combined 
together or with backup units, such as grid, diesel generator, 
or storage systems, in order to increase their efficiency and 

strength the weaknesses of each other like unreliable output 
power of wind turbines and solar cells [3–5]. This integra-
tion is called Hybrid Renewable Energy Systems (HRESs) 
[6]. Among these, batteries commanded a great deal of atten-
tion in published articles [7–11]. After that, pumped hydro 
storage (PHS) is utilized to support the output power of 
RESs [12, 13] and finally, fuel cells have been proven to be 
not economical yet [10, 14–16]. Conversely, there are some 
articles in which diesel generators [16–19] or grid [9, 20, 
21] play the backup role in HRESs. Although these backups 
produce reliable and inexpensive power, they are usually 
criticized because of their environmental unfriendliness.

Operating together in order to meet an electrical load, 
these sources are faced a challenge of finding the optimum 
size of each component. HRESs are usually sized accord-
ing to their reliability, emissions, economic qualities, and 
fuel flexibility [22–25]. Therefore, there is a list of criteria 
for finding the optimal size of each component of a HRES 
that Luna-Rubio et al [26] and Emad et al [27] have tried 
to study all of them. Most of these criteria are in terms of 
reliability or economy [28]. The most important criteria 
that lay in reliability category are: Loss of power supply 
probability (LPSP) [29, 30], the State of Charge (SOC) 
of the storage unit [31], Level of Autonomy (LA) [32], 
and Expected Energy Not Supplied (EENS) [33]. On the 
other hand, the economic criteria include: Levelized Cost 
of Energy (LCE or COE) [30, 34–36] total Net Present 
Cost (NPC) [37] (some papers have preferred to use the 
negative form of NPC which is called Net Present Value 
or NPV [38, 39]), and the Total Annualized Cost of system 
(TAC) [40]. Among all of these criteria, the NPC (or NPV) 
captures the lion’s share of optimal sizing articles.

In order to find the optimum size of a HRES component, 
one or more than one of these criteria could be applied. Nowa-
days, by developing software technology and coding, a large 
number of algorithms are used for optimal sizing. The objec-
tive of all these algorithms is to find the best solution to size, 
location, and configuration of HRES components when the 
applied criterion is on its optimum condition [41–44]. Today, 
the most common method of finding the optimum size of 
a HRES is to use commercial software tools. Among these 
tools; HOMER, HYBRID2, RETScreen, and HOGA are the 
most famous ones that can analyze HRESs economically and 
environmentally [45, 46]. The foremost of them, HOMER, 
has different models of wind turbines, PV module, batter-
ies, hydro turbine, and generators that could analyze both 
grid-connected and stand-alone HRESs by considering NPC 
criterion. Bahramara et al [47] have reviewed all papers that 
utilized HOMER as their optimization tool. Authors of these 
papers have believed that using the grid as a backup is cheaper 
and more reliable than storage units [48]. Moreover, storage 
units have been implemented in remote areas for which the 
grid extension has not been economical [46, 49–59].
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The other approach to reach the optimum size of a HRES 
is the use of population-based optimization algorithms that 
are more effective when all data is available and the problem 
is complex [60]. The most common and preliminary optimal 
sizing algorithms are Genetic Algorithm (GA) and Particle 
Swarm Optimization (PSO). The first and foremost of them 
is GA that is used by many authors [9, 61–69]. Other authors 
have a tendency towards using PSO as their optimization 
technique [19, 69–72]. Although GA and PSO are the most 
popular approaches for optimization, they always encounter 
premature convergence and their convergence rates are not 
thus satisfactory when dealing with some complex functions 
[73]. To handle this problem, many researchers employed 
different metaheuristic and nature-inspiring algorithms [74, 
75]. The recent population-based algorithms are: the Atom 
search optimization (ASO) [76], Harris Hawks Optimization 
(HHO) [77], Coyote Optimization Algorithm (COA) [78], 
Multi-population Ensemble Differential Evolution (MPEDE) 
[79], Bird Swarm Algorithm (BSA) [80], Ant Lion Opti-
mizer (ALO) [81], Grey Wolf Optimizer (GWO) [82] and 
Artificial Bee Colony (ABC) [83].

After choosing the criteria and approach of sizing, the 
time is ripe for proposing a HRES system and doing the 
simulations. Using renewable energy resources to meet a 
traction substation load has not been studied vastly. Only 
have Pankovits et al [84] proposed Hybrid Railway Power 
Substation (HRPS) and has utilized storage unit, solar cells, 
and grid to meet a traction substation load in France electri-
cal railway system. He has done an hourly daily analysis by 
using GA and Sequential Quadratic Programming (SQP) to 
find the optimal size of HRES by an economic criterion. 
Eventually, it has been concluded that a 20 MW traction 
load needed 200,000 m2 solar cells by SQP and 221,500 m2 
by GA.

According to what has been mentioned, the vanity of 
papers about studying the economic and environmental 
aspects of using renewable energies in the electric trans-
portation sector has been revealed. Furthermore, in an oil-
rich country, like the case study region, most of the electri-
cal energy is generated by burning fossil fuels (particularly 
natural gas) which causes massive air pollution. Also, the 
ever-increasing cost of fossil fuels is leading to a rise in the 
price of electricity and the costs of transportation services. 
On the other hand, we see most published papers about 
optimal sizing of HRESs tended to use only one optimiza-
tion algorithm and compared the obtained result with con-
ventional ones such as GA or PSO, while this article has 
done a comparative study of the newest algorithms which 
have not been used so far in the optimal sizing problems. 
All these gaps sparked the idea of a comparative study of 
various optimization techniques for a Green Hybrid Trac-
tion Power Supply Substation (GHTPS), which includes a 
canopy of grid-connected solar cells above railroad with 

wind turbines and it is optimized based on NPC and real-
time data. Thus, ASO, HHO, COA, MPEDE, BSA, ALO, 
GWO, ABC, PSO, and GA are separately applied to find 
the optimum size of the proposed system components, 
investigate the application of each algorithm, and evaluate 
the economic-environmental factors such as NPC, COE, 
PT, operating cost, and greenhouse gases emissions. This 
paper is also willing to carry out research on the effect of 
changing economic parameters including capital cost of 
wind turbines and grid electricity costs in order to survey 
the fluctuation in this market’s prices.

In this paper, the components of the proposed GHTPS are 
described in Sect. 22, Sect. 3 provides information on the 
simulation methods and a brief review of the optimization 
methods employed in this work, required data for simula-
tions and the comparative analysis of results are discussed 
in Sect. 4 and Sect. 5 gives the conclusion of this project.

2 � System Description

Figure 1 illustrates a typical schematic diagram of the pro-
posed Green Hybrid Traction Power Supply Substation 
(GHTPS). Because of the uncertainty of solar irradiation 
and wind speed, a backup system is considered to operate 
with renewable energy sources. Power electric storages or 
grid can be utilized as such backup systems. In this work, the 
electrical grid has been opted for the backup system, due to 
its ability to provide low-cost and massive energy. Moreo-
ver, life cycle cost can be reduced by 40–50% in this case in 
comparison with using storage units [85, 86].

As it can be seen from Fig. 1, the solar cell, wind tur-
bine and grid, as system’s backup, are the main parts of 
the system. Furthermore, the DC output power of solar cell 
converts to AC power by using an inverter in order to meet 
the load. All of these components operate together to sup-
ply the power of traction substation. Two different states are 
proposed for installing solar cells:

1	 Buying land around traction substation and installing 
solar cells on the ground.

2	 Utilizing available area through the path and installing 
the solar system above the railroad by using foundations 
and structures

In configuration one, the cost of buying land is imposed 
on the proposed system. Hence, the second form is used in 
the GHTPS as land charges no money.
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2.1 � PV Array and Converter Model

AmeriSolar AS-5 M monocrystalline module is utilized in 
this case study which can produce 210 W DC output power 
by covering an area of 1.277 m2 (1580×808×35 mm). There-
fore, approximately 6.08 m2 is occupied for installing each 
kW of PV array [87]. Adding a large-scale PV to the grid 
needs a smart converter and many contributors must be fac-
tored in according to [88]. The nominal power of the con-
verter assumed to be the same as solar cells’ nominal power.

The output power of the solar cell neglecting temperature 
effect can be calculated in HOMER software using the fol-
lowing equation:

In which, PVsize is the nominal power of solar cell and con-
verter in standard test condition (kW), fPV is Derating factor, 
GT is the solar irradiation on the cells (kW/ m2), and GT ,STC 
is the amount of irradiation in the standard test condition. 
The amount of irradiation and solar cell temperature are 
considered to be 1 lW/m2 and 25 ℃ respectively in standard 
test condition when there is no wind blowing. However, the 
equation which is used for calculating solar cell power in 
MATLAB software can be expressed as bellows [40]:

In this equation, � is the efficiency of solar cell achieved by 
multiplying converter efficiency by efficiency of all of trans-
mission wires (lines) and GT denotes the irradiation level 
based on kW/m2.

(1)PPV = PVsize × fPV ×

(

GT

GT ,STC

)

(2)PPV = � × PVsize × GT

2.2 � Wind turbine model

Vestas-V82 wind turbine is used in the present study which 
its hub height is 80 meters high and its nominal power is 
1650 kW [89]. Output AC power of this turbine is demon-
strated in Fig. 2 based on wind speed.

Three stages must be followed in order to calculate the 
output power of the wind turbine:

1	 Firstly, wind speed in anemometer height converts to 
hub height using the following equation:

where Vhub is wind speed in hub height, Vanem is wind speed 
in anemometer height, Zhub is turbine hub height, Zanem is 

(3)
Vhub

Vanem

=

(

Zhub

Zanem

)a

Fig. 1   Proposed Green Hybrid 
Traction Power Supply Substa-
tion (GHTPS)
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anemometer height, and a is power-law exponent which 
equals 1/7 (=0.143) for turbulent flow over a flat plate based 
on fluid mechanic calculations. It depends on the season, 
temperature, terrain roughness, environment, and several 
other parameters.

1	 In this stage, the output power of the wind turbine is 
calculated according to power-wind speed curve of the 
turbine shown in Fig. 2.

2	 Calculated power in the previous step multiplies by air 
density coefficient. The coefficient is air density ratio 
which specifies the ratio of real density to air density in 
standard condition (sea level and temperature of 15°C in 
which air has a density of 1.225 kg/m3). This coefficient 
is extracted from Fig. 3 regarding altitude.

3 � Methodology Description

In this paper, two measuring methods are used to determine 
the optimum size of the grid-connected hybrid system. The 
first method implements HOMER and the second one is 
conducted by different population-based optimization algo-
rithms in MATLAB environment. All of the calculations are 
done in the total hours of a year, which means in every 24 h 
of 365 days of a year (8760 points).

3.1 � Homer

Hybrid Optimization of Multiple Energy Resources 
(HOMER) has been developed by National Renewable 
Energy Laboratory (NREL) [90]. This software performs 
the simulations based on the input data which receives from 
the user and the internet. The data includes solar irradiation 
and wind speed in a specific region (which can be down-
loaded from NASA website based on location data), demand 
data, system installation cost (including: initial capital cost, 

replacement cost, operating and maintenance (O&M) cost, 
and fuel cost of diesel generator), and also simulation con-
straints and economic limits of the system. Search space in 
HOMER software is a discrete area and also determined 
by the user. If this space gets larger, simulation time will 
become longer. Finally, the software ranks the solutions 
which are technically feasible based on their NPC. NPC 
denotes life cycle cost of the system which includes the fol-
lowing concerns:

Costs: including initial capital cost, replacement cost, 
maintenance cost, fuel cost, cost of buying electricity 
from the electrical grid and other costs like tax and pen-
alties imposed by air polluting.
Incomes: including selling excess energy to the grid and 
selling components at the end of the project lifetime.

HOMER software calculates NPC by the following 
equation:

where Cann,tot is the total annualized cost of each component 
of the system. Capital recovery factor is calculated by

where N is the project lifetime period and i specifies the 
annual interest rate. One of the problems of HOMER is that 
it considers interest rate similarly for all components and 
also neglects the inflation rate. HOMER suggests the follow-
ing equation for importing inflation in equations:

Salvage incomes obtained by selling components at the end 
of project lifetime is calculated by

Which Crep is the components replacement cost, Rrem denotes 
remained years of project lifetime and Rcomp specifies com-
ponent lifetime.

Renewable Fraction (RF) is the ratio of supplied energy 
by renewables (Solar and wind) to total energy which is 
delivered to the load.

COE is the average annual cost of each kWh of energy 
which is delivered to load. By dividing total annual costs, 
including investment cost, replacement cost, maintenance 
cost and salvage income which are converted to annual val-
ues (based on dollar per year), to annual energy consumed 

(4)NPC =
Cann,tot

CRF(i,N)

(5)CRF =
i(1 + i)N

(1 + i)N − 1

(6)i =
i� − f

1 + f

(7)SC = Crep
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by the load (based on kWh per year) COE can be obtained 
in $/kWh.

Simple payback time is the time which has to be spent in 
order to project income compensates the initial investment 
cost.

In the above equation, IC is the initial cost, CFj is the net 
cash flow of the year j and p denotes the payback time which 
can be calculated by setting the equation equals zero. Moreo-
ver, in this equation, it should be noticed that payback time 
is obtained by comparing two projects. This means that 
payback time depends on the differentiation between initial 
capital costs and cash flows of each year of two systems that 
one of them is grid most of the time. In order to simplify 
Eq. 9 and make it understandable, another simpler equa-
tion is proposed which is the differentiation between initial 
capital costs of two systems in [$] divided by the differen-
tiation between operating costs of two systems in [$/year] 
as bellows:

In this equation operating cost includes (annual cost of 
bought electricity from the grid + annual replacement 
cost + annual operating and maintenance cost) − (annual 
salvage income + annual income of sold electricity to the 
grid). This equation is used to find the payback time of pro-
posed systems in population-based optimization algorithms.

3.2 � Population‑Based Optimization Algorithms

Definition of cost function plays a significant role in optimal 
sizing problems. As it has been said earlier, the cost function 
includes two major parts: project costs and project incomes. 
In the present research, NPC is selected to be optimized 
based on PV covered area (m2) and Power (number) of wind 
turbines. Costs can be categorized to:

The initial capital cost which does not need to be converted 
to present value because it is spent in the zeroth year. Follow-
ing equation is applied to calculate this cost for component k:

(8)COE =
Cann,tot

Eserved

(9)−IC +

p
∑

j=1

CFj

(1 + i)p
= 0

(10)

simplifiedpaybacktime(year)

=
Differencebetweeninitialcapitalcosts

(

$
)

Differencebetweenoperatingcosts
(

$

year

)

(11)NPCinvk = Cinvk × sizek

NPCinvk is the investment cost of each component based on 
the dollar, Cinvk is the initial cost of each unit of component 
k ([dollar]/[unit size]) and sizek is the size of installed com-
ponent k ([unit size]). In this equation, for each component, 
the cost of land possession and foundation must be consid-
ered in addition to the initial cost.

Annual maintenance cost which must be converted to 
zeroth year with respect to interest rate and inflation rate from 
the annual point of view is calculated as bellows:

In this equation, f is the inflation rate, i is the interest rate, 
and Co&mk denotes annual operating and maintenance cost 
of component k. It should be mentioned that CRF which was 
described in Eq. 5 is calculated by the following equation as 
the inflation rate is considered:

Throughout the project lifetime, the life of some components 
might be ended. Therefore, they must be replaced. There is 
more complication in the calculation of replacement cost in 
comparison with other costs, as the component price will be 
reduced in usage period because of technological advance-
ments. However, in HOMER software this concern is not 
taken into account. The replacement cost of each component 
in zeroth year is calculated as follows

In this equation NPCrepk denotes the replacement cost in 
the zeroth year for component k, fk is the inflation rate of 
component k, Rcompk is the lifetime of component k, Lk 
denotes technological maturity limit of component k, Yk is 

(12)NPCo&mk =

N
∑

z=1

Co&mk ×
(1 + f )z

(1 + i)z

(13)
CRF =

i − f

(1 + f )

(

1 −
(

1+f

1+i

)N
)

(14)

NPCrepk =

Nfirst_repk
∑

z=1

Cinvk ×

(

1 + fk
)zRcompk

(1 + i)zRcompk

+

N_repk
∑

z=Nfirst_repk+1

Cinvk

(

1 + fk
)Yk (1 + f )zRcompk−Yk

(1 + i)zRcompk

(15)N_repk = int

[

N

Rcompk

]

(16)Nfirst_repk = int

[

Yk

Rcompk

]

(17)Yk =
log

(

1 + Lk
)

log
(

1 + fk
)
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the time lasts for technologic maturity, N_repk specifies the 
number of replacements of component k, and Nfirst_repk is 
the number of replacements which is done when the cost of 
component is reducing based on inflation fk.

Another cost is the cost of buying electricity from the 
grid. After calculating hourly bought electricity from the 
grid, this hourly energy multiplies by its hourly cost and 
it transforms from annual view (8760 h in a year) to NPC 
according to inflation and interest rate. It describes as 
bellows:

Incomes are defined as follows.
The most notable income in grid-connected HRES is the 

revenue from selling excess energy to the grid. This can be 
calculated by multiplying hourly excess energy by its hourly 
sell back rate. Finally, it is converted to zeroth year accord-
ing to interest rate and inflation rate. This income describes 
as follows:

Egrid_sellj is the amount of hourly sold energy to the grid 
and Cgrid_sellbackj is the price of each kWh of selling 
energy to the grid.

Another income is related to selling components after 
the project lifetime. This happens in the last year and can 
be converted to the zeroth year term by the below equation:

Now, the cost function can be defined. The objective of opti-
mization is to find the minimum of below equation accord-
ing to its constraints which will be explained in the next 
section:

3.2.1 � General optimization procedure

Definition of the cost function starts the optimization pro-
cess. The flowchart of defining the cost function is illustrated 
in Fig. 4. Firstly, hourly solar irradiation, hourly wind speed 

(18)

NPCgrid_purchase =

N
∑

z=1

8760
∑

j=1

Egrid_purchasej

× Cgrid_purchasej
(1 + f )z

(1 + i)z

(19)

NPCgrid_sell =

N
∑

z=1

8760
∑

j=1

Egrid_sellj × Cgrid_sellbackj
(1 + f )z

(1 + i)z

(20)

NPCsalvk = Cinvk

(

1 −
N_repk × Rcompk

N

)

×

(

1 + fk
)Yk (1 + f )N−Yk

(1 + i)N

(21)

NPC = NPCinv + NPCrep + NPCgridpurchase

+ NPCo&m − NPCgridsell − NPCsalv

data, and hourly load profile data of 8760 points in a year 
are defined to the software as inputs. The amount of PV 
output and wind turbine output power of 8760 points can be 
calculated according to above-mentioned equations. After 
calculating the powers, the amount of Net Power Production 
(NPP) calculated. This is the major constraint that affects the 
PV area and power of wind turbines. This criterion does not 
allow the algorithm to produce a huge area of PV or large 
power of wind turbines.

Since this problem is constrained, we need a constraint 
handling method. For the sake of simplicity to handle the 
constraints, penalty function scheme is implemented which 
transforms the constrained problem to an unconstrained one 
by adding an additional value corresponding to the level of 
constraint violation to the original objective value. The cost 
function could be described generally as follows.

In which Rj is a penalty coefficient for constraint j having a 
relatively large value in comparison with original objective 
value f(X) and �j is a function of constraints. The value of 
Rj should be adjusted by a trial and error procedure. Readers 
can see [91] for details. As a result, in this paper, the follow-
ing cost function J is considered.

If NPP meets the requirements, the cost function (NPC) 
could be optimized. This process has been done by ASO, 
HHO, COA, MPEDE, BSA, ALO, GWO, ABC, PSO, and 
GA. The amount of PV covered area and power of wind 
turbines come out as optimization results.

A brief review of the recent population-based optimi-
zation algorithms employed in this work are described as 
following and we only mention the main points. Interested 
researchers could receive detailed information by reading 
cited articles.

3.2.2 � Atom Search Optimization (ASO)

Atom Search Optimization (ASO) is a novel metaheuristic 
algorithm inspired by basic molecular dynamics. This algo-
rithm models the atomic motions in nature mathematically 
according to interaction and constraint forces as a result of 
Lennard-Jones potential and bond-length potential, respec-
tively. In this algorithm, the position of each atom corre-
sponds to a possible solution in the search space and this 

(22)NPP = PPV + PWT − Pdemand

(23)J = f (X) +

n
∑

j=1

Rj�j

(24)J = NPC + 1020 ×MAX
(

0,
(

NPP − 103
))
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parameter is calculated by atoms’ mass. In other words, the 
heavier the atom is, the better the solution is. According to 
the atoms’ distances, all atoms could attract or repel each 
other in the population and this leads to a group move of 
lighter atoms to the heavier ones. In order to enhance the 
exploration at the first stage of iterations, the interaction 
between each atom and many atoms with best fitness value is 
needed and in order to improve exploitation at the final stage 
of iterations, each atom should interact with fewer atoms 
with the best fitness value [76].

3.2.3 � Harris Hawks Optimization (HHO)

Harris Hawks Optimization is a novel population-based 
optimization algorithm which is inspired by Harris hawks’ 
cooperation and chasing fashion in the nature called sur-
prise pounce. This nature-inspired algorithm models the 
group movements of hawks towards prey from different 
directions in order to surprise it. In the exploration phase, 
the Hawks scan and observe the desert completely in order 
to find the prey. Harris Hawks are candidate solutions and 
the best candidate solution is the intended prey. In the 
exploitation stage, the Hawks surprise the prey by chas-
ing it with four possible strategies including soft besiege, 
hard besiege, soft besiege with progressive rapid dives, 
and hard besiege with progressive rapid dives [77].

3.2.4 � Coyote Optimization Algorithm (COA)

COA is a population-based metaheuristic algorithm 
inspired by canis latrans species. Despite Grey Wolf 
Optimizer (GWO), COA has different structure and setup 
and it does not emphasize only on dominance, hierarchy, 
and hunting preys. Instead, it takes into account the social 
structure and experience exchange within the coyotes. In 
this algorithm, the population of coyotes is divided into 
packs. Each coyote is a possible solution and its social 
behavior is defined as the amount of fitness function. The 
activities of coyotes are influenced by two major factors: 
intrinsic (such as sex, social behavior, and the pack to 
which the coyote belongs) and extrinsic (the depth of 
snow, its hardness, carcass biomass, and temperature). 
This algorithm deals with new exploration and exploi-
tation balancing structure and can solve with real-world 
optimization problems [78].

3.2.5 � Multi‑population Ensemble Differential Evolution 
(MPEDE)

Differential Evolution (DE) is one of the most applica-
ble evolutionary algorithms for solving global optimiza-
tion problems. DE requires various mutation strategies 
to solve the optimization problems and the best mutation 
strategy could be changed at different levels of iterations. 
Therefore, determining the best mutation strategy plays a 

Fig. 4   General optimization 
procedure of NPC [68]
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Hourly solar irradiation in a year

Hourly wind speed in a year
Hourly load profile in a year
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vitally important role in the efficient optimization by DE. 
Multi-Population Ensemble DE (MPEDE) is the one includ-
ing three mutation strategies simultaneously: “current-to-
pbest/1” and “current-to-rand/1” and “rand/1”. The “rand/1” 
is known by its robustness, the “current-to-pbest/1” showed 
competitiveness, and the “current-to-rand/1” is famous in 
solving rotated problems. The ratio between fitness improve-
ments and consumed function evaluations determines the 
best mutation strategy [79].

3.2.6 � Bird Swarm Algorithm (BSA)

This is a bio-inspired algorithm based on social behavior 
and social interactions in bird swarms including foraging 
behavior, vigilance behavior and flight behavior in order to 
increase their survival chance. In this algorithm, the posi-
tion of each bird represents a solution and modeling of these 
behaviors enables us to formulate four search strategies with 
five simplified rules for better exploration and exploitation. 
These make BSA more extensible with good diversity and 
efficient prematurity avoidance. According to the rules: 1. 
Birds can switch between the foraging behavior and the vigi-
lance behavior, 2. the previous best experience of each bird 
could be recorded promptly during the foraging, 3. The birds 
tend to move towards the center of the swarm during the 
vigilance, 4. the birds could fly periodically to another site, 
and 5. Producers search for food actively [80].

3.2.7 � Ant Lion Optimizer (ALO)

This is also a nature-inspired algorithm modeling the hunt-
ing mechanism of antlions in nature and its main source of 
inspiration comes from this fact that antlions usually dig a 
big pit when they are hungry and hide until the ant falls into 
the pit. In this algorithm, ants and antlions find solutions 
through five hunting steps consisting of random walk of ants, 
building traps, entrapment of ants in traps, catching preys, 
and re-building traps. The random walk of ants is a model 
of the stochastic move of ants during the search for food 
in nature and these movements are influenced by antlions’ 
traps. When the antlions find out the ants are trapped and 
want to escape, the radius decreases by the sliding process 
of ants. In the catching prey, the antlion comes to the pit 
and takes this position which is fitter than it and the process 
starts again by re-building the trap [81].

3.2.8 � Grey Wolf Optimizer (GWO)

GWO is a meta-heuristic algorithm which mimics the 
leadership hierarchy and hunting methods of grey wolves 
(Canis lupus). This algorithm has four variable for showing 

hierarchy and also includes three steps of hunting (optimiza-
tion) including tracking, encircling and attacking the prey. In 
order to show the internal hierarchy, the wolves are divided 
into four groups: alpha, beta, delta, and omega in order from 
the best individual to the worst individual. Alpha, beta, and 
delta determine the hunting (optimization) procedure and 
they are the leaders of finding preys in the search space. 
These three solutions reduce the possibility of trapping in a 
local optimum. In this algorithm, exploration means wolves 
could change their path and move towards an unknown 
region and also exploitation means a detailed search in a 
potential region [82].

3.2.9 � Artificial Bee Colony (ABC)

This algorithm is a swarm-based optimization algorithm 
inspired by the intelligent behavior of honey bees’ swarm-
ing towards finding new food sources around the beehive. 
In this algorithm, the bees are divided into three groups: 
employed bees, onlooker bees, and scouts. One artificial 
employed bee is assumed for each food source. This means 
that food sources equal the number of employed bees. The 
employed bees are responsible for finding food and when 
they come back to the hive, they dance and this dance affects 
the onlookers for choosing the food sources. Each employed 
bee which leaves their source of food is labeled as a scout 
and they try to search new food resources. In ABC, the 
position of food corresponds to the possible solutions, the 
employed bees represent solutions, and the amount of food 
resources is similar to the fitness function values [83].

3.2.10 � Particle Swarm Optimization (PSO)

This algorithm is a famous population-based stochastic 
algorithm which models the foraging group movement of 
the birds in a flock for food. PSO is originally attributed to 
Kennedy and Eberhart [92] and despite other evolutionary 
algorithms that select single particles, a swarm of particles 
move towards the best solution and all members have a 
chance of survival from the beginning to the end of optimi-
zation. This algorithm does not need gradient information 
of objective function and it is started with random particles 
in the search space. The position of particles (solutions) is 
updated according to three parameters and the velocity of 
each particle for moving to a new position is determined by 
previous velocity (momentum component), best previous 
position (the cognitive component), and the best previous 
position of its neighborhood (social component) [93].

3.2.11 � Genetic Algorithm (GA)

GA has widespread uses for solving optimization problems 
and it is the most well-known global optimization method 
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introduced by John Holland based on Darwin’s evolution 
theory [94]. This algorithm starts with producing random 
individuals in an iterative process in the search space. These 
individuals are called a generation (candidate solution) and 
then the amount of fitness function for each generation is 
evaluated. Among these evaluations, the generations hav-
ing the best fit function’s value are selected and evolve to 
a better and better generation through two steps of genetic 
operations: Crossing and mutation. During these steps, a pair 
of good parents are selected to reproduce a child that inherits 
good characteristics of their parents. After that, the amount 
of fitness function is recalculated and this process repeats 
until an acceptable amount of fitness function is achieved or 
the generations’ productions reach their limit [95].

3.2.12 � Calculating the amount of yearly emissions

In this project, three power sources have been used that 
only one of them use fossil fuels as the source of its energy 
and it is known as the grid. HOMER proposes an equation 
in which the amount of emissions can be calculated when 
the amount of sold energy to the grid is subtracted from 
the amount of bought energy from the grid. This can cause 
misunderstanding. Although some energy is bought from 
the grid, the emissions can be negative because annual sold 
energy to the grid is more than annual bought energy from 
the grid. Thus, the authors have tried to calculate the amount 
of emissions by multiplying the amount of annual bought 
energy from the grid by the amount of released emissions 
for producing each kWh energy in power plants. The unit 
of energy is kWh/year and the unit of released emissions in 
power plants is g/kWh. Therefore, the unit of annual emis-
sions would be g/year.

4 � Simulation Results and Discussion

4.1 � Input Data

In this section, the required data has been defined as input 
data in order to do the simulations. As it has been said ear-
lier, this data includes hourly load data, hourly solar irra-
diation and wind speed data, price of components, and the 
amount of emissions which are produced in power plants. 
Table 1 shows the input data briefly.

4.1.1 � Traction load and location data

Binalood is the second windiest region in Iran and it is 
located in the northeastern part of Iran. It has the longitude 
of 28°48ʹ East and the latitude of 36°12ʹ North. This region 
is near the under-construction Tehran-Mashhad electric 

railway system. Hourly traction load in a year is estimated 
to be as Fig. 5.

4.1.2 � Meteorological Data

Stochastic data includes weather-related variables such as 
wind speed and solar irradiation must be 8760 h in a year. 
Hourly solar irradiation profile of Binalood region is shown 
in Fig. 6. It reaches its minimum of 2.38 kWh/m2/day in 
December and it experiences its maximum of 7.07 kWh/m2/
day in June. The annual average of solar irradiation equals 
4.79 kWh/m2/day [96].

Binalood has a great potential for using wind turbines 
[97] because its annual average wind speed at 40 m above 
sea level is 6.82 m/s. this region also enjoys Dizbad wind 
[58]. Monthly wind profile is illustrated in Fig. 7 [98].

4.1.3 � Economic data

The proposed system includes wind turbines, PV array, con-
verter, and grid. The lifetime of the project is 25 years and 
the inflation rate and interest rate for taking a loan from 
the bank equal 10% and 20%, respectively. The solar cells 
installed on the top of the railroad need a stronger foundation 
than on the roof of a building or on the ground. Therefore, 
the initial capital cost of each KW PV array is $1800 and 
the lifetime of them is 25 years. These cells have a derating 
factor of 80%, slope degree of 35°, ground reflectance of 
20% and without a tracking system.

The initial capital cost of converter for the proposed sys-
tem is $800/kW and its lifetime is 15 years with an efficiency 
of 90%. Cost reduction limit due to the technological matu-
rity of converters equals − 25% and its selling price inflation 
rate is − 5%. The price of buying electricity from the grid 
is $0.1/kWh and sell back rate is $0.233/kWh. Each unit 
of Vestas V-82 has $3,630,000 initial capital cost and its 
operating cost is $72,600/year. This unit has a lifetime of 
25 years.

4.1.4 � Emissions Data

Four major gases which are emitted by power plants are 
carbon dioxide, carbon monoxide, sulfur dioxide, and nitro-
gen monoxide. The amount of emissions for producing each 
kWh of energy in a power plant at case study area are 700 g 
for carbon dioxide, 3.21 g for carbon monoxide, 3.18 g for 
nitrogen monoxide, and 0.94 g for sulfur dioxide.

4.2 � Results

According to the data in the previous section, the optimiza-
tion was done by ASO, HHO, COA, MPEDE, BSA, ALO, 
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Table 1   Summary of input data Data Value

System lifetime 25 years
Wind turbine lifetime 25 years
Solar cell lifetime 25 years
Converter lifetime 15 years
General Interest rate 10%
The interest rate for borrowing money from the bank 20%
General inflation rate 10%
Converter selling price inflation rate − 5%
Cost reduction limit due to technological maturity for converter − 25%
PV array installing cost $1800/kW
Converter initial cost $800/kW
Wind turbine initial cost (Vestas V-82) $3,630,000
Wind turbine O&M cost $72,600/year
The rate of buying electricity from the grid $0.1/kWh
The rate of selling electricity to the grid $0.233/kWh
PV array derating factor 80%
PV array efficiency 17%
Converter and wiring efficiency 90%
Grid emissions (in power plant) carbon dioxide 700 g/kWh

carbon monoxide 3.21 g/kWh
nitrogen monoxide 3.18 g/kWh
sulfur dioxide 0.94 g/kWh

Fig. 5   Hourly load profile of 
proposed HTPS in Binalood 
region
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GWO, ABC, PSO, GA, and HOMER for the case study. 
All population-based algorithms were implemented by 
MATLAB. In order to study the robustness of the compared 
population-based algorithms, the computational results 
were obtained by running each algorithm for 10 independ-
ent times. For a fair comparison between the convergence 
behavior of the algorithms, population size was selected as 
250. Also, 100,000 Function Evaluations (FEs) was chosen 
as a stop condition. For the ASO [76], HHO [77], COA [78], 
MPEDE [79], BSA [80], ALO [81], GWO [82], ABC [83], 
PSO [93, 99] and GA [100], the parameters setting was same 
with the recommended settings in the original papers. The 
corresponding search spaces for the PV array covered area 
and total output power of wind turbines were also chosen 
as x(1) ∈ [0 400000] and x(2) ∈ [0 100000], respectively. 
Table 2 shows the obtained results by each algorithm for all 
runs. The statistical results associated with all runs were 
recorded as the worst, best, median, mean and standard 
deviation (SD) in Table 3. The better result among the ten 
optimizers was shown with bold. Referring to Tables 2 and 
3, it is obvious that BSA, COA, MPEDE, and PSO are able 
to find the best value among the algorithms. However, the 
BSA algorithm is the most robust for solving the optimal 
size of GHTPS problem with standard deviation values of 
1.40E−08, followed by ABC, ALO, ASO, COA, GA, GWO, 
HHO, MPEDE, and PSO. The convergence profile of the 
mean cost function was also shown in Fig. 8. As it can be 
seen in Fig. 8, the superiority of BSA in terms of accuracy 
and convergence speed is confirmed.

As NPP constraint was set to avoid the huge power of 
wind turbines and a large area of PV, the NPP of BSA result 
is around 999 kW in a year, which means that the amount 
of renewables’ production could meet the load in a whole 
year. This is a point that we could define the concept of Net 
Zero Energy TPS, a traction power supply substation that its 
annual production from its renewable resources equals its 
annual bought energy from the grid. However, in each hour, 

we may need to buy electricity from the grid or sell excess 
electricity to the grid.

To further comparison, the optimization was done by 
HOMER software and the results are compared with BSA 
results. The complete optimization results are categorized 
in Table 4.

BSA results show that the produced energy by the PV 
system is zero which means that solar cells are not econom-
ical in the Binalood region in comparison with the wind 
turbines and this is also confirmed by HOMER results. 
BSA results have the best NPC of $82,863,135 and COE 
of $0.0619/kWh which are far less than the grid-only sys-
tem. Fairy 40 wind turbines are needed in order to produce 
65,236 MW power. These wind turbines have an investment 
cost of $143,520,329. The operating cost of this configura-
tion is $− 6,220,825 and 10.99 years will be taken in order 
to return the investment cost. About 66.75% of the load is 
met by the by wind turbines and this leads to the reduction 
of greenhouse gases with respect to the grid-only system by 
the amount of 48 Million kg CO2, 221,000 kg CO, 64,000 kg 
SO2, and 219,000 kg NO. The monthly power flow diagram 
of the BSA result is indicated in Fig. 9.

According to this figure, wind turbines produce 
137,231,489 kWh energy in a year, while the load needs 
137,230,490 kWh annually. This means that we have a 
system that its annual produced energy roughly equals its 
annual demand and it is known as a Net Zero Energy sys-
tem. Moreover, the amount of PV production is zero and it 
can be said that PV arrays are not economical in Binalood 
region comparing with the wind turbines. On the other hand, 
68,353,380 kWh energy has been purchased from the grid 
and 68,354,379 kWh has been sold to the grid in a year. 
As it can be seen from this figure, wind turbines produce 
more energy in July than other months because the average 
wind speed is 7.6 m/s and it is more than other months. 
In July, 17,093,122 kWh energy is produced by the wind 
turbines while the load needs 11,545,464 kWh. Therefore, 
the monthly excess energy of 9,593,631 kWh is sold to the 
grid and 4,045,972 kWh is bought from the grid in hours 
that wind turbines cannot meet the load. As the amount of 
wind turbines’ production grows, the amount of sold energy 
to the grid increases and the amount of bought energy from 
the grid decreases.

However, HOMER results are totally different from BSA 
results. This is chiefly because HOMER has not considered 
the NPP constraint. Therefore, 2 wind turbines without a PV 
array is the most economical system in HOMER, while BSA 
found 40 wind turbines more economical. However, both 
software declares that using PV arrays in Binalood region 
is not more economical than using the wind turbines. The 
NPC and COE of this system are $132,938,816 and $0.99/
kWh respectively that both of them are less than grid-only 
system in HOMER. This system needs $7,260,000 for 2 
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Table 2   The obtained results by each algorithm for all runs

No. Run ABC ALO ASO

1 82,947,595.4416 82,863,135.5731 82,946,063.1062
2 82,883,219.4473 82,863,135.5443 82,889,335.3536
3 82,866,032.1652 82,863,135.5585 82,881,837.9062
4 82,929,925.6744 82,863,135.6795 82,934,310.8631
5 82,901,024.3848 82,863,135.7594 82,870,307.8014
6 82,865,170.8008 82,863,135.6444 83,016,559.7234
7 82,918,357.2601 82,863,135.5511 82,877,374.7292
8 82,911,232.9238 82,863,135.5452 83,055,170.5468
9 82,871,026.1550 82,863,135.7417 82,920,722.6301
10 83,006,382.8857 82,863,135.5675 82,880,433.6236

No. Run BSA COA GA

1 82,863,135.5319 82,863,135.5319 87,074,154.9623
2 82,863,135.5319 82,863,135.5319 86,803,193.6894
3 82,863,135.5319 82,863,135.5319 84,720,810.6931
4 82,863,135.5319 82,863,135.5319 88,277,271.0609
5 82,863,135.5319 82,863,135.5319 90,182,371.0790
6 82,863,135.5319 82,863,135.5319 85,888,955.2192
7 82,863,135.5319 82,863,135.5319 83,384,874.4294
8 82,863,135.5319 82,863,135.5319 93,730,664.8361
9 82,863,135.5319 82,863,135.5319 87,872,680.6796
10 82,863,135.5319 82,863,135.5319 85,635,068.8306

No. Run GWO HHO MPEDE PSO

1 82,863,425.3443 8.3,043,036.5765 82,863,135.5319 82,863,135.5326
2 82,863,208.1031 82,863,293.0492 82,863,135.5319 82,863,135.5319
3 82,863,185.9064 92,159,870.8487 82,863,135.5319 82,863,135.5319
4 82,863,817.1850 82,896,524.5394 82,863,135.5319 82,863,135.5319
5 82,863,214.7608 82,892,909.1952 82,863,135.5319 82,863,135.5319
6 82,888,080.9446 83,198,161.1170 82,863,135.5319 82,863,135.5319
7 82,863,678.7570 83,870,218.2745 82,863,135.5319 82,863,135.5319
8 82,864,462.8472 82,890,867.3403 82,863,135.5319 82,863,135.5320
9 82,872,679.7357 82,889,125.8036 82,863,135.5319 82,863,135.5319
10 82,863,265.4340 83,424,314.4190 82,863,135.5319 82,863,135.5321

Table 3   Statistical results by 
each algorithm for all runs on 
the cost function

Method Worst Mean Median Best SD

ABC 83,006,382.8857 82,909,996.7139 82,906,128.6543 82,865,170.8008 4.40 E+04
ALO 82,863,135.7594 82,863,135.6165 82,863,135.5703 82,863,135.5443 8.36 E−02
ASO 83,055,170.5468 82,927,211.6284 82,905,028.9919 82,870,307.8014 6.34 E+04
BSA 82,863,135.5319 82,863,135.5319 82,863,135.5319 82,863,135.5319 1.40 E−08
COA 82,863,135.5319 82,863,135.5319 82,863,135.5319 82,863,135.5319 1.57 E−08
GA 93,730,664.8361 87,357,004.5479 86,938,674.3258 83,384,874.4294 2.94 E+06
GWO 82,888,080.9446 82,866,901.9018 82,863,552.0506 82,863,185.9064 7.98 E+03
HHO 92,159,870.8487 84,012,832.1163 82,969,780.5579 82,863,293.0492 2.88 E+06
MPEDE 82,863,135.5319 82,863,135.5319 82,863,135.5319 82,863,135.5319 1.57 E−08
PSO 82,863,135.5326 82,863,135.5320 82,863,135.5319 82,863,135.5319 2.30 E−04
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wind turbine investment cost. The operating cost of this 
system is $12,898,706/year which is close to the operat-
ing cost of grid-only system due to this fact that grid meets 

93.35% of the load. What is remarkable is that the PT is 
8.81 years and it is dramatically lower than BSA results. 
Due to Eq. 9 and Eq. 10, although the differentiate of net 

Fig. 8   The convergence profile 
of the mean cost function

Table 4   The results of BSA 
and HOMER for the proposed 
GHTPS

Parameter Green HTPS Grid-only TPS

Method

BSA HOMER

PV array size (m2) 0 0 0
Wind turbine size (kW) 65,236 (40 Turbines) 0 3,300 (2 Turbines)
NPC($) 82,863,135.5319 133,710,880 132,938,816
COE($/kWh) 0.0619 0.1 0.099
NPP(kW/year) 999 − 137,230,496 − 119,822,463
Investment cost ($) 143,520,329 0 7,260,000
Operating cost ($/year) − 6,220,825 13,723,055 12,898,706
Simple Payback Time (year) 10.99 – 8.81
RF(%) 66.75 0 6.65
CO2 emission (kg/year) 47,847,366 96,061,392 89,866,720
CO emission (kg/year) 219,414 440,510 412,103
SO2 emission (kg/year) 64,252 128,997 120,678
NO emission (kg/year) 217,363 436,393 408,252
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cash flows (or operating costs) of two Vestas V-82 and grid-
only system is very small which makes the PT very large, 
the low investment cost of proposed system makes PT com-
paratively lower than BSA results. This means that 2-vestas 
V-82 wind turbines can get $7,260,000 incomes by selling 
excess energy to the grid after 8.81 years. Figure 10 shows 
the electrical power flow in each month for grid-connected 
wind turbine in HOMER software. According to the results, 
wind turbines produce 9,194,625 kWh in a year, 636,066 
kWh/year of which is sold to the grid and 129,017,088 kWh/
year energy is purchased from the grid connection.

Monthly flow diagram of components illustrates in 
Fig. 11. According to Fig. 11a, in August, 11,405,916 kWh 
energy is purchased from the grid which is the most, because 
the load is maximum in this month. With respect to Figs. 7, 
and 11b, 1045120 kWh energy is produced by wind turbines 
in July that 73,558 kWh of it is sold to the grid because wind 

speed is maximum in this month. As it can be seen from 
Fig. 11, grid purchase and demand trend lines are similar 
to each other, so are grid sales and vestas V-82 production 
trend lines.

The proposed system in HOMER, grid-connected two 
vestas V-82, can only reduce 6.44% of grid emissions which 
is not comparable to BSA results. Therefore, although the 
proposed system by HOMER has lower NPC than the grid-
only system, it cannot play an environmentally effective role.

4.3 � Sensitivity Analysis

As it has been said earlier, entering new technologies into 
the renewable energies’ markets causes a fall in the prices 
of present technologies. On the other hand, the price of 
natural gas and then the cost of energy produced by the 
fossil fuels have been growing since the past decades. As 
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Fig. 10   Monthly average electric production for a grid-connected wind turbine in HOMER
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a result, it is necessary to do a sensitivity analysis of the 
prices of buying components such as wind turbine and 
buying electricity from the grid. In this section, the reac-
tion of COE, NPC, and PT to the 50% reduction and 50% 
increase in wind turbine capital cost, and electricity price 
is investigated. When a parameter is changing, another 
parameter is assumed to be constant. The behavior of COE 
and NPC to the changes is similar to each other because 
they are related to the capital recovery factor (CRF). The 
basic numbers of comparisons are $82,863,135, $0.0619/
kWh, and 10.99 years for NPC, COE, and PT, respectively 
(BSA results). Since PV array does not play any role in 
meeting the load, the variation of its investment cost is not 
included in the sensitivity analysis.

Sensitivity analysis on NPC (COE) and PT are shown in 
Fig. 12a, b with respect to changing prices from 50% reduc-
tion to 50% increase in wind turbines’ capital cost, and grid 
electricity buying price. As it can be seen from the figures, 

the capital cost of wind turbine is the most effective param-
eter for NPC, COE, and PT because wind turbine stands 
first and grid stands second in meeting the traction load. By 
increasing or decreasing the investment cost of wind turbines 
by 50%, the NPC (COE) could change by more than 80%. 
This means that technological advances in wind turbines 
could make the proposed system more economical. Moreo-
ver, the payback time could be reduced by more than 5 years. 
On the other hand, increasing the price of buying electricity 
from the grid by 50% in the aftermath of increasing the price 
of fossil fuel price in the near future, could approximately 
raise the NPC and PT by 40% and 4 years, respectively.

Fig. 11   HOMER optimization 
results a monthly grid purchase 
and load b monthly grid sale 
and Vestas V-82 Production
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5 � Conclusion

This paper took the preliminary steps towards the concept 
of Green Hybrid Traction Power Supply substation in order 
to study its economic and environmental aspects. There-
fore, a canopy of solar cells above the case study railroad 
with grid-connected wind turbines was proposed in order 
to meet a Traction Power Supply Substation. In this case, 
the size of the components was optimized in terms of Net 
Present Cost by recent population-based optimization algo-
rithms including ASO, HHO, COA, MPEDE, BSA, ALO, 
GWO, ABC, PSO, and GA and the results were compared 
with HOMER software. According to the results, BSA algo-
rithm outperformed other mentioned methods in terms of 
the solution quality, robustness and convergence speed and 
it resulted in no PV array with 65,236 MW (40 Vestas V-82) 
grid-connected wind turbines. This system had the NPC of 
$82,863,135, COE of $0.0619/kWh, PT of 10.99 years, and 
a NPP of 999 kWh/year, in which Zero Energy Train could 
be defined. Additionally, more than 48 Million kg CO2 was 

produced less than a grid-only system every year. In the end, 
a sensitivity analysis on COE (or NPC) and PT revealed that 
an increase in grid electricity price and a reduction in wind 
turbines investment cost could make the proposed GHTPS 
more competitive in the near future. Overall, it can be con-
cluded that the used population-based optimization algo-
rithms are effective in solving such real-world optimization 
problems and the proposed system is an efficient alternative 
for every country grappling with the ever-increasing price 
of energy, especially in the transport sector.
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