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Abstract
In this work, a methodology for the optimization of offshore wind turbine substructures (jacket type) is presented. The use 
of a coupled model allows for capturing the full dynamic interaction between all the elements. The structural analysis is 
carried out in the time-domain. A non-linear integration scheme is necessarily applied due to the effects of the rotation of 
the blades. Environmental actions, such as wind and waves, are considered as loading conditions. Fatigue damage at the 
welds of the joints is taken into account. The objective function to be minimized is the weight of the structure. The shape 
and sizing optimization model is stated in terms of two variables that define the overall shape of the jacket, along with the 
dimensions of the cross-sections of the structural members. The model is subjected to Ultimate Limit Stress (ULS), Fatigue 
Limit State and natural frequency constraints. The time-dependent ULS constraints are efficiently treated by means of a new 
formulation that is based on constraint aggregation. Fatigue accumulation during the whole design life of the structure is 
accurately assessed, without the need for excessively costly numerical simulations. The optimization problem is solved by 
means of Sequential Linear Programming, what requires a full first order sensitivity analysis to be performed. The efficiency, 
reliability and robustness of the proposed methodology is demonstrated by optimizing a real jacket design.

Keywords Structural optimization · Structural dynamics · Offshore jackets · Fatigue

1 Introduction

Wind energy has been one of the main and most succes-
full strategies over time in the quest for renewable mas-
sive power resources . In the last decade, the interest of 
the industry has turned from the traditional inland concept 
to the new offshore wind turbine (OWT) farms that are 
being designed and installed at present. As a general rule, 
OWTs are meant to increase the efficiency of power extrac-
tion by taking advantage of the stronger and steadier wind 
regimes in open waters, and they can be much bigger than 
their inland counterparts. Obviously, this severe separation 
between generation and consumption, along with the inclem-
ency of the enviromental conditions and the difficulty of the 
installation itself, entails a number of drawbacks and sig-
nificant engineering challenges. Without any doubt, the first 
and most restricting factor is the need to build substructures 

that could support the wind turbine towers over the sea level 
in locations where the depth can be as large as the size of the 
whole system, including the blades, or even greater. There 
are numerous types and concepts of substructures for this 
purpose, each of them particularly suitable or only viable for 
certain ranges of depths, as shown in Fig. 1. While floating 
type concepts are mostly at the level of drafts and proto-
types, bottom supported structures are solidly endorsed by 
the very wide engineering experience that has been accu-
mulated over time by the offshore oil and gas industry [1].

The current critical challenge in this technology is the 
deployment of OWT in intermediate water depths, from 30 
to 60 m, where the jacket type structures have already proved 
their efficiency. Nevertheless, a number of features in the 
jacket analysis and design are still subject to uncertainties, 
or simply unresolved. The mere structural analysis of the 
jackets and the definition and fulfillment of the particular 
strength requirements is a cumbersome process. Some of 
the physical phenomena that are critical to the design life 
of the structure, are hard to assess with accuracy. And the 
correct modelization of the in-place environmental condi-
tions may require the definition of an important number of 
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load cases that generate an even greater amount of structural 
output results, running over the capacity of data processing 
and storage. These characteristics make the design of steel 
jackets a hard task itself, what hinders the application of 
optimization techniques to this kind of problems.

A fully-coupled model for the optimization of jacket 
substructures considering the dynamic response and fatigue 
damage is presented in this paper. A novel formulation 
to deal with time-dependent constraints from structural 
dynamic problems is introduced and long-term fatigue dam-
age is assessed using short-time numerical simulations.

The outline of the paper is as follows. First, a state of 
the art review of the optimization of offshore jackets is pre-
sented in Sect. 2, then the structural model is presented in 
Sect. 3. The loading conditions for the in-place structure are 
derived from the environmental conditions in Sect. 4. Next, 
the numerical integration method for solving the dynamic 
equation of motion is presented in Sect. 5. The optimiza-
tion problem and the numerical algorithm are exposed in 
Sects. 6 and 7. Some numerical results are presented to show 
the robustness of the proposed optimization methodology in 
Sect. 8. Finally, some conclusions about the exposed formu-
lation and results are drawn.

2  State of the Art on the Optimization 
of Offshore Jackets

Jacket type substructures as supports for offshore wind tur-
bines are a relatively new field of interest in comparison with 
the general bottom-fixed structures traditionally used in the 
oil and gas industry. The first offshore wind farm that used 
jackets was the Beatrice Demonstration in 2007. Thus, all 
the advances in the analysis and design of offshore jackets 
are reduced to the last decade.

One of the first noteworthy works addressing the struc-
tural optimization of wind systems is [2]. Even though it is 
focused on an onshore turbine case, the optimization of the 
turbine tower is performed in the time domain considering 
extreme and fatigue constraints. In [3], a reliability-based 
optimization is proposed to account for uncertainties in the 

design of the jackets. The probabilistic constraints are based 
in extreme conditions but the formulation can be extended to 
take into account fatigue accumulation under a probabilistic 
point of view. In [4] the optimization of a jacket for a plat-
form under extreme loading is presented. The dimensions 
of the deck and the cross-sections of the main piles of the 
jacket are considered as design variables, and the process 
is performed by means of the ANSYS analysis and optimi-
zation toolbox. The dimensions of the deck and the cross-
sections of the main piles of the jacket are considered as 
design variables. In [5], the superposition approaches, par-
tially integrated and fully integrated models are compared 
using Damage Equivalent Loads (DEL) in terms of design 
optimization. In [6], a jacket for a platform is optimized 
under extreme loading by means of a genetic algorithm. The 
diameters and the thicknesses of the tubular members are the 
design variables, while the weight of the jacket is the objec-
tive function to be minimized. Directional environmental 
data is used for the load cases.

The Norwegian University of Science and Technology 
has been particularly active in this field in the past years. 
This progress is reflected in many scientific publications 
in journals and conferences [7–12]. A common feature of 
these works is the optimization of the cross-sections of the 
structural members of the jacket and the utilization of the 
FEDEM software for the dynamic analysis and load calcu-
lations. The use of the Rainflow counting algorithm is also 
extended in all these works.

In [7] the use of a full-height lattice tower substituting 
the typical tubular tower is studied. The improvement of 
the designs is made by locally modifying the dimensions 
of the elements. Modifications are based on which one is 
the farthest from its behavioral limit. In [8] a comparison 
between 3-legged and 4-legged jackets is carried out with an 
optimization of the 3-legged version. DELs are used and the 
stability of the members is incorporated as a check out in the 
optimization loop. Later on this work was extended, includ-
ing a gradient based optimization with analytical sensitivi-
ties of the constraints and the use of Sequential Quadratic 
Programming (SQP) method of MATLAB [12]. The time-
dependent constraints are treated by means of the worst-
case approach. In [10] the dynamic analysis is based in 30 s 
simulations using a genetic algorithm for the optimization 
and also for analysis shortcuts. In subsequent works a local 
optimization approach is proposed, assuming that changes 
in the properties of the members do not significantly affect 
the response of the structure [11].

It is also worth mentioning the work developed in [13]. 
Analytical gradients are used for the optimization and a 
quasi-static structural analysis is performed to evaluate the 
behavior of the structure. The optimization is carried out by 
means of the Sequential Linear Programming (SLP) method 
implemented in the CPLEX optimizer of ILOG-IBM. This is 

Fig. 1  Offshore substructures concepts for increasing water depth
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one of the most complete works in optimization of offshore 
jacket structures so far, along with [12].

In [14] authors propose a methodology for the integrated 
optimal design of jackets including the pile foundations 
including the soil-structure interaction. The combined mass 
of the jacket and the foundation is minimized under the 
hypothesis of static analysis and by using a gradient-based 
numerical optimization method.

3  Structural Model of Coupled Offshore 
Wind Turbines

Most works base their analysis and optimization process on 
decoupled models where the target structure, i.e. the jacket, 
is separated from the turbine. However, it is proved that 
displacements, stresses and the computed fatigue damage 
obtained by means of decoupled models may exhibit a sig-
nifican lack of accuracy with respect to the results delivered 
by coupled models [15]. A particular advantage of coupled 
models is the direct consideration of aerodynamic damp-
ing [16] without the need for artificial damping ratios or 
coefficients. Additionally, the management of the dynamic 
response in terms of an optimization problem is hard to han-
dle both, accurately and efficiently [17].

The proposed model for the optimization of the jacket 
substructure is a coupled model. Therefore, the computa-
tional model includes all the elemens of the complete OWT: 

jacket, transition piece, turbine tower, blades and rotor-
nacelle assembly, as shown in Fig. 2. The usual approach 
in offshore engineering is to separate the aerodynamic 
part (tower, rotor-nacelle and blades) and the substructure 
(jacket) in two different models [18, 19]. Loads are tradition-
ally extracted from the aerodynamic part by using multibody 
dynamics and then applied separately at the top of the jacket. 
These models are called decoupled or uncoupled. While they 
clearly simplify the analysis procedure for the substructure, 
their main drawback is that it is impossible to capture the 
dynamic interaction between the aerodynamic part and the 
jacket. Another phenomenon that can not be simulated either 
is the aerodynamic damping [16]. Artificial damping ratios 
need to be introduced in order to account for the reduction 
in displacements experienced.

The presented fully-coupled model allows to reproduce 
the dynamic and structural relationship between every ele-
ment of the OWT. Additionally, the continuous rotation of 
the blades can be considered in the model in order to analyze 
its impact on the structural response. However, the rotation 
is not included as free movement released at the joint of the 
rotor as produced by the wind exerted torque, but a change of 
the geometry imposed between time-steps. The latter has a 
direct impact on how the dynamic equation has to be solved. 
This is discussed in Sect. 5.

The OWT is modeled as a 3D framed structure with linear 
beam elements. While each tubular bar between tow joints of 
the jacket is considered as a single beam element, the tower 

Fig. 2  Schematics of the OWT coupled model
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and the blades of the turbine are discretized in a set of elements 
with the averaged mechanical and aerodynamic properties. 
Each blade is formed by 50 different elements. The tower is 
modeled with 8. The clearly non-beam-type structures: transi-
tion piece and nacelle, are modeled also by using beam ele-
ments which artificial mechanical properties match the mass 
and stiffness of the real components (see Fig. 2). The system 
is considered clamped at the bottom.

Therefore, the OWT is structurally and dynamically 
defined by its global mass, damping and stiffness matrices, 
MMM , CCC and KKK respectively. Classical damping or Rayleigh 
damping is considered in terms of the first two natural modes 
of vibration and damping ratios, as recommended [20, 21]. 
But, the inclusion of the rotating blades introduces some 
considerations over the definition of the structural matrices. 
First, the local reference frame of the rotating sections of 
the blades have to be defined so that the local z axis remains 
in the global YZ plane along the rotation. Thus, the orienta-
tion of the principal axes of the cross-section is maintained. 
And second, since the structural matrices are dependent on 
the geometry of the structure, the imposed rotation gener-
ates geometry changes that make those matrices different 
for every time-step. Thus, at each time-step of the time-
integration algorithm MMM , CCC and KKK have to be recalculated, 
or at least the contributions of the rotating elements. On the 
other hand, other effects generated by the rotation of the 
blades, such as centrifugal stiffening and Gyroscopic effect, 
are neglected.

4  Environmental Model and Loading 
Conditions

Offshore structures are subjected to a wide range of different 
types of loads. For example, motions in transport, lifting, 
launching and other operations generate loads that differ 
from the in-place loads. Nevertheless, in this work only in-
place loading conditions are considered since they constitute 
the main actions that determine the design of the structure.

4.1  Self Weight and Buoyancy

All the elements of the OWT are subjected to their self 
weight. The model is also able to take into account the 
possibility of concentrated masses at certain nodes of the 
structure. This is of use at the stiffeners of the tower and to 
model the local mass of the hub. Only translation degrees of 
freedom are affected by concentrated masses. Additionally, 
the submerged elements of the jacket experience buoyancy 
forces. Self weight and buoyancy of the members are com-
puted by using the so called marine method, where the buoy-
ancy force simply reduces the total weight of the element as:

where L, � and A are length, density and area and subscripts 
s, mg, w and t refer to steel, marine growth, water, and total 
area. Conditions for the tubular elements of the jacket are 
schematically shown in Fig. 2.

Although buoyancy may seem negligible, structural 
tubular members for offshore structures are often carefully 
selected such that their buoyancy/weight ratio is close or 
even greater than 1.0. Thus, the total buoyancy load may be 
of the order of magnitude of the total weight of the jacket.

4.2  Wind

Wind is the main load acting on the non-submerged part 
of the structure: the wind turbine tower and the blades. In 
decoupled models these parts are detached from the sub-
structure, while wind loads are computed by means of suit-
able specific software and then applied as a time-history of 
loads at the top of the jacket. On the contrary, the presented 
coupled model computes the actual loads generated by wind 
at each time-step and forces are applied at the points where 
they are actually generated.

The aerodynamic forces on the discrete sections of the 
blades are computed in the reference frame of the airfoil 
sections as:

where D and L are the drag and lift forces respectively, � 
is the density of the air, c is the chord length and �r is the 
length of the discretized element. R is the resultant of the 
flow direction, considering the velocity of the wind Ud and 
the rotational speed of the turbine �.

Drag and lift coefficients, Cd and Cl , depend on the aero-
dynamic characteristics of the blade section and the angle 
of attack of the resultant R. To compute the angle of attack, 
the Blade Element Momentum theory (BEM) is used. The 
basics of the method can be consulted in [16, 22, 23]. By 
means of the BEM theory, the wind speed and effective rota-
tional speed can be computed as:

where U∞ is the incoming wind velocity at the far upstream 
and a and a′ are the so-called axial and tangential induction 

(1)We = g L
(
�s As + �mg Amg + �w Aw − �w At

)

(2)
D =

1

2
�R2 Cd c �r

L =
1

2
�R2 Cl c �r

(3)
Ud = U∞(1 − a)

�� = �r(1 + a�)

}
→ R =

√
U2

d
+��2

(4)sin(�) =
U∞(1 − a)

R
⟶ � = � − �
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factors that represent the loss in speed at the actuator disc. 
The angle � is the pitch angle and � is the angle of attack 
of the inflow direction with respect to the chord-wise axis.

The induction factors are unknowns in Eq. (3) that must be 
computed by means of an iterative process [16]. Other effects, 
as the Prandtl’s blade tip loss, are considered in the model.

However, the actual forces experienced by the blades are in 
fact reduced due to the aerodynamic damping phenomenon. 
Although, torsional deformations may directly influence the 
angle of attack and therefore modify the resultant drag and lift 
forces [24], the effect produced by the displacement velocity 
is more relevant. Figure 3 shows the motion of the blade from 
the initial position to the deformed position produced by the 
wind loads. The speed of the movement u̇ reduces the apparent 
wind speed experienced when the blade moves downwind and 
augments it when it moves upwind. As a result, the real thrust 
or normal force exerted to the blade is smaller in the down-
wind movement and higher in the upwind movement. In both 
cases, the thrust variation �T works against the movement of 
the blade, thus producing a reduction of the actual movement 
experienced by the structure. That source of structural damp-
ing is called aerodynamic damping. While decoupled models 
are not able to account for it directly, the aerodynamic damp-
ing can be easily implemented in the proposed coupled model 
since displacements and wind loads are computed by the same 
code at each time-step.

Another effect that significantly reduces the wind loads over 
the blades is the tower dam effect. Whenever a blade passes 
in front of the tower it experiences a reduction in the effective 
wind speed it receives. According to [25] the modified wind 
speed can be computed as:

(5)U�
d
= Ud

(
1 −

Dt

2�

�x
�2
x
+ �2

y

)

being Dt the diameter of the tower and �x and �y distances 
between the passing blade and the tower in the global refer-
ence frame.

The wind force over the tower of the turbine is computed as:

where U(h) is the wind speed at elevation h, �l is the length 
of the element and Cd the drag factor o the cylindrical sec-
tion. A logarithmic profile of the wind U(h) is used.

4.3  Waves

Waves are the main loads acting on the submerged part of the 
OWT, which is the jacket substructure. Deterministic theo-
ries are the easiest way of describing regular waves. In regu-
lar waves properties are invariant from cycle to cycle and are 
dominated by three parameters: Period T, height H and water 
depth d. A number of regular wave theories have been devel-
oped. Two classical theories, the linear Airy and the Second 
Order Stokes are usually applied and show good predictions 
in practice [1]. The 5th order or stream function theory is also 
widely used.

Kinematic properties can be obtained from analytic expres-
sions of the regular waves. The kinematic properties are the 
velocity and acceleration of particles in the direction of propa-
gation and in the vertical direction. For slender members it is 
accepted that wave loads can be assessed by using Morison’s 
formula [26]. Then, the normal force per unit of length exerted 
by the fluid flow in a direction perpendicular to the element is:

where the force is decomposed into two sources: an inertial 
force that depends on the inertia coefficient CM , the diameter 
of the element D and the acceleration of the fluid ṡ ; and a 
drag force that is proportional to the drag coefficient CD , 
the diameter of the element and the velocity of the fluid 
particles s.

Equation (7) can be also used to account for ocean current 
by adding the current velocity to the speed of the waves. When 
dealing with compliant structures the effect of the movements 
in the structure can additionally be incorporated in terms of 
relative velocities and accelerations.

4.4  Environmental Data and Load Cases

Particular load cases under normal conditions for OWT 
include wind and wave specific situations which are nor-
mally related between them. For short-term simulations it is 

(6)Ft =
1

2
�U(h)2 Cd Dt �l

(7)
fN(x, z, t) =

𝜋

4
𝜌w CM D2 ṡ(x, z, t)

+
1

2
𝜌w CD D s(x, z, t)|s(x, z, t)|
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Fig. 3  Aerodynamic damping
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common to use power spectrum functions to determine the 
wave conditions. However, wave and wind conditions for the 
long-term simulations can again be modeled using generic 
distributions or in terms of a scatter diagram. Scatter dia-
grams provide the occurrence of a given state. For example, 
the frequency at which a given (H, T) pair appears for wave 
loading. There are directional scatter diagrams that account 
for the direction of both wind and waves.

In order to represent correctly the actual conditions that 
the OWT will bear, most combinations from the scatter dia-
gram must be included, or at least those sea states with a 
relevant probability of appearance. However, each sea state 
combination of wave height and period is also associated 
with a particular wind speed. Since different wind speeds 
produce different rotational speeds of the turbines, the rate of 
change of the structural properties of the OWT, measured by 
the change in matrices MMM , CCC and KKK, will be different for each 
load case. Therefore, as stated in section 3, the structural 
matrices in the time history analysis will be different not 
only for each time-step, but also for each design load case.

The latter implies a severe amount of information to be 
stored and processed at each step of the time integration 
scheme. Added to the huge amount of output data needed to 
assess the fatigue damage (5), current models are highly lim-
ited in terms of the number of actual load cases that can be 
considered for a simple structural analysis. Obviously, the cost 
increases heavily if an optimization process is performed.

5  Dynamic Analysis and Fatigue Damage 
Assessment

To capture the dynamic response (in displacements and 
stresses) of the structural elements, the discrete equation of 
motion has to be solved:

where uuu , u̇̇u̇u and ü̈üu are the global displacements, velocities and 
accelerations of the degrees of freedom of the structure and 
fff  are the time-dependent external forces.

Previous to solving Eq. (8), the structural system must be 
dynamically characterized through the natural frequencies 
and modes of vibration (see Fig. 4). These natural frequen-
cies will be of importance in section 6 for defining the opti-
mization problem. They are also needed for assembling the 
Rayleigh damping matrix CCC as a combination of the mass 
matrix MMM and the stiffness matrix K.

5.1  Time Integration Scheme

As it was stated, the environmental data and the rotation 
of the blades led to a high computational effort. Moreover, 
applicable standards such as [28] state that the dynamic 
response of the structure must be evaluated during a suf-
ficiently large period of time (at least 10 min) which is also 
the averaging time for short-term wind conditions. Running 
such simulations call for a large enough time-step in order 
to compute a reasonable number of integration steps while 
keeping the required accuracy. Thus, an efficient and low 
resource-demanding integration algorithm is indispensable.

One of the most extended direct integration methods is 
the Newmark family methods [29]. The parameters of the 
method can be adjusted so the integration scheme is uncon-
ditionally stable for any size of the time-step. However, the 
definition of our dynamic problem, and in particular the 
large changes in geometry caused by the rotation of the 
blades, requires the utilization of a non-linear time integra-
tion scheme. Newton iterations can be added at each time-
step of the Average Acceleration method (a method of the 
Newmark family) to adapt it to non-linear systems.

(8)MMMü̈üu +CCCu̇̇u̇u +KKKuuu = fff

Fig. 4  First natural frequencies and modes of vibration obtained with the proposed model for the OWT of [27]
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The solution of the variable geometry problem with the 
non-linear algorithm and the update at each time step of the 
finite element matrices yields an increase in the needed com-
puting effort. In practice the computational time needed for 
the simulation is triplicated. That proportionality is main-
tained with �t . In Fig. 5 a model with 1428 degrees of free-
dom is shown.

In fact, the Average Acceleration method looses its 
unconditional stability property in its non-linear version 
[30]. The main problem is that it is a step by step integration 
method, and the changes in the structure are updated only at 
the beginning of each step. The linearization of the structural 
changes between time-steps may lead to poor accuracy and 
instability. Thus, the time-step must be limited in order to 
guarantee the stability of the integration method.

5.2  Fatigue Damage

One of the most challenging problems in offshore steel 
structures is the assessment of fatigue. The inherent cyclic 
nature of wind and wave loading makes the steel jackets 
particularly susceptible to experiment fatigue damage. This 
effect is specially critical at the locations where there is an 
exceptional concentration of stresses, as it happens at the 
welds between the tubular elements of the jacket.

There are two main theories to calculate fatigue dam-
age. The first is fracture mechanics and the second involves 
methods to account for the accumulated damage of the cyclic 
loading. The latter is the extended method recommended by 
offshore standards.

In particular, the Stress-Cycle (S-N) approach is the one 
used. The S-N curves (or Wöhler curves) represent the num-
ber of cycles N of a given constant stress range S that can 
cause failure of the structure by fatigue. S-N curves are fully 
documented [31] and are based upon extensive collections 
of experimental data.

Some additional hypothesis are taken. First, it is assumed 
that each stress range produces a linear damage based only 
on the number of appearances. Thus, for a given stress range 
��i the damage produced Di would be:

where ni is the number of stress cycles with amplitude ��i 
that appear in the structure and Ni is the number of cycles to 
failure for that stress range given by the S-N curve.

Second, it is assumed that damages associated with dif-
ferent stress ranges are completely independent from each 
other, meaning that the time and the sequence in which the 
stress cycles take place are irrelevant. This hypothesis and 
methodology to compute the damage is known as the 
Palmgren-Miner rule [32]. Since the number of cycles to 
failure Ni are given by the S-N curves as a function of the 
stress-cycles amplitude ��i as Ni =

a

(��i)
m

 , the total damage 

can be computed:

where a and m are parameters of the S-N curve and k is the 
number of different amplitude stress-cycles that appear.

There are different S-N curves for different geometries 
and environmental conditions. The curve for tubular joints 
in seawater with cathodic protection (which is the adequate 
for the offshore jackets) leads to:

where t is the thickness of the tubular element and tr is a 
reference thickness (32 mm). k′ is a thickness exponent taken 

as 0.1 for tubular welds. The term 
(

t

tr

)k′

 is added to extend 

the S-N curves to any cross-section.

5.3  Hot‑Spot Stresses and Stress Concentration 
Factors

As mentioned before, the welds of the joints are the points sus-
ceptible of fatigue failure. At these points, the nominal stresses 
can be obtained by means of the proposed beam formulation. 
However, they have to be scaled by the so-called Stress Con-
centration Factors (SCF). These SCF are introduced to account 
for the exceptional stress peaks that appear at the joints. The 
values of the SCF depend exclusively on geometrical param-
eters. Factors used in this work correspond to those defined 
in the standards [31]. The SCF equations were obtained by 
experiments in [33]. Each joint is also considered to have eight 

(9)Di =
ni

Ni

(10)D =

k∑
i=1

ni

Ni

=
1

a

k∑
i=1

ni
(
��i

)m

(11)D =
1

a

k∑
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)k�m(
��i
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hot-spots uniformly distributed at the circumference of the 
intersection where fatigue must be evaluated as seen in Fig. 6.

The hot-spot stress at each joint is then calculated as:

(12)�1 =(SCFAC) �x + (SCFMIP) �my

(13)
�2 =

1

2
(SCFAC + SCFAS)�x +

1

2

√
2(SCFMIP)�my

−
1

2

√
2(SCFMOP)�mz

(14)�3 =(SCFAS) �x − (SCFMOP) �mz

(15)
�4 =

1

2
(SCFAC + SCFAS)�x −

1

2

√
2(SCFMIP)�my

−
1

2

√
2(SCFMOP)�mz

(16)�5 =(SCFAC) �x − (SCFMIP) �my

(17)
�6 =

1

2
(SCFAC + SCFAS)�x −

1

2

√
2(SCFMIP)�my

+
1

2

√
2(SCFMOP)�mz

(18)�7 =(SCFAS) �x + (SCFMOP) �mz

(19)
�8 =

1

2
(SCFAC + SCFAS)�x +

1

2

√
2(SCFMIP)�my

+
1

2

√
2(SCFMOP)�mz

where �x , �my and �mz are the nominal stresses due to axial 
forces and moments. SCFAC and SCFAS are the SCF cor-
responding to axial loading at the crown and the saddle. 
SCFMIP and SCFMOP are the SCF for the in-plane and out-
of-plane bending moments respectively.

5.4  Stress Cycles Counting Process

The carried out dynamic structural analysis produces a ran-
dom-shaped peaks distribution of stresses which compli-
cates the determination of the number of stress-cycles that 
appear. Special counting algorithms must be used in order to 
extract the number of cycles at each range of stress . There 
are numerous counting algorithms and methods but, among 
the most used ones, the Rainflow counting method [34] is 
the recommended method in fatigue analysis.

The procedure was intentionally developed to count the 
cycles of strain in metals to account for fatigue. In fact, it 
is the method adopted by the American Society for Testing 
Materials (ASTM) [35]. The standard comprises a set of 
rules to extract the cycles and half-cycles from time-history 
of stresses.

5.5  Long‑Term Fatigue Damage Assessment

Even though there is a method to count the number of stress 
cycles that the elements of the jacket experiment, it is com-
pletely unpractical to count every single cycle during the 
whole design life of the structure and for all the possible load 
scenarios. Thereby it is mandatory to develop techniques to 
estimate the long-term damage from shorter calculations.

Most techniques for damage estimation are based on two 
strategies. The first is based on very short time simulations 
or even on simulating singular events (for example one 
single wave). The second group of methods are based on 
adjusting probability functions of the stress-cycles. How-
ever, neither the short time series were capable of assess-
ing the damage for the long-term nor the long computations 
were manageable or the probabilities obtained were repre-
sentative enough. One of the alternatives is to estimate the 
fatigue damage by using spectral methods. In this regard, the 
Probability Density Function (PDF) of the stress ranges can 
be estimated by using the Dirlik’s method [36]. However, 
a well-known limitation of this method is that it is unable 
to capture any bimodal character of a stress signal and fails 
to model signals with large periodicity which often appear 
in wind turbines [37]. Moreover, since the Dirlik’s method 
is based on the power spectrum, it contains information on 
the amplitudes but not on the phases, so it can not account 
for two or more signals that are in phase, thus producing a 
higher estimated damage. Spectral and frequency domain 
analysis allow for an easier handle of the problem. However, 

Fig. 6  Geometrical definition for tubular joints (T/Y joint)
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these methods show lower accuracy when compared with 
time-history methods [38].

Thus, the common trend in offshore engineering and par-
ticularly in the assessment of fatigue for wind turbines is 
the time history analysis [19, 39, 40]. For example, in [41] 
the estimation of fatigue from a linear regression based on 
Damage Equivalent Loads (DEL) for 10 min time-series 
is studied with promising results. Other authors have per-
formed a topology optimization of a jacket using 30 s-long 
simulations, considering that the cycles found in that inter-
val were repeated a number of times (design life/simulation 
time) [42].

Given the assumptions implied in the Palmgren-Miner 
rule, it is reasonable to think that the damage will continue 
to increase linearly. In this work a linear extrapolation model 
is presented for the estimation of long-term fatigue damage 
from shorter simulations.

For the short-term simulations, significant enough data 
is needed so that the loads and the structural response are 
completely developed. It is also necessary to make sure that 
high period cycles are not being cut out. The computational 
cost of the method must remain manageable. Since offshore 
standards recommend the 10 min period for the loading 
simulations, the linear extrapolation proposed in this work 
is based on the damage computed for 300 and 600 s. Note 
that the extrapolation is performed in the damage values 
and not in the number of cycles. For a given design life TL 
in seconds, the expected damage is stated as:

Figures 7 and 8 show two examples of the linearly estimated 
damage for a reference jacket. In both figures the points rep-
resent the damage obtained with simulations of the whole 
time-interval: 300, 600, 3600, 86,400 and 630,720,000 s. 
The dashed lines draw the estimated damage calculated 
using Eq. (20).

6  Optimization Problem 
and Time‑Dependent Constraint Handling

The final objective of this work is to develop a numerical 
technique for the optimization of jackets for OWT, consider-
ing the dynamic interaction between elements in a fully-cou-
pled model and the fatigue damage. This section is intended 
to deal with the definition of the optimization problem and 
the treatment of the time-dependent constraints.

The standard optimization problem can be written as:

subject to:

(20)DL = D300 +
D600 − D300

300

(
TL − 300

)

(21)minF(xxx)

where F is the objective function that depends on the set of 
n design variables xxx , gj are the m inequality constraints, hk 
are the l equality constraints and xm

i
 and xM

i
 are the minimum 

and maximum value of the design variables, the side con-
straints. In the following sections, the optimization problem, 
symbolically represented by 21 and 22, is described in detail. 
All the constraints are expressed as inequality constraints.

6.1  Objective Function and Design Variables

The structural optimization of the jacket is defined as a 
weight minimization problem. Considering the individual 
weight of the discrete elements of the jacket, the objective 
function is:

(22)
gj(xxx) ≤ 0; j = 1,m

hk(xxx) = 0; k = 1, l

xm
i
≤ xi ≤ xM

i
; i = 1, n
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Fig. 7  Calculated vs estimated damage for bar 121, node 2 hot-spot 1 
of a reference model
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Fig. 8  Calculated vs estimated damage for bar 33, node 1 hot-spot 2 
of a reference model
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where �s is the steel density, Di , ti and li are the diameter, 
thickness and length of the i-th element and n is the number 
of elements of the jacket.

A sizing optimization problem is proposed using the dimen-
sions of the tubular elements Di and ti as design variables and 
the width of the bottom and the top of the jacket �B and �T , 
allowing the general outline of the structure to vary, as seen 
in Fig. 9.

6.2  Design Constraints

The set of structural constraints imposed to the optimization 
problem is based on the requirements specified by the appli-
cable standards [20, 43].

The optimization problem is formulated using the following 
constraints: Fatigue Limit State (FLS) constraints set a limit 
for the fatigue damage at the joints of the structure. Natural 
frequency constraints impose restrictions to the first natural 
modes of vibration of the structure. Finally, Ultimate Limit 
State (ULS) constraints limit the stress level over the tubular 
elements at every instant of the dynamic problem.

6.2.1  Fatigue Limit Stress Constraints

The Fatigue Limit Stress constraint (FLS) ensures the feasi-
bility of the jacket during its design life under normal state 
operational conditions. In order to consider all the possible 
environmental conditions, each load case is weighted by a 
probability of appearance. Also, the fatigue damage is limited 
by a usage factor called Design Fatigue Factor (DFF). DFF can 
take values up to 10. In most cases (for example for hot-spots 
located in non-accessible areas and not planned for inspection 
or repair) a value of 3 is advised. Thus

(23)F = �s

n∑
i=1

(
�

4

(
D2

i
−
(
Di − 2ti

)2))
li

where Np is the total number of considered load cases and Pl 
is the probability of appearance of each load case.

The SCF parameters defined in [31] have been validated 
under certain geometrical limitations of the geometry of the 
joints. Thereby a group of geometrical constraints have to be 
included to guarantee the validity of the used SCF:

where the dimensions are those depicted in Fig. 6.

6.2.2  Natural Frequency Constraints

Offshore wind turbines are particularly dynamic sensitive 
due to the multiple cyclic loading and forcing frequencies. 
There are two forcing frequencies, the first is the rotational 
frequency of the rotor, usually called 1P. In addition, to 
tower dam effect generates another excitation frequency 
called the blade-passing frequency, usually denoted by 3P.

Figure 10 draws those two bands and the three available 
design domains: soft-soft, soft-stiff and stiff-stiff. Designs 

(24)gF =

Np∑
l=1

Pl

1

a

k∑
i=1

ni

(
t

tr

)k�m(
��i

)m
−

1

DFF
≤ 0

(25)

⎧⎪⎨⎪⎩

g�m = 0.2 −
d

D
≤ 0

g�M =
d

D
− 1.0 ≤ 0

⎫⎪⎬⎪⎭

⎧⎪⎨⎪⎩

g�m = 0.2 −
t

T
≤ 0

g�M =
t

T
− 1.0 ≤ 0

⎫⎪⎬⎪⎭
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⎧⎪⎨⎪⎩

g�m =
1

4
−

D

64T
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D
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⎫
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⎧⎪⎨⎪⎩

g�m =
1

10
−
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L
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⎧⎪⎨⎪⎩
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Fig. 9  Design variables for the optimization problem
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Fig. 10  1P and 2P frequency bands for the natural frequency con-
straints
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of jackets are recommended to fall in the soft-stiff region. 
The soft-soft domain is avoided since it is close to the typi-
cal peak frequency of the waves and the stiff-stiff region 
is rejected because it generates over-stiffed structures. The 
design region is established with a 10% margin.

The constraints are imposed on the first two natural fre-
quencies of the system:

6.3  Constraint Aggregation for Time‑Dependent 
ULS Constraints

ULS constraints are imposed as stated in [20] and [43]. 
Requirements are imposed to the strength of the elements 
of the jacket. The limitations include restrictions on com-
bined axial tension or compression and bending moment 
(buckling considered) and combined shear, bending moment 
and torsional moment. Different expressions are defined for 
submerged and non-submerged elements. For submerged 
elements actions are combined with hydrostatic pressure and 
an additional constraint for hoop buckling is imposed. A full 
description of the expressions and the specific parameters 
can be found in [52].

The proposed dynamic problem is solved by means of 
direct integration and thus, the response of the structure is 
computed at each time-step. This means that the stresses and 
the constraints are time-dependent. This implies no change 
in the FLS or the frequency constraints, but the ULS con-
straints have to be treated differently as different responses 
of the structure are obtained at each time-step. Dealing with 
time-dependent constraints is one of the major challenges in 
structural optimization including a dynamic response.

There are a number of different approaches to manage 
time-dependent constraints [44–46], for example all the 
values of the constraints at every single time-step can be 
used as constraints of the optimization problem (pointwise 
constraints approach). Other approach is to use only the 
point at which each constraint reaches its maximum value 
(worst case approach). An extensive review of the most used 
methods is carried out in [17].

Traditional approaches require a high computational 
effort and show a low efficiency or use non-continuous 
formulations that are non differentiable and thus produce 

(28)

⎧
⎪⎨⎪⎩

g�1m = 1.0 −
�1

�1P

≤ 0

g�1M =
�1

�3P

− 1.0 ≤ 0

⎫
⎪⎬⎪⎭

(29)

⎧
⎪⎨⎪⎩

g�2m = 1.0 −
�2

�1P

≤ 0

g�2M =
�2

�3P

− 1.0 ≤ 0

⎫
⎪⎬⎪⎭

problems when a sensitivity analysis is required. A number 
of methods are also non-smooth and can derive in numerical 
instabilities. The main problem is the fact that they do not 
accurately represent the actual dynamic state of the structure 
and there is a loss of information.

In this work, a novel approach to deal with time-
dependent constraints in structural dynamics optimiza-
tion, that is based on constraint aggregation functions, is 
proposed.

Constraint aggregation is a formulation commonly used 
in topology optimization for weight minimization under 
stress constraints. The behavior of the tensional constraints 
is evaluated over a finite region of the structure by smooth 
estimating functions to guarantee that they can be used 
with gradient-based optimization [47, 48]. In this case 
the Kreisselmeier-Steinhauser aggregation function (KS) 
is used [49].

The original formulation of the global aggregated func-
tion is:

where g is the value of the constraint being aggregated at 
each point of the domain, � is the domain of aggregation 
and � a parameter of the KS function.

While the selection of � for topology optimization 
allows the aggregation of constraints for specific locations 
of the domain, it lacks significance in the proposed time-
domain aggregation of constraints. Thus, the aggregation 
is extended over the whole time domain. Particularly, the 
discrete KS function used is:

where NT is the total number of time-steps, gj(xxx, ti) is the 
value of the j-th constraint at the i-th time-step.

The use of the above formulation for the dynamic opti-
mization problem is able to reduce the large-scale con-
strained optimization problem while the resulting con-
tinuously differentiable global function is suitable for 
gradient-based optimization and holds information about 
all the constraints (active or not).

In essence, the KS function contains information about 
all the constraints and weights them, giving more impor-
tance to the most violated or active constraints. The higher 
the value of � , the higher the influence of the violated 
constraints compared to others. In the limit � ⟶ ∞ , the 
function is equivalent to the worst case approach. How-
ever it still holds information about other constraints while 
the worst case approach does not.

(30)KS(g, �) =
1

�
ln

(
∫�

e�gd�

)

(31)G
j

KS
=

1

�
ln

(
NT∑
i=1

e� gj(xxx,ti)

)
−

1

�
ln(NT )
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Actually, the value of � has major influence on the opti-
mized design and the behavior of the aggregated constraint 
and how accurately it represents the information of all the 
constraints. In order to select � the behavior of GKS was 
studied. An example model with a number of constraints 
similar to that of the problem in hands is used. A 10% 
of the constraints are forced to be violated while the rest 
remains inactive. Figure 11 shows how the GKS function 
responds when a certain value for the violation of the con-
straints is imposed.

As mentioned, the higher the value of � the closest the 
function will be to the maximum value of gj . For low values 
of � it is also perceived that the KS function does not repre-
sent accurately the behavior of the constraints as a 10% of 
them are violated but the function does not dictate so. A suf-
ficiently large value is needed to detect the violations of the 
constraints. However, careful must be taken since if � is too 
large, the KS function is excessively nonlinear and produces 
unstable convergence.

Figure 12 shows that for a large number of violated con-
straints the requisites for � relax since these violated con-
straints begin to gain importance in the design.

7  Optimization Algorithm and Sensitivity 
Analysis

7.1  Sequential Linear Programming

The optimization problem proposed is solved by means of 
Sequential Linear Programming (SLP). Thus, the non-linear 
optimization problem proposed is solved iteratively by a 
sequence of approximated linear problems. The design vari-
ables xxx∗ , that minimize the objective function F(xxx) subject to 
the constraints gj(xxx) , are obtained modifying the design vari-
ables at each iteration by a term �xxx . The linear approxima-
tion of the objective function and the constraints is given by:

where �xxxk is:

where sssk denotes the direction of modification of the vari-
ables and �k is the step factor.

Obviously, the direction sssk at each iteration can be 
obtained by solving the following linear minimization 
problem:

Since the linearization of the original problem may trim the 
feasible design region and also lack accuracy, at each itera-
tion, upper and lower limits are imposed to the maximum 
variation of the design variables. These are called moving 
limits and are based on the current values of the variables. 
These moving limits are stablished as a ±5 % of maximum 
variation of each design variable between iterations. The 
directions of Eq.  (35) are solved by using the Simplex 
method [50].

7.2  Sensitivity Analysis

The application of Sequential Linear Programming requires 
a first order sensitivity analysis. Derivatives of the objec-
tive function and of the constraints with respect to the 
design variables have to be computed. Since the constraints 
depend on the stresses and displacements of the structure, 
the dynamic equation of motion has to be differentiated 
to obtain the sensitivities. The sensitivities can be solved 

(32)F(xxxk+1) ≈F(xxxk) +
dF(xxxk)

dxxx
�xxxk

(33)gj(xxx
k+1) ≈gj(xxx

k) +
dgj(xxx

k)

dxxx
�xxxk

(34)�xxxk = �k sssk

(35)
min

{
dF(xxxk)

dxxx
�xxxk

}

subject to:
dgj(xxx

k)

dxxx
�xxxk ≤ − gj(xxx

k) j = 1,m
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mainly by two methods, Direct Differentiation or Adjoint 
State Method. The main difference between both methods 
is in the involved computational cost. Since the number of 
design variables for the proposed problem is significantly 
smaller than the number of constraints, Direct Differentia-
tion is clearly advantageous [51].

All the sensitivities, except the fatigue damage sensitivity, 
are calculated by analitical differentiation. Further details 
of the particular expressions can be consulted in [52]. The 
following sections describe the sensitivities that require a 
special treatment in the differentiation. The sensitivities are 
expressed in terms of directional derivatives. Given a direc-
tion sss in which the actual design variables ( xxx ) are modified, 
the derivative for any given function f (xxx) will be written as:

7.2.1  Length Derivative

The structural constraints and the objective function depend 
on the length of the elements of the jackets. The length is not 
a design variable but a function of the bottom and top widths 
of the jacket (geometric design variables). The sensitivity of 
the length of the elements is explained.

The length of any element can be obtained from the coor-
dinates of its nodes as:

The expression can be differentiated as:

Thus, the derivatives of the coordinates with respect to the 
design variables are needed. Figure 13 shows the geometri-
cal changes with a modification of the geometrical variables.

The straight line of the legs of the jacket can be defined 
by the equation of the X coordinate of the legs at any height 
Z. Since the origin is set in the center of the jacket then 
X(Z) = �(Z)∕2 as shown in Fig. 13.

(36)Ds f (xxx) = lim
�→0

f (xxx + �sss) − f (xxx)

�

(37)Li =

√(
Xi,2 − Xi,1

)2
+
(
Yi,2 − Yi,1

)2
+
(
Zi,2 − Zi,1

)2

(38)

DsLi =
1

2

((
Xi,2 − Xi,1

)2
+
(
Yi,2 − Yi,1

)2
+
(
Zi,2 − Zi,1

)2)−1∕2

[
2(Xi,2 − Xi,1)

(
DsXi,2 − DsXi,1

)

+ 2(Yi,2 − Yi,1)
(
DsYi,2 − DsYi,1

)

+2(Zi,2 − Zi,1)
(
DsZi,2 − DsZi,1

)]

=
1

Li

[
(Xi,2 − Xi,1)

(
DsXi,2 − DsXi,1

)

+ (Yi,2 − Yi,1)
(
DsYi,2 − DsYi,1

)

+(Zi,2 − Zi,1)
(
DsZi,2 − DsZi,1

)]

(39)�(Z) = Z
�T − �B

H
+ �B ⟶ X(Z) =

Z

2

�T − �B

H
+

�B

2

where �B and �T are the bottom and top widths of the jacket 
and H the total height.

The same can be applied to the Y coordinate since the 
jacket is symmetric in the XY plane:

The above expressions can be differentiated with respect to 
the geometrical variables:

The derivative of the Z coordinates is also needed. Since 
the Z coordinate of the intersection joints of the X braces 
changes with the design variables, the Z coordinate needs to 
be expressed as a function of the design variables.

Given any block of the jacket as drawn in Fig. 14, the height 
of the central node can be expressed in terms of the angle � , 
that is:

(40)Y(Z) =
Z

2

�T − �B

H
+

�B

2
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where X is the coordinate of the center of the block and 
X0 = −�k,l∕2

Then, the local coordinate Z of the joint can be defined as:

Since �j,1 = 2Xj,1 and �j,2 = 2Xj,2 , as shown in Fig. 19:

These coordinates can be derived with respect to the design 
variables according to (41). Finally, the derivative of the z 
coordinate of the intersection nodes can be obtained as:

where

7.2.2  Aggregated Constraints Derivative

The use of constraint aggregation functions is proposed 
to aggregate the ULS constraints in the time domain. The 
methodology allows an enormous reduction of the size of the 
problem still being differentiable and retaining information 
about all the constraints, active or not.

The formulation allows to transform a very large set of 
discrete values of constraints into a continuously differenti-
able function.

(43)Z = Zj,1 +
hj �j,1

�j,1 + �j,2

(44)Z = Zj,1 +
hj 2Xj,1

2Xj,1 + 2Xj,2

(45)

⎧⎪⎨⎪⎩
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d�B

=
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�Xj,1
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d�B
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d�T
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d�T
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(46)
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�Z
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(Xj,1+Xj,2)
2

�Z

�Xj,2

= −
hjXj,1
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2

Note that, even though the constraint aggregation strategy 
reduces significantly the problem, all the values of the con-
straints ( gj(xxx, ti) ) and their respective derivatives ( Dsgj(xxx, ti) ) 
have to be computed at every time-step.

7.2.3  FLS Constraint Derivative

Considering that the number of stress blocks counted by the 
Rainflow ni is not affected by changes in the design variables 
Eq. (24) can be derived to obtain:

The problem of the above expression resides in the calcu-
lation of Ds��i . In [53] authors postulate that an analyti-
cal approach to obtain the derivatives of the fatigue life is 
barely impossible due to the fact that the damage is calcu-
lated counting the peaks and valleys of the stresses record. 
They also stand up for the use of a finite difference scheme 
to compute the sensitivities.

In [8, 12] the authors propose an analytical formulation 
to differentiate the stress cycles ��i . The methodology con-
siders the stress cycles individually and not binning them 
into blocks. The stress ranges ��i given by the Rainflow are 
arranged in bins i that arise from various stress cycles of the 
same amplitude occurring at different times.

Thus, there is not a direct analytical derivative for the stress 
cycles counted by the rainflow algorithm. Thereby the sensi-
tivity of the damage and so, of the fatigue constraint, need to 
be assessed differently. In the absence of analytical gradients, 
finite differences is the common methodology used. However, 
using a pure finite difference approach involves the modifica-
tion of every single design variable at least once, solve the 
simulation, obtain the damage for each perturbation and then 
find the sensitivities for each variable. This process demands 
a high computing cost.

Nevertheless, given the analytical derivative of the stresses 
��

��
 with respect to a design variable � , the stresses for a given 

perturbation of the design variables �� can be approximated 
as:

(47)
DsG

j

KS
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∑NT
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Fig. 14  Z coordinate of the intersection in X joints
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Now the rainflow algorithm can be used on all the perturbed 
stresses at the hot-spots to obtain the damage of the modified 
designs D(� + ��) . The numerical derivative of the damage 
for each design variable can be obtained as:

The above methodology allows to avoid as many solutions of 
the dynamic equation as design variables are defined. Even 
though, the cost for this analysis is still extremely high, not 
only in CPU time but also in storage since the Rainflow 
algorithm has to be used again to count all the modified 
stresses.

An additional advantage is that, since the counting process 
is repeated, the possible variation in the number of cycles ni , 
that was neglected by (48), can be accounted for.

Additionally, since the SCF have major impact on the 
fatigue damage computed, it is mandatory to include their 
derivatives as part of the sensitivity analysis.

7.2.4  Frequency Constraint Derivative

Constraints are imposed on the first two natural frequencies of 
the system which are obtained by solving a generalized inverse 
eigenvalue problem:

where �i and ���i are the i-th eigenvalue and the corresponding 
eigenvector respectively.

The sensitivities can be obtained as.

since the eigenvectors are KKK-orthogonal:

then

8  Numerical Results

This section is intended to show the performance of the opti-
mization method on a coupled OWT model.

(50)
�D

��
≈

D(� + ��) − D(�)

��

(51)MMM���i = �i KKK���i

(52)

DsMMM���i +MMMDs���i = Ds�iKKK���i + �iDsKKK���i + �iKKKDs���i
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(
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)
Ds�i = Ds�i KKK���i + �i DsKKK���i

���t
i
DsMMM���i +

= 0
⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞⏞

���t
i

(
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)
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= ���t
i
Ds�i KKK���i +���t

i
�i DsKKK���i

(53)Ds�i���
t
i
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(54)
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i
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i

(
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)
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8.1  Reference Structure

Even though, the number of offshore wind farms is rapidly 
increasing and jacket substructures are being installed more 
and more often, jacket designs are not easily available. One 
of the most extended public models is the one defined in 
[54] and completed with the full description of all the ele-
ments of the OWT in [27, 55]. Those references detail the 
geometry and characteristics of the wind turbine tower, the 
rotor-nacelle assembly, the blades (including aerodynamic 
properties), transition piece and jacket substructure. Particu-
larly, the defined jacket is the one drawn in Fig. 15. The 
cross-sections of the elements are displayed in Table 1 and 
additional properties are shown in Table 2

The tubular structure is a 65.65 m high jacket being its 
bottom and top widths 12.0 and 8.0 m respectively. The 
structure is clamped at 50 m deep and formed by 4 lev-
els of X sections and a horizontal bracing bar at the bot-
tom. The S275 steel of the pipes has an elastic modulus 
E = 2.1 108 kN∕m2 , a poisson modulus of � = 0.3 and a 
density of 7.85 t/m. The initial jacket mass is 673.810 t with 
the proposed model where the references state a mass of 
673.718. That means only a 0.014% deviation.

The jacket is formed by 4 different cross-sections, two for 
the legs, one for the braces and the last one for the 4 verti-
cal bars embedded in the transition piece. This is the initial 
configuration defined by the UpWind Reference jacket. The 
optimization design variables are not limited to that classi-
fication of the structural elements although they do have to 
respect the structural symmetry.

8.2  Approximation of Environmental Data

In this numerical example, a test case is presented where a 
small lumped scatter diagram that comprises the information 
of a bigger scatter diagram is optimized. Five load cases are 
imposed where four of them correspond to FLS cases and 
one for ULS as seen in Table 3. Different rotating speeds are 
set for each load case according to [55].

In this example 22 design variables are used, 10 diam-
eters, 10 thicknesses and 2 geometry variables distributed 
according to Fig. 15. A time-step of �t = 0.1 was used in the 
time-integration scheme. With that setup the analysis took 
nearly 50 min per iteration.

The optimum is reached in 284 iterations and 223 hours 
of computing time. Optimum design is drawn in Fig. 16 and 
the evolution of the design and the values of the objective 
function in Fig. 17. The optimum weight achieved is 302.554 
t. The optimum design presents 448 active constraints: 266 
ULS, 52 FLS, 128 dimensional and the 2 natural frequency 
constraints. Table 4 shows the values for the initial and the 
optimum design variables.
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While 284 iterations might seem too many structural 
reanalysis, the optimization methodology already reaches a 
weight of 305.974 t at iteration 78. From that point on, the 

algorithm oscillates around the optimum. This is caused by 
the linearization of the constraints and the first order infor-
mation. The developed methodology could be sped up by 
the implementation of a second order sensitivity analysis.

The optimum design clearly tends to a wider bottom and 
top bases. While in the first stage of the optimization pro-
cess, corresponding to a fast reduction of the objective func-
tion, almost every design variable is decreased, from itera-
tion 30 on, most of the variables keep descending while the 
shape of the jacket starts to increase. That is a consequence 
of the natural frequency constraints as seen in the following 
example.

8.3  Impact of the Natural Frequency Constraints

In order to illustrate the high impact the natural frequency 
constraints have on the optimization process three modified 
designs are proposed as initial point (Fig. 18).

Designs change in the number of X bracing blocks with 
the heights of Table 5. Each design is named by the number 
of X blocks, and their initial weights in order are: 666.04, 
673.81, 715.23 and 737.88 tones. Note that all the modi-
fied designs keep the mean sea level between two different 
blocks. Additionally, the 6X jacket is similar to the 5X jacket 
just dividing the first block into two of the same height. 
Each block of the structures has its own 4 design variables, 
separating the section (D, t) of the legs and the section of the 
braces, except the 6X jacket where the two bottom blocks 
share the same 4 design variables. The initial distribution 
of the cross-sections is the same as the previous example. 
Design variables have been also numbered following the 
order of Fig. 15.

Fig. 15  Jacket geometry

Table 1  Cross-sections of the elements of the jacket (see Fig.15)

D (m) t (m) A ( m2) I ( m4) J ( m4)

1 0.800 0.020 0.04901 0.00373 0.00187
2 1.200 0.050 0.18064 0.02992 0.01496
3 1.200 0.035 0.12810 0.02175 0.01088
4 1.200 0.040 0.14577 0.00246 0.01227

Table 2  Additional masses of the model

Additional masses:

1 Marine growth: − 40 ≤ z ≤ −2

t = 0.100

� = 1.1 t∕m3

2 Flooded piles: z ≤ MSL

� = 1.025 t∕m3

Table 3  Description of the lumped load cases for ULS and FLS

Case Hs (m) T (s) Vhub (m/s) P (%)

ULS 9.40 13.70 42.73 –
FLS 1 1.07 6.03 2.00 19.163
FLS 2 1.31 5.67 8.00 52.143
FLS 3 2.47 6.71 18.00 22.120
FLS 4 4.46 8.86 30.00 6.574
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Structures are subjected to a single load case combining 
wind and waves. A 6 m high wave with 10 s of period and a 
shear wind 8 m/s at the hub are applied. The DFF considered 
is 3 for every joint of the jacket.

Figure 19 plots the value of the objective function through 
the optimization process for the four designs and also draws 
their optimum designs. The exact values for the design vari-
ables, optimized weight, number of iterations and number 
of active constraints at the optimum are shown in Tables 6, 
7 and 8.

The main perceivable difference between the optimum 
designs corresponds to the geometrical design variables. The 
3X and 5X designs tend to a conical shape where the 4X 
and the 6X designs are more rectangular shaped. The main 

D3, t3

D2, t2

D1, t1

D4, t4

D5, t5

D6, t6

D7, t7

D8, t8

D9, t9

D10, t10

WB

WT

Fig. 16  Optimized design and distribution of the design variables
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reason for this tendency in the optimum designs is the lower 
limit for the natural frequency constraints Fig. 20.

As the sizing and geometry design variables initially 
decrease, so do the stiffness and mass of the structure. 
Since the reduction is more pronounced in stiffness than in 
mass, the frequency of the first natural modes of vibration is 

lowered. Precisely at the point where the first modes reach 
the lower limit, the algorithm can not keep decreasing all the 
design variables without violating the constraints. Thereby, 
the design chooses to increase the geometry design variables 
and with them the general size of the jacket while it keeps 
decreasing the sizes of the individual elements. There are 
two main reasons for this tendency. The first is the fact that 
the first natural frequencies correspond to global bending 
modes of vibration and thus, when the size of the bottom and 
top bases is increased the global inertia of the jacket is raised 
and helps maintaining the value of the natural frequency. 
And second, the objective function of the optimization prob-
lem is more sensitive to changes in the cross-sections of 
the elements than in the geometry of the jacket, thereby, to 
keep reducing the diameters and thicknesses allows a greater 
reduction of the weight of the structure.
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Fig. 17  Evolution of the objective function and designs

Fig. 18  Evolution of the objective function and designs

Table 5  Height of the X bracing 
blocks in the modified designs. 
Dimensions in m

H
1

H
2

H
3

H
4

H
5

H
6

3x 22.892 20.235 15.615 – – –
4x 18.513 15.692 13.300 11.237 – –
5x 18.701 13.978 10.448 7.809 7.806 –
6x 9.351 9.351 13.978 10.448 7.809 7.806
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Fig. 19  Evolution of the objective function for the modified designs

Table 6  Weight (t), iterations, active constraints and shape design 
variables (m) at the optimum changing the height of the blocks

Wop Itera Active Wb Wt

3X 327.165 263 170 14.778 5.663
4X 293.380 196 205 13.862 9.153
5X 309.708 250 304 16.416 6.679
6X 298.874 221 282 12.948 10.967
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9  Conclusions

In this work a methodology for the optimization of steel 
jackets for offshore wind turbines is proposed. The whole 
system behavior is simulated by means of a fully-coupled 
model (including the substructure, the transition piece, the 
turbine tower, the rotor-nacelle assembly and the blades). 

The computational model takes into account the continu-
ous rotation of the blades. The dynamics of the structure 
are solved by means of a non-linear time-integration algo-
rithm. A new method is proposed for assessing the long-
term fatigue damage of the steel joints on the basis of a 
linear extrapolation of the results predicted by short-term 
simulations. A novel formulation for the treatment of time-
dependent constraints in transient response optimization of 
structures is proposed. This technique is based on constraint 

Table 7  Diameter in meters of the designs changing the height of the 
blocks

3X 4X 5X 6X

D
1

0.725 0.500 0.607 0.500
D

2
0.500 0.500 0.500 0.500

D
3

0.500 0.500 0.500 0.500
D

4
0.500 0.500 0.500 0.500

D
5

0.866 0.500 0.500 0.500
D

6
1.084 0.500 0.500 0.500

D
7

0.901 0.778 0.645 0.547
D

8
0.500 0.616 0.822 0.583

D
9

– 0.563 0.615 0.612
D

10
– 0.500 0.673 0.501

D
11

– – 0.530 0.544
D

12
– – 0.500 0.500

Table 8  Thickness in 
millimeters of the designs 
changing the height of the 
blocks

3X 4X 5X 6X

t
1

8.6 9.4 7.2 5.9
t
2

15.8 15.0 16.6 13.4
t
3

10.3 11.7 10.8 10.8
t
4

9.8 9.9 9.7 9.4
t
5

21.2 10.3 10.1 8.0
t
6

16.9 22.5 11.3 8.2
t
7

14.9 16.6 23.7 23.9
t
8

4.1 15.2 17.1 19.2
t
9

– 14.1 13.0 13.3
t
10

– 11.0 10.7 16.2
t
11

– – 16.9 14.3
t
12

– – 5.4 6.5

Fig. 20  Evolution of the objective function and designs
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aggregation functions, and it allows to perform an efficient 
and condensed treatment of the time-dependent constraints 
in this kind of structural dynamics problems without loss 
of information on the structural response. Constraints that 
account for restrictions on the fatigue damage and on natu-
ral frequencies are also imposed. The objective function to 
be minimized is the weight of the jacket. The design vari-
ables are two parameters that define the general shape of 
the jacket, along with the dimensions of the cross-sections 
of the structural members, thus giving a mixed (shape and 
sizing) optimization model. The optimization algorithm is 
based on the Sequential Linear Programming concept. The 
proposed methodology has been tested in real problems. The 
results exhibit significant weight reductions, and prove the 
efficiency, the reliability and the robustness of the proposed 
techniques. It can be noticed that the natural frequency con-
straints seem to have the most determinant impact on the 
optimum shape of the structure. From the reverse point of 
view, taking into account the variables that define the shape 
of the jacket in the optimization process allows for signifi-
cant further reductions in the weight of the structure without 
violating the natural frequency constraints.
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