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Abstract
Recent advancements in human–machine interfaces (HMIs), the Internet of Things (IoT), healthcare, and robotics have driven 
the need for technologies facilitating natural and intuitive interactions between users and devices. Central to this development 
are bio-inspired sensory electronics that emulate the sophisticated structures and functions of human sensory organs. This 
review comprehensively explores the latest advancements in flexible sensory electronics, which draw inspiration from the 
human somatosensory system, specifically tactile, auditory, and gustatory organs, to enhance user experiences in various 
applications. We discuss the underlying biological sensing mechanisms of each sensory organ and provide an overview of 
the materials, structures, and performances of devices that mimic them. For tactile sensors, we introduce fingertip-skin-
inspired interlocked microstructures and mechanoreceptor-inspired multiple transduction modes that enable the detection 
and discrimination of static and dynamic tactile stimuli. In the auditory domain, we discuss cochlear-inspired acoustic sen-
sors with frequency selectivity that allow for advanced sound processing and manipulation. Finally, artificial taste sensors 
integrated with taste receptor proteins or mimicking structures closely replicate human taste perception. The application of 
these human-inspired sensors in user-interactive interfaces, such as haptic-feedback rings for virtual reality, sound-driven 
robotics, and robotic taste-sensing systems, demonstrates their potential to revolutionize various fields. By understanding and 
mimicking biological sensory mechanisms, the development of artificial sensory electronics will continue to drive innovation 
in flexible sensory electronics and enhance user experiences through multimodal sensory integration.

Keywords Bio-inspired sensory electronics · Flexible sensor · Pressure sensor · Frequency-selective acoustic sensor · Taste 
sensor

Introduction

There has been an emerging demand for the technologies 
allowing natural and intuitive interactions between users 
and devices for applications in human–machine interfaces 
(HMIs), the Internet of Things (IoT), healthcare, and robot-
ics [1–3]. For instance, the involvement of all five human 
senses is crucial for reproducing all human experiences 
under a truly immersive environment in virtual reality (VR) 
and augmented reality (AR) applications. Such sensory inte-
gration with haptic feedback allows users to experience a 
more realistic and engaging virtual world, enhancing both 

the user experience and practical applications of VR and AR 
technologies [4–6]. Recently, drawing inspiration from the 
structures and functions of sensory organs of living organ-
isms, many bio-inspired sensors with great sensing perfor-
mances have been reported [7–9]. Biological sensory organs, 
optimized through long evolutionary processes, exhibit 
outstanding sensitivity, selectivity, and adaptability. These 
characteristics make them ideal models for the development 
of bio-inspired sensory electronic devices. As depicted in 
Fig. 1, human sensory organs are categorized into five types: 
vision, hearing, olfactory, taste, and touch, each with unique 
structures and sensing mechanisms for perceiving and pro-
cessing external stimuli. The development of bio-inspired 
electronics, which integrate touch, vision, hearing, olfactory, 
and taste sensors, addresses the growing need for natural and 
intuitive user–device interactions [10].

Among the five types of sensors, touch sensors play a 
crucial role by accurately perceiving input stimuli, which 
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is a fundamental step enabling the provision of appropri-
ate haptic feedback, ultimately allowing users to feel and 
manipulate virtual or remote objects with enhanced preci-
sion. [4, 11]. This is particularly important in applications 
such as VR gaming, teleoperation, and robotic surgery, 
where tactile sensing and feedback can greatly enhance 

the user’s sense of presence and control. Similarly, sound 
sensors enable voice control and command recognition in 
HMIs, enhancing robots’ auditory perception for improved 
interaction [12, 13]. Taste sensors can enhance the capa-
bilities of robots in food quality assessment and chemi-
cal analysis [14]. In healthcare, they contribute to disease 

Fig. 1  Overview of artificial sensory electronics mimicking human 
somatosensory system. (1) Anatomy of human sensing system: ret-
ina.  Reproduced from Ref. [22]. Copyright 2020, Springer Nature. 
Cochlea. Reproduced from Ref. [45]. Copyright 2023, Wiley. Olfac-
tory nerve. Reproduced from Ref. [25]. Copyright 2023, Springer 
Nature. Taste buds. Reproduced from Ref. [53]. Copyright 2006, 
Springer Nature. Mechanoreceptors. Reproduced from Ref. [31]. 
Copyright 2018, MDPI. (2) Mimicking human sensing system: 
vision sensor. Reproduced from Ref. [26]. Copyright 2017, Springer 
Nature. Acoustic sensor. Reproduced from Ref. [50]. Copyright 
2022, American Association for the Advancement of Science. Olfac-
tory sensor. Reproduced from Ref. [25]. Copyright 2023, Springer 

Nature. Taste sensor. Reproduced from Ref. [65]. Copyright 2020, 
American Association for the Advancement of Science. Pressure sen-
sor. Reproduced from Ref. [37]. Copyright 2015, American Associa-
tion for the Advancement of Science. (3) Metaverse: virtual reality. 
Reproduced from Ref. [23]. Copyright 2023, Springer Nature. Tele-
haptics. Reproduced from Ref. [4]. Copyright 2021, Wiley. (4) Robot-
ics: object recognition. Reproduced from Ref. [24]. Copyright 2022, 
Springer Nature. Taste recognition. Reproduced from Ref. [14]. Cop-
yright 2018, American Chemical Society. (5) Smart interface: breath 
disease diagnosis. Reproduced from Ref. [25]. Copyright 2023, 
Springer Nature. Dynamic HMI. Reproduced from Ref. [50]. Copy-
right 2022, American Association for the Advancement of Science
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diagnosis and monitoring [15, 16]. Although the sense 
of taste has complexity of multisensory perception [17], 
artificial taste sensors are essential for detection and digi-
tization of diverse taste information, enabling the potential 
implementation of gustatory sensations in virtual environ-
ments, thus enhancing immersive experiences in VR/AR 
[18, 19]. Artificial vision allows machines to perceive and 
interpret visual information, facilitating accurate track-
ing, object recognition, and seamless integration in VR/
AR applications [20]. Vision sensors in human–machine 
interfaces enable gesture recognition, eye tracking, and 
facial expression analysis, fostering more natural inter-
actions [21]. In addition, artificial visual sensor inspired 
by the hemispherical structure of retina has potential to 
achieve the high-performance artificial vision resolution, 
compared to that based on planar structure [22]. Olfactory 
sensors can detect specific scents, enabling scent-based 
emotional recognition in VR/AR [23], or enhancing the 
object recognition by detecting odor of various objects, 
combining with tactile sensing array without visual input 
[24]. In healthcare, olfactory sensors assist in disease 
diagnosis and monitoring by detecting, for example, spe-
cific volatile organic compounds [25]. The sophisticated 
structures and functions of these biological sensory organs 
provide significant inspiration for the development of next-
generation sensors with high sensitivity, selectivity, and 
flexibility.

Among bio-inspired sensory electronics, vision-mim-
icking sensors have garnered significant attention due to 
the crucial role of vision in human perception, rapid tech-
nological advancements, and a wide range of applications 
[26, 27]. Conversely, research on olfactory-mimicking sen-
sors has lagged behind other sensory-mimicking sensors, 
which can be attributed to the complexity of the human 
olfactory system, the vast diversity of odor molecules, and 
the subjective nature of odor perception [28, 29]. Techni-
cal challenges such as creating selective sensors, lack of 
standardization, limited reference materials, and the pres-
ence of interferents have also hindered the development 
of olfactory sensors. For those interested in a more com-
prehensive understanding of the current state-of-the-art 
technologies in artificial vision and olfactory systems, we 
recommend exploring dedicated reviews focusing on these 
specific sensory domains within the broader field of artifi-
cial sensory electronics [7, 9]. In contrast, recent advance-
ments in sensor technologies and the growing demand for 
multisensory experiences have led to the increased inter-
est in sensors mimicking touch, hearing, and taste. These 
sensory modalities offer unique opportunities for creating 
immersive and interactive user experiences by providing 
rich and intuitive feedback to users. As touch, hearing, and 
taste technologies continues to advance, they will drive 
future innovations in interactive interfaces, enabling richer 

and more realistic user experiences through multimodal 
sensory integration.

This review focuses on the latest flexible sensory elec-
tronics that mimic the structures and functions of human 
tactile, auditory, and gustatory organs. We will introduce 
the biological sensing mechanisms of each sensory organ 
and provide a detailed overview of the structures, materi-
als, and performances of the devices that emulate them. To 
consolidate key information, each section concludes with 
a table summarizing essential findings and characteristics 
of human mimicking sensors. Furthermore, we will discuss 
the potential applications and future development directions 
of these devices. In this way, we aim to provide insight into 
how biomimetic technology can drive innovation in flex-
ible sensory electronics while also playing a significant role 
in various fields such as wearable devices, biosensors, and 
human–machine interfaces.

Flexible Pressure Sensors Mimicking Human 
Mechanoreceptors

Humans perceive the tactile information by converting the 
external stimuli into electrical signals through biological 
mechanoreceptors. As depicted in Fig. 2a, when mechanical 
stimuli are applied to the epidermis layer, they activate four 
types of mechanoreceptors embedded in the dermis layer, 
each responding to different types of stimuli. Merkel cells 
and Ruffini’s corpuscles respond to sustained pressure and 
low-frequency vibrations (0.5–30 Hz), as well as stretching 
and sustained pressure, and are classified as slow-adaptive 
(SA) types. In contrast, Meissner’s corpuscles and Pacinian 
corpuscles effectively respond to low-frequency (10–50 Hz) 
dynamic skin deformation and high-frequency vibration 
(40–500 Hz) and are categorized as fast-adaptive (FA) 
types [30, 31]. These mechanoreceptors convert mechani-
cal stimuli into electrical signals (action potentials) that are 
transmitted through the FA and SA afferent nerve fibers to 
the brain for further processing.

As the field of e-skin advanced, researchers began to rec-
ognize the importance of mimicking not only the sensory 
functions but also the intricate microstructures of human 
skin. Studies have shown that the presence of fingerprint-like 
patterns and interlocked microstructures between the epider-
mal and dermal layers play a crucial role in enhancing tactile 
sensitivity and efficiently transferring stimuli to mechano-
receptors [32]. Consequently, researchers have developed 
e-skins with bio-inspired microstructures, such as inter-
locked microdome [33], micropillar [34, 35], and pyrami-
dal micropatterns [36], to improve pressure sensitivity and 
expand the dynamic range of sensing. However, many pre-
vious pressure sensors have been limited in their ability to 
fully mimic human mechanoreceptors. For instance, piezo-
electric and triboelectric sensors excel at detecting dynamic 
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stimuli with high frequency, but they cannot maintain signals 
under static conditions, rendering static pressure detection 
impossible. In contrast, piezoresistive and capacitive sensors 
effectively detect the static pressure but lag in responding to 
high-frequency inputs due to their slower response times. 
Therefore, these sensors can detect either static or dynamic 
pressure, depending on their transduction mechanisms, but 
not both simultaneously.

This limitation has hindered the development of sensors 
capable of detecting and differentiating between static and 
dynamic tactile stimuli with high sensitivity. To overcome 
these limitations, researchers have sought to develop sen-
sors that can mimic human mechanoreceptors, enabling 
the sensing of both static and dynamic pressures in a single 

device. Hybrid sensors with multiple signal transduction 
modes have emerged as a promising solution, as they can be 
independently sensing static and dynamic forces. Drawing 
inspiration from the concept of FA and SA mechanorecep-
tors, Park et al. developed a microstructured ferroelectric 
skin that can discriminate between static and dynamic tac-
tile stimuli [37]. The key feature of this e-skin lies in its 
design, which includes microstructured ferroelectric films 
made from reduced graphene oxide (rGO)/poly(vinylidene 
fluoride) (PVDF) composites with interlocked microdome 
arrays and fingerprint-like microridges on their surface. This 
unique structure enhances the piezoelectric, pyroelectric, 
and piezoresistive sensing capabilities of the films for static 
and dynamic tactile and thermal signals. The interlocked 

Fig. 2  Flexible pressure sensors mimicking human mechanorecep-
tors. a Cross-sectional illustration of human skin featuring vari-
ous mechanoreceptors corresponding with distinct SA/FA percep-
tion characteristics.  Reproduced from Ref. [31]. Copyright 2018, 
MDPI. b Micro-structured ferroelectric skin emulating interlocked 
microridge structure of human skin with a fingertip pattern. Repro-
duced form Ref. [37]. Copyright 2015, American Association for 
the Advancement of Science. c Artificial SA/FA mechanoreceptors 
utilizing piezoelectric-ionic and piezoelectric transduction mecha-
nisms. Reproduced form Ref. [38]. Copyright 2023, Wiley. d Action 
potential-driven synapse inspired tactile sensor, converting SA/FA 

signals into spike patterns. Reproduced form Ref. [39]. Copyright 
2021, Springer nature. e Ion-channel gating inspired mechanoreceptor 
sensor, integrating piezoelectric and ion channel system for FA/SA 
signals. Reproduced form Ref. [40]. Copyright 2018, Wiley. f Single-
mode, self-powered mechanoreceptors combining triboelectric and 
potentiometric principles for FA/SA adaption. Reproduced form Ref. 
[43]. Copyright 2020, Wiley. g Piezoionic mechanoreceptors imitat-
ing the human somatosensory system. Reproduced form Ref. [44]. 
Copyright 2022, American Association for the Advancement of Sci-
ence
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microdome arrays improve pressure sensitivity and tempera-
ture sensing, while the fingerprint-like microridges enhance 
texture perception. The rGO/PVDF composites enable pie-
zoelectric and pyroelectric properties for detecting dynamic 
touch and temperature. By mimicking the structure and func-
tions of human fingertip skin, this e-skin can simultaneously 
detect and discriminate between multiple tactile stimuli, 
including static and dynamic pressure, temperature, and 
vibration (Fig. 2b). In addition, the signal transduction of 
human sensation is based on the ion movement. Therefore, 
it is important to reduce the impedance from signal transduc-
tion difference between human skin and wearable devices. 
To achieve it, Huynh et al. demonstrated bio-inspired arti-
ficial FA and SA mechanoreceptors using piezoelectric and 
piezoelectric-ionic coupling effects [38]. The FA sensor is 
based on a piezoelectric poly(vinylidene fluoride-trifluoro-
ethylene)(P(VDF-TrFE)) thin film, while the SA sensor is 
based on a P(VDF-TrFE) and 1-ethyl-3-methylimidazolium 
(EMIM-TFSI) ionogel. Furthermore, the researchers inte-
grated these self-powered FA/SA sensors with synaptic 
electrolyte-gated field-effect transistors (EGFETs) to create 
artificial neuromorphic perception systems, paving the way 
for more advanced and human-like sensing capabilities in 
electronic skin devices (Fig. 2c).

In addition to the role of mechanoreceptors in indepen-
dently detecting stimuli, there has been active research on 
developing tactile sensors that mimic the sensory transmis-
sion mechanisms based on action potential-driven synapses 
and ion channel gating. Figure 2d shows a system composed 
of particle-based polymer composite sensors that selectively 
respond to pressure and vibration, mimicking the SA and FA 
mechanoreceptors in human skin [39]. These sensors are 
fabricated by incorporating SA-mimicking rGO sheets and 
FA-mimicking BaTiO3 nanoparticles into a polydimethylsi-
loxane (PDMS) matrix. The rGO sheets provide piezoresis-
tive responses to static pressure, while the BaTiO3 nanopar-
ticles generate piezoelectric responses to dynamic pressure 
or vibration. Furthermore, an artificial finger is developed by 
integrating the sensors with a ridge-patterned structure mim-
icking the human fingerprint. The SA/FA data collected by 
each sensor is converted into spike patterns similar to action 
potentials. When combined with a deep learning algorithm, 
the artificial finger can learn, classify, and predict fine and 
complex textures. This novel tactile skin system represents 
a significant advancement in reproducing the human tac-
tile sensing mechanism through the seamless integration of 
bio-inspired materials, structures, and signal processing. For 
achieving the ion channel gating mechanism, Fig. 2e dem-
onstrates a self-powered cutaneous mechanoreceptor sensor 
by integrating a piezoelectric film (PVDF) for generating FA 
signals and an ion channel system (comprising a polyaniline 
solution and a porous membrane) to generate SA signals. 
In this system, ions flow through the pores in response to 

external static pressure, mimicking the ion flux though a 
mechanosensitive ion channel membrane. This ability ena-
bles the simultaneous detection of static and dynamic pres-
sure with high sensitivity [40].

Previous works on mechanoreceptors often faced limita-
tions such as complicated device structures [40], multiple 
sensing elements requiring separate measurement setups, 
and increased power consumption [41, 42]. While some 
advancements have enabled the simultaneous detection and 
discrimination between static and dynamic stimuli, these 
solutions were not without their drawbacks, hindering their 
widespread application and practical use. To overcome 
these challenges, Wu et al. advanced the field by fabricat-
ing a single-mode, self-adapting, and self-powered mecha-
noreceptor that mimics both SA and FA responses within 
a single composite material, building on the concept of 
combining different signal transduction mechanisms [43]. 
This approach simplifies the fabrication process while main-
taining the desired functionality. The device consists of a 
microstructured friction layer (PDMS) for the triboelectric 
component and a microstructured electrolyte (PVA/NaCl/
Gly) for the potentiometric component. When subjected to 
mechanical stimuli, the potentiometric sensing mode gen-
erates a sustained response, while the triboelectric mode 
produces instantaneous voltage spikes at the beginning and 
end of the stimulation. The hybridization of these two sens-
ing principles results in a single-mode voltage output that 
inherits both static and dynamic pressure-sensing character-
istics, enabling the detection and discrimination of complex 
stimuli (Fig. 2f).

While the aforementioned studies focus on mimicking 
the human somatosensory system using artificial materials 
and structures, Dobashi et al. take a different approach by 
investigating the fundamental operating principles of biolog-
ical mechanoreceptors (Fig. 2g). The human somatosensory 
system primarily operates through ionic currents across the 
ionic channel membrane to detect stimuli, transmit signals, 
and perceive tactile information. Inspired by this mecha-
nism, Dobashi et al. present piezoionic mechanoreceptors 
based solely on ion movements, investigating hydrogel-
based pressure sensors that generate ionic currents through 
the displacement of mobile protons when subjected to pres-
sure. The authors create a gradient of fixed charges within 
the hydrogel by patterning films with varying concentrations 
of acrylic acid monomers, mimicking the resting potential 
across a cell membrane. This ion gradient enhances the 
piezoionic response and allows modulation of the dynamic 
range, enabling the sensors to discriminate between static 
and dynamic pressure stimuli. By adjusting the properties 
of hydrogels, the mechanoreceptors exhibit response times 
ranging from milliseconds to hundreds of seconds, mimick-
ing the behavior of rapid- and slow-adapting mechanorecep-
tors in the human body [44] (Table 1)
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Frequency‑Selective Acoustic Sensors Mimicking 
Human Cochlear

The human auditory sensory system consists of the external 
ear, eardrum, and cochlea, which work together to achieve 
mechanical amplification, vibration, and frequency selectiv-
ity (Fig. 3a). When sound waves travel through the air to the 
human ear, the external ear gathers and amplifies the sound 
pressure, causing the eardrum to vibrate. This vibration is 
then transferred to the lymph fluid and basilar membrane 
in the cochlea. The unique structure of the basilar mem-
brane, with varying thickness, width, and modulus, allows 
for frequency selectivity as different frequencies cause vibra-
tions in specific regions. The vibration of the basilar mem-
brane tilts hair cells in the organ of Corti, which opens ion 
channels and transmits signals to the brain [45]. As like, 
the human ear’s sound sensing mechanism has inspired the 
development of various artificial acoustic sensors that aim 
to replicate its structure and function. The human ear con-
sists of three main parts: the outer ear, middle ear, and inner 
ear. Each part plays a crucial role in the process of convert-
ing sound waves into electrical signals that the brain can 

interpret. One approach mimics the middle ear’s structure 
and function, where researchers have developed a bionic 
eardrum using a thin, flexible piezoelectric membrane that 
vibrates in response to sound waves and generates electri-
cal signals [46]. Another approach replicates the inner ear’s 
cochlea, which is lined with thousands of tiny hair cells sen-
sitive to different sound frequencies. Mimicking the hair cell 
structure, flexible acoustic sensors have been demonstrated, 
allowing the device to amplify the sound signals and detect 
a wide range of frequency range covering the human audible 
range [47, 48].

Artificial acoustic sensors have been utilized for various 
applications, including human–machine interfaces and hear-
ing aids. In human–machine interfaces, these sensors enable 
voice-controlled systems and improve speech recognition 
accuracy. Hearing aids utilize artificial acoustic sensors to 
amplify and process sound, enhancing the hearing experi-
ence for individuals with hearing loss. Despite advance-
ments in artificial acoustic sensors, several limitations 
exist. These sensors often struggle to perform well in noisy 
environments, leading to reduced sensitivity and selectivity. 
In addition, many artificial acoustic sensors lack the ability 

Table 1  Summary of human mechanoreceptor-inspired pressure sensor

* 1-ethyl-3-methylimidazolium bis(trifluoromethylsulfonyl)imide
** Poly(vinylidene fluoride-co-hexafluoropropylene)

Signal transduction (FA/
SA)

Material Device structure Sensitivity Pressure range References

Piezoelectric/piezoresis-
tive

Poly(vinylidene fluoride) 
(PVDF) (FA)/reduced 
graphene oxide (rGO) 
(SA)

Interlocked microdome 
structure with micror-
idge pattern

– 0.6 Pa–49.5 kPa [37]
 < 17.15 kPa
0.1–1000 Hz

Piezoelectric/piezoelec-
tric-ionic coupling

Poly(vinylidene fluoride) 
(PVDF) (FA)/[EMM]
[TFSI]* (SA)

Sandwich structure 35 μA/Pa (< 2.45 kPa)
5 μA/Pa (2.45–

17.15 kPa)

 < 14 kPa [38]

VOC: 0.7–1.2 V (static 
pressure)

Piezoelectric/piezoresis-
tive

Polydimethylsiloxane 
(PDMS)/BaTiO3 (FA)/
reduced graphene 
oxide (rGO) (SA)

Sandwich structure with 
microridge pattern

– 0.1–100 kPa (Pressure) [39]
– 0.1–100 kPa (pressure)

1–1000 Hz (frequency)

Piezoelectric/ionic Au/PVDF (FA) Sandwich structure
Fingerprint-like elec-

trolyte

− 0.21 V/kPa (at 
0.5 kPa)

 < 10 kPa [40]

Polyaniline (PANI) solu-
tion/pore membrane 
(SA)

0.38 V/kPa (at 0.5 kPa)
− 0.349 V/kPa (at 

0.5 kPa)
Triboelectric/potentio-

metric
PDMS (FA)
Poly(vinyl alcohol)/

sodium chloride/glyc-
erol (SA)

Micro-structured 
triboelectric layer/
electrolyte

 ~ 17 mV/N (potentio-
metric)

0.01–10 N 46

 ~ 20 mV/N (triboelec-
tric)

Piezoionic Polyacrylamide (pAAm) 
swollen with elec-
trolytes/poly(acrylic 
acid-co-acrylamide) 
(poly(AA-co-AAm)

Piezoionic mechanore-
ceptor array (poly(AA-
co-AAm) hemisphere)

8 μV/kPa (< 360 kPa)  < 360 kPa [44]



Artificial Flexible Sensory Electronics Mimicking Human Somatosensory System  

to self-power and require external energy sources, limiting 
their practicality in real-world applications. This section will 
focus on the research for trying to overcome aforementioned 
issues with frequency-selective artificial cochleae inspired 
by the human cochlea. Frequency selectivity allows the ear 
to detect specific acoustic vibrations from a wide range of 
frequencies, enabling us to focus on and recognize a desired 
sound among the complex background noise [49]. These 
artificial cochleae aim to mimic the frequency selectivity 
of the human auditory system, facilitating the develop-
ment of more advanced and efficient sensor technologies 
that can selectively detect and process specific frequencies. 
By understanding and applying the principles of the fre-
quency selectivity of human cochlea, researchers can create 
innovative sensor systems with improved signal processing 

capabilities, enhanced noise reduction, and better overall 
performance in a wide range of applications, from hearing 
assistance devices to user-interactive interfaces.

Conventional multi-resonant acoustic devices struggle to 
achieve broad and adjustable frequency selectivity within a 
compact footprint, hindering the realization of miniaturized 
and self-powered artificial BMs that mimic human hearing 
performance. To address these limitations, Lee et al. present 
a novel approach to developing a self-powered and minia-
turized artificial basilar membrane (smBM) with broad fre-
quency selectivity (Fig. 3b). By introducing inner boundary 
conditions (iBCs) through a micropatterned elastomeric 
support (μ-support) and a porous nanofiber (NF) mat dia-
phragm, they achieve an adjustable multi-resonant spectrum 
in a compact device footprint. This innovative design enables 

Fig. 3  Frequency-selective acoustic sensors mimicking human 
cochlear. a Compositions of human ear and hearing process. b Self-
powered, miniaturized artificial membrane (smBM) with broad fre-
quency range.  Reproduced from Ref. [45]. Copyright 2023, Wiley. c 
Frequency-selective triboelectric acoustic sensors with hierarchically 
structured composite. Reproduced from Ref. [50]. Copyright 2022, 

American Association for the Advancement of Science. d Flexible 
inorganic piezoelectric acoustic sensors with frequency selectivity by 
their positions. Reproduced from Ref. [51]. Copyright 2014, Wiley. e 
Multiresonant frequency range determined by sensor area and thick-
ness. Reproduced from Ref. [52]. Copyright by 2021, American 
Association for the Advancement of Science
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all-in-one fabrication and eliminates the need for integrating 
individual acoustic sensors of varying sizes, offering a sig-
nificant advancement in the development of human-inspired 
acoustic sensing technologies for applications such as hear-
ing aids and human–machine interfaces [45].

For dynamic HMIs, it requires the controllable resonance 
frequency for achieving the dynamic response respond-
ing to desired frequency recognition while canceling the 
undesired noise frequency. Despite the development of 
frequency-selective acoustic sensors, however, the narrow 
tunable range of resonance frequency selectivity with low 
sensitivity is still challenging. Park et al. developed a highly 
sensitive and linear triboelectric sensor (TES) with a wide 
range of frequency selectivity for dynamic human–machine 
interfaces (Fig. 3c). Mimicking the basilar membrane’s spa-
tial variations in mechanical properties that enable selec-
tive detection of specific frequencies, the authors achieved 
frequency selectivity in their TES by tuning the resonance 
frequency through the structural design of hierarchical fer-
roelectric composites. By controlling the porosity, pore 
size, thickness, and overall sensor size, they demonstrated 
a wide tunable range of resonance frequencies from 145 
to 9000 Hz, covering the human audible frequency range. 
This bio-inspired approach to frequency selectivity, mim-
icking the spatial frequency mapping of cochlea, enables 
the development of multichannel acoustic sensors that can 
selectively detect and amplify specific frequencies while 
minimizing the influence of noise. This ability allows for 
advanced human–machine interfaces with noise-independent 
acoustic sensing capabilities [50].

Building upon the concept of mimicking the human 
cochlea, Lee et al. developed a flexible inorganic piezoe-
lectric acoustic nanosensor (iPANS) inspired by the human 
cochlear hair cells to address the limitations of existing 
artificial cochleae, such as insufficient electrical output 
and lack of flexibility (Fig. 3d). Their solution involved 
coupling a thin film of lead zirconate titanate (PZT), an 

inorganic piezoelectric material with high piezoelectric 
constants, with a trapezoidal silicone-based membrane 
(SM) that mimics the function of the basilar membrane in 
the cochlea for frequency selectivity. The SM vibrates at 
different locations depending on the frequency of incom-
ing sound waves, while the attached iPANS converts these 
vibrations into electrical signals. Although further min-
iaturization is necessary for practical application, this 
bio-inspired approach, leveraging the high piezoelectric 
performance of inorganic materials and the frequency 
selectivity of the SM, represents a significant step towards 
the development of efficient artificial cochleae for treating 
hearing loss [51].

Meanwhile, previous works faced challenges in cov-
ering the entire voice spectrum with limited channels 
and broadening the resonant spectrum to fully cover 
phonetic frequencies while downscaling resonant piezo-
electric acoustic sensors. To overcome these limitations, 
Wang et  al. demonstrated biomimetic frequency band 
control and sensitivity improvement of miniaturized 
piezoelectric mobile acoustic sensors (PMAS) (Fig. 3e). 
They developed a PMAS using an ultrathin piezoelectric 
membrane (~ 10 μm thick), mimicking the human BM. A 
4.8-μm-thick polyethylene terephthalate (PET) membrane 
with a low-quality factor was employed to broaden the 
resonant bandwidth of the lead zirconate titanate (PZT) 
thin film, covering the entire voice spectrum. The thick-
ness of the PZT membrane was optimized to minimize 
residual compressive stress and align lateral dipoles along 
the interdigitated electrode direction, enhancing sensitiv-
ity. The PMAS achieved a sensitivity of merit of 52 mV/
Pa in a 130-mm2 area, outperforming previous reports. 
Machine learning-based biometric authentication was 
demonstrated by integrating the PMAS with an algorithm 
processor and a customized Android app, achieving a 56% 
reduction in error rate compared to a conventional micro-
electromechanical system microphone [52] (Table 2)

Table 2  Summary of frequency-selective acoustic sensors mimicking human cochlear

* Polyacrylonitrile
** Polyvinylidene fluoride-trifluoroethylene

Signal transduction Materials and structure Sensitivity Frequency 
detectable 
range

Frequency selectivity References

Triboelectric PAN* nanofiber as diaphragm supported 
by micropatterned PDMS

0.224 mV/Pa (at 1 kHz) 400–3000 Hz 330–3300 Hz (sensor) [45]
423.4–3087.1 Hz
(4-channel array)

Triboelectric Hierarchical PVDF-TrFE**/BT composite 607 mV/Pa 80–20,000 Hz 145–9000 Hz [50]
33–56 dB

Piezoelectric Trapezoidal PZT/PET membrane 55 μV 100–1600 Hz 500, 600, and 1000 Hz [51]
Piezoelectric Trapezoidal PZT/PET membrane 40 mV/Pa·cm2 100–4000 Hz 830, 1840, and 2890 Hz [52]

− 28 dBV (at 830 Hz)
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Taste Sensors Mimicking Human Gustatory System

The human gustatory system perceives five basic tastes 
through distinct mechanisms involving specific receptors 
and signaling pathways [53]. Sweet, bitter, and umami tastes 
are detected through G protein-coupled receptors (GPCRs). 
When activated by their respective taste molecules, these 
receptors initiate intracellular signaling cascades that lead 
to the release of neurotransmitters [54, 55]. In contrast, salty 
and sour tastes are detected through ion channel-mediated 
mechanisms, where taste substances directly interact with 
specific ion channels, causing changes in the membrane 
potential and triggering neurotransmitter release [53]. By 
mimicking the natural taste-sensing mechanisms, research-
ers can design artificial receptors and signaling pathways 
that selectively respond to specific taste compounds, ena-
bling the creation of highly sensitive and selective taste 
sensors.

To achieve this goal, various approaches have been 
employed such as 2D materials, ion gels, and cell-based 
biosensors. 2D materials such as graphene and  MoS2 are 
atomically thin substances with high reactivity and excellent 
electrical properties, making them useful for constructing 
highly sensitive electronic tongues (E-tongues) [56]. Cell-
based biosensors integrate real biological elements into 
E-tongues, achieving high selectivity [57]. Ion gels pos-
sess ionic conductivity and mechanical flexibility, making 
them suitable for the development of flexible and durable 
wearable taste sensors [58]. These materials are leveraged 
to detect taste substances by converting their interactions 
into electrical signals through sensing mechanisms such 
as triboelectricity [59, 60], potentiometry [61], impedance 
spectroscopy [62], and field-effect modulation [63]. These 
advancements allow for the development of advanced taste 
sensors with enhanced specificity, sensitivity, and neuromor-
phic computing capabilities.

Conventional taste sensors mimic the human gustatory 
system using a decoupled sensor array and a separate pattern 
recognition system, corresponding to gustatory receptor neu-
rons and the gustatory cortex, respectively. However, these 
taste sensors have several limitations such as heavy hardware 
requirements and high-energy consumption, which hinder 
their practical implementation in IoT and mobile devices. To 
address these limitations, Han et al. developed an artificial 
gustatory neuron that mimics the human gustatory system 
(Fig. 4a). The researchers implemented the neuron using 
a metal–oxide–semiconductor field-effect transistor (MOS-
FET) with an extended gate structure, which serves as a 
bioreceptor. They demonstrated pH-sensitive and sodium-
sensitive neurons using  Al2O3 and sodium ionophore X 
as sensing materials, respectively (Fig. 4b). The working 
mechanism of the device involves modulating the MOS-
FET’s electrical characteristics based on the concentration 

of target ions in the solution. This integration of sensing 
and neuronal functions in a single device enables the arti-
ficial gustatory neuron to act as an input neuron in a spik-
ing neural network (SNN), forming a neuromorphic-based 
E-tongue system. The neuromorphic architecture allows for 
spike-based data transmission and eliminates the need for 
heavy hardware components, resulting in reduced hardware 
requirements, lower energy consumption, and a highly scal-
able and energy-efficient system. With significantly lower 
power consumption compared to conventional taste sensors, 
the artificial gustatory neuron is well suited for practical 
implementation in IoT and mobile devices, opening up new 
possibilities for more advanced and efficient taste-sensing 
systems [64].

Inspired by the biological taste-sensing mechanism, 
recent studies have focused on integrating actual taste recep-
tor proteins or taste-sensing cells with electronic devices to 
develop high-performance bioelectronic tongues. Notably, 
the use of human taste receptor domains has emerged as 
a promising approach to closely mimic human taste per-
ception. By incorporating these receptor domains, bioelec-
tronic tongues can achieve remarkable sensitivity. Figure 4c 
demonstrates an example of such an approach, where Jeong 
et al. developed an ultrasensitive bioelectronic tongue for 
the specific detection of sweet substances by utilizing the 
venus flytrap (VFT) domain of the human sweet taste recep-
tor T1R2. This work differs from previous artificial elec-
tronic tongues using a specific, functionally relevant com-
ponent of the human sweet taste receptor instead of other 
organic materials or whole receptor molecules. The authors 
addressed the limitations of expressing the whole sweet taste 
receptor due to its large and complex heterodimeric structure 
by overexpressing only the T1R2 VFT domain in a bacte-
rial system. The T1R2 VFT was then immobilized on the 
floating electrodes of a carbon nanotube field-effect tran-
sistor (CNT-FET) to build the bioelectronic tongue device. 
This innovative approach allowed for the development of 
a highly sensitive and selective device for the detection of 
sweet substances, with the ability to detect them in complex 
environments such as commercial beverages. Furthermore, 
the device could measure the functional modulation of the 
human sweet receptor by enhancers and inhibitors, dem-
onstrating its potential for various applications in the food 
industry and basic research [63].

Conventional bioelectronic tongues have limitations in 
detecting astringency, as they rely on specific target-bind-
ing methods that are not suitable for perceiving astringency, 
which is an indirect stimulation of mechanoreceptors in the 
tongue. In addition, they face challenges in achieving bitter-
specific detection due to limitations such as the taste gap 
between species or the need for complex cell transfection 
and sensor surface modifications when using rodent taste 
cells or human taste receptors expressed in heterologous 
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systems like HEK-293 cells. To address these challenges 
and expand the capabilities of bioelectronic tongues, Qin 
et al. developed a novel bioelectronic tongue (BioET) that 
specifically targets the detection of N–C = S-containing com-
pounds, which are agonists of the human bitter taste recep-
tor T2R38 (Fig. 4d). The authors utilized human Caco-2 
cells, which endogenously express the T2R38 receptor, as 
the primary sensing element, and an interdigitated imped-
ance sensor as the secondary transducer. The activation of 
T2R38 by bitter compounds induces morphological changes 
in the cells, which can be detected by electric cell-substrate 
impedance sensing (ECIS) with high sensitivity and selec-
tivity. This BioET demonstrates the potential for identifying 
and screening receptor-specific bitter compounds, making it 
highly valuable for applications in the pharmaceutical and 
food industries [58].

Previous artificial tongues for astringency detection have 
shown poor performance, such as low selectivity and nar-
row detection range, due to the unique sensing mechanism 
of astringency, which involves the indirect stimulation of 

mechanoreceptors through the complexation of ingested 
astringent foods and the salivary film. Moreover, a fully 
flexible and soft artificial tongue that is highly selective to 
specific astringent tastants has not yet been demonstrated. 
Yeom et al. developed a soft and flexible hydrogel-based 
artificial tongue inspired by the human sensing mechanism 
of astringency (Fig. 4e). The artificial tongue mimics the 
thin salivary layer on the human tongue using a soft and 
thin hydrogel film integrated on a flexible polymer sub-
strate. The hydrogel consists of mucin as a secreted protein, 
lithium chloride as an electrolyte, and polyacrylamide as a 
3D porous polymer network. When exposed to astringent 
compounds such as tannic acid (TA), the TA molecules bind 
with mucin to form hydrophobic aggregates, transforming 
the microporous hydrogel into a hierarchical micro/nanopo-
rous structure. This unique transformation enhances ionic 
conductivity, enabling the detection of TA over a wide range 
(0.0005 to 1 wt%) with high sensitivity (0.292 wt% −1) and a 
fast response time (~ 10 s). The remarkable achievements of 
the hydrogel-based artificial tongue in detecting astringency 

Fig. 4  Taste sensors mimicking human gustatory system. a Chemical-
induced action potential generation in human gustatory neurons for 
signal transmission to the brain. b Comparison of synaptic current 
and spiking frequency from artificial gustatory neurons between vin-
egar and brine.  Reproduced from Ref. [64]. Copyright 2022, Ameri-
can Chemical Society. c Bioelectronic tongue using T1R2 Venus 
flytrap domain for selective sweet substance detection and differentia-
tion from nonsweet tastants. Reproduced from Ref. [63]. Copyright 

2022, American Chemical Society. d Bitter compound-induced mor-
phological changes and increased cell-electrode impedance detection 
by the bioelectronic tongue. Reproduced from Ref. [58]. Copyright 
2019, Elsevier. e Astringency sensing by a soft and flexible hydro-
gel-based artificial tongue mimicking the human sensing mechanism. 
Reproduced from Ref. [65]. Copyright 2020, American Association 
for the Advancement of Science
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open up new possibilities for the development of flexible 
and soft bioelectronic tongues specifically designed for sens-
ing astringent compounds. This innovative approach has the 
potential to be integrated into a wide range of fields, such 
as food industry, healthcare monitoring, and robotics [65] 
(Table 3)

Applications of Artificial Sensors in User‑Interactive 
Interfaces

Human-inspired tactile sensors are crucial for advancing 
human–machine interfaces, aiming to mimic the sophisti-
cated touch perception of human skin, enabling machines 
to interact more naturally and safely with their environment 
and with humans. The ability to detect and respond to vari-
ous tactile stimuli, especially object softness, is essential for 
tasks ranging from delicate object manipulation. Qiu et al. 
developed a multisensory electronic skin that combines 
piezoelectric and piezoresistive sensors, emulating the FA 
and SA mechanoreceptors found in human skin (Fig. 5a). 
This dual-mode sensing allows for both dynamic and static 
stimuli detection, crucial for natural object interaction. 
The system employs a two-step, non-destructive softness 
measurement process inspired by human touch: first, a light 
contact for initial classification using piezoelectric sensing, 
followed by appropriate force application for quantitative 
measurement via strain sensing. This biomimetic approach, 
enhanced by machine learning algorithms for data process-
ing, enables the system to adaptively control grasping force 
based on object softness, much like human hands. By closely 
replicating human tactile perception, the system achieves 
more intuitive and versatile object manipulation, a key 

requirement for advanced human–machine interfaces in 
applications ranging from prosthetics to robotic surgery [66].

Building upon this advancement in tactile sensing, 
dynamic HMI devices, as a key role of use-interactive 
interfaces between human and machine, further enable to 
deliver the user intention to the machine interface through 
the physical information such as low-frequency touch or 
hand motions and voices, corresponding to 1 to 10 and 10 
to 2000 Hz, respectively [67, 68]. Therefore, HMI devices 
are required to perceive a wide range of frequency bands, 
as well as possessing the capability to exhibit selective 
response characteristics to specific frequencies with a high 
signal-to-noise ratio. Human cochlear-inspired frequency-
selective acoustic sensors allow sound-driven robot control, 
which is meaningful in human–machine interfaces. Recent 
advancements in this field include the development of highly 
sensitive and selective acoustic sensors that can discriminate 
between different sound frequencies, enabling precise con-
trol of robotic systems. Park et al. developed a frequency-
selective triboelectric sensor (TES) based on a hierarchical 
ferroelectric composite with macrodome, micropore, and 
nanoparticle structures (Fig. 5b). The authors demonstrated 
the application of their frequency-selective TESs in a sound-
driven human–machine interface (HMI) system for remote 
control and continuous real-time manipulation. They used 
four different acoustic frequency ranges to operate robotic 
hands with different finger grasping motions. The versatile 
robotic hand motions could be wirelessly controlled using 
specific input sound frequencies, and due to the high acous-
tic frequency selectivity, the sound-driven HMI could only 
be operated by the designated frequency, allowing accu-
rate manipulation without interference from complex fre-
quency inputs. This application showcases the potential of 

Table 3  Summary of taste sensors mimicking human gustatory system

* PTC: phenylthiocarbamide
** PROP: propylthiouracil

Taste Mechanism Materials and structure Sensing performances References

Bitterness Activation of T2R38 by bitter com-
pounds

Caco-2 cell (express the T2R38 
receptor)

1 μM–1 mM
(both * PTC and ** PROP)

[58]

Limit of detection: 
0.09352 μM for 
PTC/0.8404 μM for PROP

Sweetness Conformational changes in venus fly-
trap (VFT) domain of human T1R2 
sweet receptor

T1R2 VFT immobilized on the float-
ing electrode with carbon nanotube 
field-effect transistor (CNT-FET)

0.1 fM–1 μM [63]

Sourness/saltiness Surface charge difference based on ion 
concentration

Al2O3/Au (sourness) 150 Hz/pH (pH 3–9) [64]
Sodium ionophore X in PVC mem-

brane/Au (Saltiness)
120 Hz/dec  (10–4–10–1 M)

Astringency Ionic conductivity changes from 
transformation of porous structure 
induced by binding between tannic 
acid and mucin

Polyacrylamide (PAAm) hydrogel/
mucin proteins/LiCl electrolyte

0.0005–1 wt% tannic acid [65]
0.292/wt%
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Fig. 5  Applications of artificial sensors in user-interactive interfaces. 
a Intuitive object manipulation using multisensory pressure sensor 
mimicking FA/SA mechanoreceptor for interactive HMI.  Repro-
duced from Ref. [66]. Copyright 2022, Springer Nature. b Frequency-
selective robotic hand motion control for dynamic HMI. Repro-
duced from Ref. [50]. Copyright 2022, American Association for the 

Advancement of Science. c Standardization of astringency for evalu-
ating fruit ripeness. Reproduced from Ref. [65]. Copyright 2020, 
American Association for the Advancement of Science. d Automated 
taste discrimination in various food samples. Reproduced from Ref. 
[14]. Copyright 2018, American Chemical Society
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frequency-selective acoustic sensors in developing advanced 
human–machine interfaces for remote control and real-time 
manipulation in noisy environments.

The sense of taste, along with touch and hearing, plays 
an essential role in delivering intuitive sensory informa-
tion in user-interactive interfaces and assessing the quality 
and safety of food and beverages in our daily lives. Recent 
advancements in biomimetic taste sensors have led to the 
development of artificial tongues that can mimic the human 
sense of taste [56–65]. For example, the flexible hydrogel-
based artificial tongue shows promise in taste-sensing 
applications, such as standardized astringency evaluation in 
beverages and monitoring fruit ripeness (Fig. 5c). Its wipe-
and-detect functionality enables direct analysis on curved 
surfaces, expanding its potential for on-site quality control. 
The development of a portable 3 × 3 sensor array for taste 
mapping highlights the potential for creating compact, user-
friendly electronic tongues for various industries [65]. Fur-
thermore, the integration of an artificial electronic tongue 
with a robotic hand enables automated taste discrimination 
in various food samples. The robotic fingers, equipped with 
printed electrochemical sensors, can detect and differenti-
ate between sweetness, sourness, and spiciness in liquid 
food samples by analyzing the distinct electrochemical sig-
natures generated upon immersion. In addition, the system 
can discriminate tastes in solid food items by employing a 
conductive agarose gel on the robotic fingers, facilitating 
sample collection and electrochemical analysis (Fig. 5d). 
The artificial tongue-integrated robotic hand can also dis-
tinguish between caffeinated/decaffeinated beverages and 
sugar/sugar-free drinks, as well as quantify glucose content 
in beverages. This integration allows for rapid, on-site flavor 
screening of a wide array of food items through a simple 
“touching” and “sensing” approach, making it suitable for 
applications in food quality control, human–robot interac-
tion, and assisted food preparation and consumption [14].

Conclusion

This review highlights recent advancements in artificial sen-
sory electronics inspired by human somatosensory systems, 
particularly focusing on tactile, hearing, and taste sensing, 
and their applications in user-interactive interfaces. In tac-
tile sensing, distinguishing static and dynamic pressure is 
essential for intuitive user-interactive interfaces and accu-
rate manipulation. Traditional pressure sensors faced limi-
tations in detecting combined tactile information. To over-
come these challenges, pressure sensors mimicking FA/SA 
mechanoreceptors have been developed, combining hybrid 
signal transduction mechanisms and material optimization. 
These advancements enable effective static and dynamic 
pressure sensing, enhancing interaction between wearers 

and devices. Artificial acoustic sensors, essential for remote 
machine control and voice recognition, face challenges in 
detecting desired frequencies among background noise. 
Recent research has produced frequency-selective sensors 
inspired by the human cochlea, achieving high selectivity 
and sensitivity. Miniaturized sensors mimicking cochlear 
structures, from basilar membranes to hair cells, have been 
developed, offering broad frequency selectivity and high 
sensitivity across the human audible range. These advance-
ments improve noise reduction, signal processing, and over-
all sensitivity, with applications in hearing aids, dynamic 
human–machine interfaces, and biometric authentication. 
In gustatory sensing, artificial taste sensors emulate human 
taste perception by drawing inspiration from taste buds and 
receptors. Recent developments include integrating taste 
receptor proteins or cells into electronic devices and using 
materials mimicking human taste receptor responses. These 
developments enhance selectivity, detectable concentration 
range, sensitivity, and response time, addressing issues such 
as high-energy consumption and low selectivity.

While challenges remain, such as further miniaturization 
and performance enhancement in complex environments, 
these bio-inspired artificial electronics have significantly 
improved user-interactive interfaces in applications such as 
robotic object manipulation, sound-driven human–machine 
interactions, and automated taste discrimination in food 
analysis. Future research will likely focus on multimodal 
sensory integration systems, creating more comprehensive 
and realistic sensory experiences in conjunction with hap-
tic interface. The convergence of these bio-inspired sensors 
with other cutting-edge technologies promises to revolution-
ize human–machine interfaces, leading to more intuitive and 
immersive user experiences across various fields such as 
tele-haptics and VR/AR interfaces.
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