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AbstractSubcooled flow boiling presents an enormous ability of heat transfer rate, which is extremely important in
the heat-dissipating systems of many industrial applications, such as power plants and internal combustion engines.
Using an Euler-Euler-based three-dimensional numerical simulation of subcooled flow boiling in a vertical tube, we
investigated different heat transfer quantities (average and local heat transfer coefficient, average and local vapor vol-
ume fraction, average and local wall temperature) and bubble dynamics quantities (bubble departure diameter, bubble
detachment frequency, bubble detachment waiting time, and nucleation site density) under various boundary condi-
tions (pressure, subcooled temperature, mass flux, heat flux). Numerical results show that an increase in heat flux leads
to the increase in all of the physical quantities of interest but the bubble detachment frequency. An entirely opposite
behavior is observed when we change the mass flux and inlet subcooled temperature. Furthermore, a rise in pressure
reduces all of the target quantities but the wall temperature and bubble detachment frequency. Since numerical simula-
tion of such multiphase flow requires significant computational resources, we also present a deep learning approach,
based on artificial neural networks (ANN), to predicting the physical quantities of interest. Prediction results demon-
strate that the ANN model is capable of accurately predicting the target quantities with mean absolute errors less than
2.5% and R-squared more than 0.93.
Keywords: Subcooled Flow Boiling, Numerical Simulation, Bubble Dynamics, Artificial Neural Networks, Deep Learning

INTRODUCTION

Recently, the requirement for higher amounts of heat dissipa-
tion in various industrial applications has led to the usage of sub-
cooled flow boiling in tubes. Therefore, there is a vast body of studies
investigating the benefits and applications of flow boiling in tubes
as an effective cooling mechanism that can dissipate large amounts
of heat. The primary advantage of flow boiling is the capability of
this process in dissipation of a significant amount of thermal power
as it exploits the fluid latent heat. The effective life of equipment
can also be elongated due to small temperature differences in flow
boiling. Furthermore, since the fluid undergoes a phase-change pro-
cess, the required inlet velocity is much lower than that of single-
phase flows [1].

A conventional phase change technique in cooling systems is
nucleate boiling heat transfer, which is well-known for its power-
ful heat dissipation ability. The biggest concern in this process is
burnout, which happens when the wall temperature gets higher
than the material's melting point. Many studies have addressed this
issue [2-7]. Subcooled flow boiling is a particular type of nucleate
boiling in which the bulk temperature is below the saturation tem-
perature of the working fluid. The subcooled flow boiling in chan-
nels with relatively small diameters has gained attention due to its

simplicity to use and its high surface-to-volume ratio. In subcooled
flow boiling, prior to the boiling process, the fluid temperature is
augmented by convection heat transfer. Then the layer adjacent to
the wall experiences subcooled nucleate boiling. Later, the smaller
bubbles leaving nucleation sites merge to form a bigger bubble. This
process continues until the flow pattern transforms to slug flow.

Numerous experimental and numerical studies have been con-
ducted to investigate subcooled flow boiling. Before the advent of
high-performance computing devices, researchers employed empiri-
cal approaches to investigate flow boiling processes [8,9]. Because
of the complex physical behavior of boiling processes, these exper-
iments were conducted over a small range of effective parameters.
Despite these restrictions, empirical correlations were proposed [10,
11]. To improve the pioneers’ work, Chen [12] proposed a method
in which two effective parameters, i.e., two-phase Reynolds num-
ber and bubble dynamics function, are superimposed which led to
an average deviation of ±12% among 600 data points. Chen’s cor-
relation is valid for vapor volume fractions less than 0.7. Shah [13]
utilized dimensionless numbers including Froude number, boiling
number, and convection number to fully capture the behavior of
saturated flow boiling. His graphical model was based on 780 data
points of eight working fluids covering a wide variety of pressures,
and had a mean deviation of 14%. Bennet and Chen [14] pre-
sented a modified model of Chen’s correlation by adding the Prandtl
number. They carried out an experiment on pure fluids and mix-
tures and reported over 1,000 data points and compared these data
points with their proposed correlation which led to a mean devia-
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tion of 14.9%. Kandlikar [15] developed a correlation to predict sat-
urated flow boiling heat transfer coefficient. His model was com-
prised of two components, i.e., nucleate boiling and convective boil-
ing, each contributing to the overall heat transfer coefficient. This
model was examined with 5,246 data points and was verified for
water and R-113 with a mean deviation of 15.9% and 18.8%, respec-
tively. Lee and Lee [16] studied a channel with the working fluid of
R-113. They observed the effects of a variety of parameters on heat
transfer coefficient. Alimoradi et al. [17] presented a numerical
study on the effects of vibration on pool boiling. They found the
increase in vibration leads to improvements in heat transfer coeffi-
cient. Also, Zaboli et al. [18] studied the effects of heat flux and
nanofluid concentration on nanofluid pool boiling. They concluded
that in high heat fluxes the dependency on nanoparticle concen-
tration increases. Recently, Bertsch [19] formulated a semi-empiri-
cal correlation based on Chen’s model. Since Chen’s model and its
modifications [14,20,21] are valid for conventional tubes, Bertsch
suggested a new model for smaller channels. A 3,899 dataset im-
proved the previous models and achieved the mean absolute error
of less than 30%. Fang’s correlation [22] shows a tremendous in-
crease in the number of data points and is formulated based on
17,778 data points; later, it is validated by a second dataset of 6,664
points. This model utilizes a group of dimensionless numbers in-
cluding boiling number, Froude number, and Bond number. The
reported results indicate the mean absolute deviation of 4.5% and
4.4% for the first and second datasets. Piasecka [23] carried out an
experiment to examine subcooled flow boiling in a rectangular
mini-channel containing seven different orientations at reasonably
low pressures up to 400 kPa. Later, Strąk and Piasecka [24] used
the same dataset to compare the applicability of the correlations
and then formulated a new one for subcooled flow boiling. Their
model was able to achieve a mean absolute percentage error of
14% in predicting the Nusselt number. Paul et al. [25] examined a
convective flow boiling regime and indicated that the vapor Reyn-
olds number is overlooked in the previous studies. Not only did
they show that the effect of liquid Reynolds number in high quali-
ties is negligible, but they also added an enhancement factor repre-
senting Reynolds number for vapor phase. Interestingly, the results
illustrate that using Reynolds number in the vapor phase at low
heat flux and pressure is quite considerable. Moreover, it was con-
cluded that the vapor Reynolds number substantially affects in high
qualities.

Experimental and numerical methods require significant finan-
cial and computational resources [26-29]. Soft computing techniques,
such as fuzzy logic, genetic algorithms, artificial neural networks
(ANNs), and machine learning are promising methods by which
a plethora of engineering problems can be solved with less amount
of resources. Among all the techniques, ANNs are more common
in engineering problems for two main reasons; first, the imple-
mentation of the algorithms is very straightforward, and second,
there is no need to find the direct relation between the input and
output parameters. This is mainly advantageous in problems like
two-phase flows which possess a complex behavior, and hence
many parameters seem to be contributing to the flow pattern [30,
31]. Many recent studies have utilized ANNs in thermal analysis
problems. Alimoradi and Shams [32] used a genetic algorithm and

an artificial neural network in a subcooled flow boiling to opti-
mize the highest temperature at the wall and void fraction at the
outlet of a pipe. An experimental dataset consisting of 350 data
points in a horizontal pipe was used to predict two parameters for
different flow patterns using a deep neural network by Seong et al.
[33]. Their network managed to predict liquid holdup and pres-
sure gradient with a mean absolute percentage error of 8.08% and
23.76%, respectively.

Although there are numerous research activities [34,35] on the
utilization of ANNs in two-phase flow, there is no study covering
both average and local thermal characteristics of subcooled flow
boiling along with the bubble dynamics. In the present work, we
addressed this gap by generating a large dataset consisting of more
than 400 three-dimensional numerical simulations of subcooled
flow boiling over a wide range of operating conditions with various
pressures, heat fluxes, mass fluxes and subcooled temperatures, and
then employing ANNs to accurately predict the average and local
quantities of interest. To reduce the errors of the predictive model,
a comprehensive hyperparameter tuning was performed and the
best model was selected. The model can be used to investigate heat
transfer characteristics and bubble dynamics of subcooled flow
boiling with any set of operating conditions at any location inside
the tube. This can be very useful in terms of cost reduction both
computationally and experimentally.

NUMERICAL APPROACH

We utilize the Eulerian two-phase model, in which the liquid
water and vapor are considered as continuous and dispersed flow.
In the Eulerian model, the conservation equations are separately
solved for each phase. Moreover, the inter-phase forces are taken
into account by adding the inter-phase mass transfer terms. In the
Euler-Euler model, both phases are described on a globally fixed
coordinate system. That is, the particles-in our case the bubbles-are
not tracked in space and time. Instead, the distribution of particle
phase properties is considered. In this model, an additional trans-
port equation is added for volume fraction, which is later studied
in the present work.
1. Governing Equations

As mentioned earlier, the proposed CFD modeling uses the Eule-
rian multiphase model (EMM) with the addition of heat transfer
correlations and source terms in the conservation equations, which
are solved for each phase. The continuity equations for liquid and
vapor phases [36] read:

(1)

(2)

where, l, g, l, g, ul, and ug are liquid density, vapor density,
liquid volume fraction, vapor volume fraction, liquid velocity, and
vapor velocity, respectively. Additionally, Si is a source term for the
formation and break-up of the bubbles in the population balance
model for the vapor phase, and fi is a scalar fraction related to the
density of the bubble classes. The momentum equations for both

 ll 
t

----------------    llul     lg

 ggfi 
t

---------------------    ggug     Si   filg
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phases are given by:

(3)

(4)

where, Flg and Fgl are the forces exerted to each phase. The cor-
relation between these two forces is Flg=Fgl. The mass transfer rate
lg is mainly due to distillation, and gl is the vapor generation rate.
To be more precise, gl is the total mass of the bubbles that get
separated from the heating surface. The energy equations for both
phases read:

(5)

(6)

where, l, g, Hl, Hg, kl, and kg are the liquid dynamic viscosity,
vapor dynamic viscosity liquid enthalpy, vapor enthalpy, liquid heat
conductivity coefficient, and vapor heat conductivity coefficient,
respectively.

Mass transfer parameters are calculated by:

(7)

(8)

The k- turbulence model [37] is utilized for the simulation of
Reynolds stresses that appeared in the averaged Navier Stokes equa-
tions. This method is basically comprised of two equations to address
the eddy viscosity. The standard k- model is presented as:

(9)

(10)

Where,

(11)

(12)

In these equations, C=0.09, k=1.00, =1.30, C1=1.44, and
C2=1.92. Also, k and  are turbulence kinetic energy and dissipa-
tion rate of turbulence kinetic energy, respectively. u'i, u'j, and U are
the fluctuating component of velocity in x direction, y direction
and the velocity field, respectively.

The Ranz and Marshal model [38] is used to calculate the heat
transfer coefficient in the liquid phase. The drag force between the
two phases is measured by the Ishii-Zuber model [39].
2. The Heat Flux Partitioning Model

Kurul and Podowski's model [40] is used to determine the heat

flux transferred to the fluid. According to their model, the heat flux
from the heater surface is transferred to the fluid through three
mechanisms--evaporation, quenching, and convection:

(13)

Each of these components is formulated as follows:

(14)

(15)

(16)

where, dw, f, na, tw, Ac, and Aq are bubble departure diameter, bub-
ble departure frequency, active site density, bubble waiting time,
and the area of fraction of the heater surface subjected to convec-
tion and quenching, respectively. Due to the inherent complexity
of bubble dynamics, these parameters are generally formulated em-
pirically.

The active nucleation site density is determined by Lemmert and
Chawala’s model [41]:

(17)

where, Tsup is the wall super heat which is equivalent to Tsup=
TwTsat. Bubble departure diameter is calculated by the Tolubin-
sky and Kostanchuk correlation [42]:

(18)

where, Tsub,Lw is the liquid subcooling temperature. Cole’s correla-
tion [43] is employed to compute the bubble departure frequency:

(19)

Finally, the waiting time of the bubble, which is the interval
between the departure and the appearance of a bubble at the same
nucleation site, is calculated by the Kurul and Podowski’s model
[40]:

(20)

3. Geometry and Boundary Conditions
Fig. 1 shows the schematic geometry of the present problem.

Water is pumped into the pipe of 2-meter length and a diameter
of 15.4 mm with a specific inlet velocity or mass flux and a spe-
cific subcooled temperature. The pipe is uniformly heated with a
constant heat flux, which experimentally is more tangible compared
to the constant temperature boundary condition. The no-slip con-
dition is applied on the walls. In addition, the bubble formation of
the boiling process is presented. Over 400 numerical cases were
three-dimensionally simulated, and the results were compared in
the following. The inlet boundary condition is based on a given
subcooled temperature and velocity. Since the cross-section of the
geometry is circular, a uniform heat flux was applied throughout
the pipe length. The outlet boundary condition is based on the atmo-
spheric pressure. Also, the no slip boundary condition is applied on

 llul 
t

---------------------   llulul       lP   llg

   ll
e ul   ul T     lgug  glug    Flg

 ggug 
t

-----------------------    ggugug     gP   ggg

   gg
e ug  ug T     glul   lgug    Fgl

 llHl 
t

----------------------     llulHl     lkl
e Tl     glHl  lgHg 

 ggHg 
t

------------------------     ggugHg      gkg
e Tg     lgHg   glHl 

lg  
haifTsub

hfg
-----------------

gl  
Qe

hfg
------

 effkU      eff  
t

k
-----

 
  k     Gk   eff

 effU      eff  
t




-----
 
       C1



k
--Gk   C2eff


2

k
----

Gk    effu'iu'j U 

t  effC

k2


----

q  qe  qq   qc

qe  


6
---dw

3
gfnahfg

qq  
2


-------fAq twllcp, l Tw   Tl 

qc   AcStlcp, lul Tw  Tl 

na   185Tsup 1.805

dw  min 0.6
  Tsub, Lw

45
------------------------
 
 exp , 1.4 

 

f  
4g l   g 

3dwl
------------------------

tw  
0.8
f
-------
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the tube surface.
4. Grid Independency and Validation

To validate the numerical data in the present study, the experi-
mental data of Bartolomoi et al. [44] and Rouhani and Axelsson
[45] are used. The selected data points for validation is provided in
Table 1.

To conduct a grid independence study, the average vapor vol-
ume fraction and water temperature along the pipe length are ob-
tained using different element sizes, and the results are shown in
Fig. 2(a) and Fig. 2(b). The results of different element sizes for the
average water temperature along the radius are depicted in Fig.
2(c). We can see that when the element size is smaller than 0.003,

Fig. 1. Schematic geometry of the present problem.

Table 1. The selected data points for validation of the numerical simulations
Validation

case
Pressure
(MPa)

Mass flux
(kg/m2s)

Heat flux
(kW/m2)

Subcooled
temperature (K)

Section/
Diameter (cm)

(1) [44] 4.500 900.0 570.0 58.2 Diameter=1.54
(2) [45] 5.512 906.0 496.5 12.5 0.261×2.54
(3) [45] 6.890 877.5 496.5 12.1 0.261×2.54

Fig. 2. Comparison of (a) average vapor volume fraction along the pipe, (b) average water temperature along the pipe, and (c) average water
temperature along the radius of the pipe with different element sizes.
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the selected quantities remain nearly unchanged, and therefore, the
element size of 0.003 is used in the present work.

Fig. 3(a) and Fig. 3(b) show that the numerical results compare
well with the experimental results of case (1). Fig. 3(a) depicts the
average water temperature and wall temperature. As can be seen,
while the average water temperature grows along the pipe, the wall
temperature almost remains unchanged. This shows that we are
considering the pre-dryout region, otherwise, we would have ob-
served a significant rise in the wall temperature. Moreover, Fig. 3(b)
illustrates that the numerical approach in the present study is able
to accurately model the onset of boiling in this case. To better vali-
date the numerical simulations two other experimental cases are
compared with the present study’s results. It is clear that the exper-
imental results of [45] are also in great concordance with the results
of the present study. Fig. 3(c) and 3(d) show the comparison of the
vapor volume fraction in cases (2) and (3). In addition, the con-

tours of water temperature and vapor volume fraction are pre-
sented in Fig. 3(e) and Fig. 3(f) for better visualizing the geometry
of the present study. It is clear that through the pipe length the
water temperature increases. Also, the vapor generation is clearly
marked in Fig. 3(e).
5. Objective of Study

A dataset consisting of 408 numerical simulations of subcooled
flow boiling was generated with a broad range of boundary condi-
tions to fully capture the characteristics of the flow physics. The
parameter coverage is as follows:

• Working fluid: water
• Pressure: 0.7 MPa<P<7 MPa
• Mass flux: 300 kg/m2s< <3,000 kg/m2s
• Heat flux: 0.3 MW/m2<q<2.0  MW/m2

• Subcooled temperature: 10 K<Tsub<90 K
The objective of this study was to investigate the effects of dif-

m·

Fig. 3. Comparison of experimental and numerical values of (a) average water temperature and wall temperature for case (1), vapor volume
fraction along the pipe for (b) case (1), (c) case (2), (d) case (3), (e) contour of water temperature, and (f) contour of vapor volume
fraction along the pipe.
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ferent boundary conditions on the boiling flow, and subsequently,
to build and optimize an artificial neural network to accurately
predict the mentioned target quantities. The effects of various “model
architectures” are studied to discover the best neural network model
for each target quantity. Both average and local parameters are
investigated to gain a better understanding of how the flow char-
acteristics differ in each section of the pipe. To properly evaluate
the proposed models, a fraction of data points are excluded from
the training process and are used to test how well the models are
able to predict the quantities of interest.

ARTIFICIAL NEURAL NETWORK

The artificial neural network is a deep learning method that is
designed based on the human neural system. It consists of an input
layer, a group of hidden layers, and an output layer through which
the feed-forward process occurs. Each layer is comprised of a num-
ber of nodes called artificial neurons, which is the basic computa-
tional unit in the neural network. As is shown in Fig. 4(a), each
neuron receives several signals (called “input”), carry out some
calculations on the input signal and their weights, add the bias to
the summation of input signals, pass the whole summation to an
activation function, and generate one output signal. There are many
activation functions such as rectified linear unit (ReLU), Sigmoid,
Linear, Softmax, and hyperbolic tangent function. Fig. 4(b) depicts
the most common activation functions in regression problems.
The most popular choice of activation function seems to be ReLU
as it does not suffer from the vanishing gradient problem [46].

To understand how well the model works, the backpropagation
technique is used. In this process, after each epoch (i.e., when the
feed-forward process completes one pass through the whole train-
ing dataset), the loss function is calculated and the weights and
biases are updated using a gradient descent optimization to mini-

mize the loss function.
The model selection process is probably the most important sec-

tion of a neural network because the parameters investigated and
the decisions made in this section directly affect the final output of
the model. To discover the ideal model, we should investigate and
optimize different architectures and hyperparameters, including
the number of input parameters, number of neurons, number of
hidden layers, activation functions, and loss functions [47]. Note
that the deepest and the largest network possible would not neces-
sarily be the best choice. For example, a neural network with a few
numbers of hidden layers cannot perform sufficiently well. On the
other hand, by excessively increasing the hidden layers, the model
would fall into the over-fitting problem.

Fig. 5 presents the model used in the present study. Prior to
constructing the ANN, the data are preprocessed. The input param-
eters are normalized in a range of zero to one. The dataset is split
into training and test data with a 70%-30% split ratio. For the aver-
age parameters, there are 242 training data points and 104 test data
points. To generate the datasets for the local parameters, the target
quantities are extracted in 11 different cross sections throughout
the pipe. After the data preprocessing and cleansing, we have 800
training data points and 344 test points for the heat transfer parame-
ters, and 2289 training data points and 982 test data points for the
bubble dynamics parameters.

Table 2 shows the optimized ANN’s hyperparameters used in
the present study. The learning rate is set to 0.001. Of course, larger
values could be chosen to achieve convergence faster, but this could,
simultaneously, cause disturbance near the optimum point. The
Adam optimizer [48] was selected as the gradient descent solver in
this study. Finally, the exponential first and second moment vec-
tor was set to be 0.9 and 0.999, respectively.

We used the mean squared error (MSE) as the loss function,
which is calculated as:

Fig. 4. (a) A schematic model of an artificial neuron and (b) The most common activation functions for regression problem.



Numerical investigation and deep learning-based prediction of subcooled flow boiling 3233

Korean J. Chem. Eng.(Vol. 39, No. 12)

(21)

The model accuracy is based on the mean absolute error (MAE),
which is measured as:

(22)

In Eqs. (21) and (22), n is the number of data points, Yi is the
real value of the target quantity, and  is the predicted value of the
target quantity by the ANN.

We use the coefficient of determination (R-squared or R2) to
show how well the model is capable of predicting the target quan-
tity. If  is the mean of the data, R2 is defined as:

(23)

The R2 value ranges between 0 and 1, where zero is the case
when the model is unable to predict the target quantities. On the

contrary, the R-squared of one is equivalent to the best model, which
predicts all the cases correctly. 

RESULTS AND DISCUSSION

We present two categories of the results: those from the numer-
ical simulations and those from the ANN models. In addition, to
confirm the data are valid, a verification of the extracted data is
presented based on the experimental results.
1. Numerical Simulations

The effects of different boundary conditions on thermal charac-
teristics and bubble dynamics of subcooled flow boiling were investi-
gated. To make the comparison simpler, certain case studies were
selected and used throughout this work. Table 3 presents the men-
tioned case studies.
1-1. Wall Temperature

Fig. 6 depicts the changes of wall temperature with respect to
pressure, heat flux, mass flux, and inlet subcooled temperature vari-
ations along the pipe in different case studies.

Em = 1n
--- Yi   Ŷi 2

i1

n


MAE  
1
n
---

Yi   Ŷi

Yi
----------------

t1

n
 100%

Yˆ i

Y

R2
 1 

 Yi  Ŷi 2

 Yi   Y 
------------------------

Table 2. ANN model parameters chosen in the present study
Parameters Values
Activation functions ReLU, Sigmoid, Linear
Optimizer Adam
Batch size Varies in every case
Learning rate 0.001
Exponential decay rate of first moment vector 0.9
Exponential decay rate of second moment vector 0.999
Loss function Mean squared error

Fig. 5. The ANN model utilized in the present study.

Table 3. The case studies investigated in the present study
Case study Pressure [MPa] Heat flux [MW/m2K] Mass flux [kg/m2s] Subcooled temperature [K]

1 0.7-7.0 0.57 900 58.2
2 7.0 0.3-1.5 900 30
3 4.5 1.0 600-1,500 40
4 0.7 0.3 600 30-58.2
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Fig. 6. Comparison of wall temperature in (a) case study 1 with different pressures, (b) case study 2 with different heat fluxes, (c) case study 3
with different mass fluxes, and (d) case study 4 with different subcooled temperatures.

Fig. 7. Comparison of vapor volume fraction in (a) case study 1 with different pressures, (b) case study 2 with different heat fluxes, (c) case
study 3 with different mass fluxes, and (d) case study 4 with different subcooled temperatures.
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Fig. 6(a) shows the variation of case study 1 by changing the pres-
sure of the working fluid. As pressure increases, the wall tempera-
ture also increases due to the rise in the fluid saturation temperature
[49]. Besides, the onset of boiling occurs if the wall temperature is
higher than the fluid saturation temperature [50]. The same pat-
tern is illustrated in Fig. 6(b) for case study 2. It is observed that by
applying a higher heat flux to the wall, the wall reaches a higher
temperature. Fig. 6(c) depicts the effects of mass flux for case study
3. It is evident that as the mass flux rises, the wall temperature drops.
When the mass flux is 600 kg/m2s, there is a sudden augmenta-
tion towards the end of the pipe. This problem could be addressed
by pointing out that towards the end of the pipe, as is shown in
Fig. 7(c), the vapor volume fraction is equal to 1. Since the heat
transfer coefficient is dropped significantly owing to the loss of
two-phase-flow heat transfer mechanism, we observe a significant
increase in wall temperature. Fig. 6(d) demonstrates the influence
of inlet liquid subcooled temperature variation in case study 4. The
wall temperature decreases by increasing the inlet subcooled tem-
perature although the variation seems to be minor when compared
to the other contributing factors. Basu et al. [51] also observed this
variation with more focus on the nucleation site density, and their
results verify the trend in Fig. 6(d).
1-2. Vapor Volume Fraction

Fig. 7 shows the effects of different parameters on vapor volume
fraction. As can be seen in Fig. 7(a), pressure increase inversely
affects the vapor generation process. The reason for this is that by
increasing the pressure, the saturation temperature rises as well.
Consequently, the majority of the heat flux is devoted to increas-

ing the fluid temperature rather than causing the onset of boiling.
Fig. 7(b) indicates the effect of heat flux on the vapor volume frac-
tion along the pipe. It is evident that as the heat flux applied to the
pipe wall rises, the vapor volume fraction increases significantly.
However, in two cases, the increasing trend stops and levels off.
This usually happens when the flow pattern changes to slug flow
in which case the vapor generation rate decreases [52]. Fig. 7(c)
and Fig. 7(d) show that the increase in the mass flux and the inlet
subcooled temperature inversely affects the vapor generation. Note
that in Fig. 7(d), as the inlet subcooled temperature increases, the
onset of boiling is delayed.
1-3. Bubble Departure Diameter

Fig. 8 shows how bubble departure diameter varies along the
pipe as the contributing parameters change. The bubble departure
diameter is of great importance since it plays a significant role in
heat flux partitioning [53]. Fig. 8(a) shows that the bubble depar-
ture diameter decreases as the pressure increases. The basis of most
of the models for bubble departure size is the Fritz model in pool
boiling [54]. All other models are mainly incorporating other forces
to take more complexities into account. Bubble departure diame-
ter is highly dependent on wall superheat [55], so by increasing
the pressure level in the working fluid, the saturation temperature
increases, thereby resulting in lower wall superheats. Therefore, the
bubble departure diameter decreases as the pressure augments. Fig.
8(b) depicts the heat flux dependency of bubble departure diameter,
showing the opposite effect when compared to the pressure varia-
tion. Since bubble departure is highly dependent on wall super-
heat, by increasing the heat flux, the wall superheat increases, thus,

Fig. 8. Comparison of bubble departure diameter in (a) case study 1 with different pressures, (b) case study 2 with different heat fluxes, (c)
case study 3 with different mass fluxes, and (d) case study 4 with different subcooled temperatures.
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resulting in bigger bubble departure diameters. Similar to vapor
volume fraction, the bubble departure diameter drops as the mass
flux, and the inlet subcooled temperature augment, as shown in
Fig. 8(c) and Fig. 8(d), respectively. The same trend is observed in
[56,57].
1-4. Bubble Detachment Frequency

Fig. 9 presents the numerical results of bubble detachment fre-
quency. According to Equation 15, bubble detachment frequency
is inversely related to bubble departure diameter. Therefore, it is
logical to observe the inverse pattern in Fig. 9 compared to Fig. 8.
In addition, according to [55], bubble departure frequency is highly
dependent on wall superheat; therefore, we would observe more
variations in cases where wall superheat is altered. Fig. 9(a), Fig.
9(c), and Fig. 9(d) show that the bubble detachment frequency
increases due to the augmentation in pressure, mass flux, and inlet
subcooled temperature, respectively. The heat flux rise, however,
presents the opposite pattern, showing a drop in the bubble detach-
ment frequency, as shown in Fig. 9(b). The most significant impact
is caused by changing the heat flux as it significantly affects wall
superheat. The results observed for bubble detachment frequency
agree well with the experimental study of Yoo et al. [57].
1-5. Bubble Detachment Waiting Time

Bubble detachment waiting time is the heating time needed for
the thermal boundary layer thickness to re-grow to 3/2 times the
cavity sizes [58]. However, in boiling, waiting time is defined as
the time from the departure of one bubble until the appearance of

another bubble in one nucleation site.
Since the bubble detachment waiting time is inversely propor-

tional to bubble detachment frequency, formulated in Equation
16, an opposite pattern for the bubble detachment waiting time is
observed when it is compared to the bubble detachment frequency.
Fig. 10 illustrates the variation of the bubble detachment waiting
time in different cases along the pipe length. As can be seen from
Fig. 10(a), as the fluid pressure increases, the bubble detachment
waiting time decreases. Inversely, this parameter increases with an
augmentation in the heat flux, presented in Fig. 10(b). Clearly, the
largest variation is caused by changing heat flux as a result of its
significant effect on wall superheat. Moreover, Fig. 10(c) and Fig.
10(d) depict the decreasing trend of the bubble detachment wait-
ing time by increasing the mass flux and the inlet subcooled tem-
perature, respectively. The irregular pattern in Fig. 10(c) is due to
dryout. As the volume fraction has reached its maximum value, as
shown in Fig. 7(c), the waiting time has significantly increased.
1-6. Nucleation Site Density

The nucleation site density is one of the significant parameters
in bubble dynamics of boiling processes. It is highly dependent on
the wall heat flux, wall superheat, and the number of cavities. Fig.
11 presents the nucleation site density in logarithmic scale. Fig.
11(a) depicts the variations of this parameter when the working
fluid pressure is changed. The nucleation sites substantially drop
when the pressure is increased. The main reason for this trend is
that as the fluid pressure increases, the number of active cavities

Fig. 9. Comparison of bubble detachment frequency in (a) case study 1 with different pressures, (b) case study 2 with different heat fluxes, (c)
case study 3 with different mass fluxes, and (d) case study 4 with different subcooled temperatures.
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Fig. 10. Comparison of bubble detachment waiting time in (a) case study 1 with different pressures, (b) case study 2 with different heat
fluxes, (c) case study 3 with different mass fluxes, and (d) case study 4 with different subcooled temperatures.

Fig. 11. Comparison of nucleation site density in (a) case study 1 with different pressures, (b) case study 2 with different heat fluxes, (c) case
study 3 with different mass fluxes, and (d) case study 4 with different subcooled temperatures.
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decreases [59]. Fig. 11(b) shows that the augmentation of the applied
heat flux significantly increases the number of active nucleation
sites. The reason for a gradual drop in the number of nucleation
sites towards the end of the pipe is mainly the coalescence of the
bubbles, which forms a layer of vapor adjacent to the wall, thus
deactivating nucleation sites. However, as shown in Fig. 11(c) and
Fig. 11(d), the number of nucleation sites decreases as the mass
flux and the inlet subcooled temperature increase. This is because
by increasing the inlet subcooled temperature, more heat flux is
required to increase the bulk temperature, and it inversely affects
the boiling process. The significant increase in Fig. 11(c) for the
mass flux of 600 Kg/M2s could be justified by the trend of the
same mass flux in Fig. 7(c). Since the vapor volume fraction reaches
its maximum value, meaning there is only vapor in the flow, the
number of nucleation sites would dramatically decrease. The pre-
sented trends for nucleation site density in the present study are
verified with the results of Yoo et al. [57].
2. ANN Results

An artificial neural network was utilized to predict ten different
parameters. As mentioned earlier, the process of choosing the best
model that could predict a target quantity is a procedure that must
be carried out carefully. Thus, we carried out a hyperparameters
tuning procedure for each of the target quantities. In the next sec-
tion, as an example, the procedure associated with local wall tem-
perature is presented. The same procedure was followed for every
target quantity in this study.
2-1. The ANN Model Selection Procedure

After the preprocessing stage, the local wall temperature data-
set consists of 1144 numerical results. The results coverage is the
same as in Table 1. The dataset is split into training and test data
points with a 70%-30% split ratio, resulting in 800 training data
points and 344 test data points. The next step is to determine the
number of the hidden layers. The widely used doubling sequence

is utilized for the number of hidden layers, starting with 32 neu-
rons. To begin with the process, the number of neurons and the
number of hidden layers must be investigated as they are the prin-
cipal components of the neural network. Table 4 presents the results
for different numbers of neurons and hidden layers, using ReLU
as the activation function of all layers.

It is obvious that by increasing the number of neurons and the
number of hidden layers, the model becomes more accurate; how-
ever, this improvement is stopped, and an opposite pattern is ob-
served when overfitting occurred. Therefore, the selected model is
(32,64,128,256,128,64,32). After selecting the number of hidden
layers, the impact of different activation functions for the output
layer is investigated in Table 5.

Apparently, using both Linear and ReLU results in the same
MAE. However, for the sake of consistency, the ReLU activation
function is utilized for the local wall temperature.

Another contributing element in the model architecture is the
batch size, i.e., the number of data points going through the feed-
forward process before the backpropagation begins. Thus, the batch
size is the number of data points that are processed in the neural
network before the weights and biases are updated. According to
Table 6, the mean absolute error of both batch sizes of 8 and 16 is
the same. However, the selected batch size is 16 because this choice
is less time-consuming.

Finally, the number of epochs are compared with each other, as
shown in Table 7. The best choice is the model with 20,000 epochs.
The reason that 20,000 is picked over 30,000 or higher epochs
despite the same MAEs is that the computational expenses in the
former are way less than the later ones.

It is evident that the best choice for hyperparameters is not nec-
essarily the deepest ANN or the slowest model, so it is logical that
a search for the best model architecture should be done prior to
model selection. This selection procedure is carried out to identify

Table 4. ANN model predictions for fixed input parameters and different combinations of hidden layers
Test case Input parameters ANN model hidden layers MAE (%) R2

1 (32) 0.28% 1
2 (32,64) 0.14% 1
3 (32,64,32) 0.14% 1
4 (32,64,64,32) 0.14% 1
5 (32,64,128,64,32) 0.20% 1
6 (32,64,128,128,64,32) 0.14% 1
7* (32,64,128,256,128,64,32) 0.11% 1
8 (32,64,128,256,256,128,64,32) 0.36% 1
9 (32,64,128,256,512,256,128,64,32) 0.13% 1

*Finally selected model.

P, q, m· , Tsub, Xin

Table 5. ANN model predictions for fixed ANN model and different activation functions for the output layer
Test case ANN model Output activation function MAE (%) R2

1 (32,64,128,256,128,64,32) Linear 0.12% 1
2* ReLU 0.11% 1
3 Sigmoid 0.14% 1

*Finally selected model.
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the best model architecture for every single target quantity in this
study. The final selected models for all of the quantities of interest
are presented in Table 8. These models achieve the best perfor-
mance among the examined cases.
2-2. The ANN Model’s Performance Evaluation

As mentioned in Table 8, the inputs for average and local param-
eters are  and , respectively. The
logic behind selecting these input parameters is that they fully cover
the components causing the boiling process. For instance, pressure
is a good representative of fluid properties. The heat flux, mass
flux, and subcooled temperature directly affect the subcooled flow
boiling. Additionally, it is essential to use the entrance length as the
input parameter for local target quantities. We investigated the ANN
performance in four different categories: heat transfer coefficient,
vapor volume fraction, wall temperature, and bubble dynamics.

The test dataset is used to evaluate the accuracy of the ANN mod-
els in the following. To better demonstrate the deviation of each
proposed models from the ideal case, a linear regression is fitted to
the predicted results. The ideal case is where all the data points are
located along the y=x line.
2-2-1. Heat Transfer Coefficient

For the average heat transfer coefficient, 348 data points were
utilized. This dataset is divided into 243 data points for training and
105 data points for testing the model. Fig. 12(a) shows the pre-
dicted heat transfer coefficient against the numerical results for the
105 test data points. The proposed ANN model is able to achieve
an MAE of 1.27%, and the R2 was as high as 0.97.

The local heat transfer coefficient dataset consists of 1144 data
points. This dataset is split into 800 data points for training and
344 data points for testing. Fig. 12(b) indicates the model predic-

P, q, m· , Tsub P, q, m· , Tsub, Xin

Table 6. ANN model predictions for a fixed number of hidden layers and different batch size
Test case ANN model Batch size MAE (%) R2

1* (32,64,128,256,128,64,32) 02 0.22% 1
2* 04 0.17% 1
3* 08 0.11% 1
4* 16 0.11% 1
5* 32 0.17% 1
6* 64 0.17% 1

*Finally selected model.

Table 7. ANN model predictions for a fixed number of hidden layers and different numbers of epochs
Test case ANN model Number of epochs MAE (%) R2

1* (32,64,128,256,128,64,32) 01,000 0.11% 1
2* 02,000 0.10% 1
3* 05,000 0.08% 1
4* 10,000 0.13% 1
5* 20,000 0.07% 1
6* 30,000 0.07% 1
7* 40,000 0.07% 1
8* 50,000 0.07% 1

*Finally selected model.

Table 8. Finally selected models

Output parameter Input parameters ANN model Number
of epochs

Batch
size

Activation
function

Average wall temperature (128,64,32) 40,000 32 ReLU
Average vapor volume fraction (256,128,64,32) 30,000 08 ReLU
Average heat transfer coefficient (256,128,64,32) 30,000 16 ReLU
Local wall temperature (32,64,128,256,128,64,32) 20,000 16 ReLU
Local vapor volume fraction (128,64,32) 10,000 08 Linear
Local heat transfer coefficient (32,64,32) 20,000 16 ReLU
Bubble departure diameter (32,64,128,64,32) 10,000 32 ReLU
Bubble detachment frequency (128,128,64,64,32,32) 10,000 64 Linear
Bubble detachment waiting time (256,128,64,32) 08,000 64 ReLU
Nucleation site density (128,128,64,64,32,32) 40,000 32 ReLU

P, q, m· , Tsub

P, q, m· , Tsub

P, q, m· , Tsub

P, q, m· , Tsub, Xin

P, q, m· , Tsub, Xin

P, q, m· , Tsub, Xin

P, q, m· , Tsub, Xin

P, q, m· , Tsub, Xin

P, q, m· , Tsub, Xin

P, q, m· , Tsub, Xin
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tion of the local heat transfer coefficient for the 344 test data points.
The extracted results reveal that this model is able to get the MAE
of 2.12% and the R2 of 0.94. It is clear that the deviations from the
ideal case are quite more than the average case, and that is why the
MAE is larger in the local case.

In both cases, the green lines (i.e. linear regression lines) are rea-
sonably similar to the ideal case, which shows how accurate the
models are.
2-2-2. Vapor Volume Fraction

The ANN model predictions for the average and local vapor
volume fraction are presented in Fig. 13(a) and (b), respectively. In
the case of the average vapor volume fraction in Fig. 13(a), the
model seems to perform well since the MAE is 1.33%, and the R2

equals 0.99. Fig. 13(b) illustrates the ANN result for local vapor
volume fraction with the MAE of 1.86% and R2 as high as 0.95.

The model for average vapor volume fraction is so accurate that
the linear regression of the results perfectly fits the ideal case. For
local vapor volume fraction, however, there is a slight deviation from
the ideal case. In both cases, the mathematical equations of linear
regressions are available.
2-2-3. Wall Temperature

The wall temperature is one of the most crucial parameters of
flow boiling processes because an uncontrollable increase in this
parameter could lead to a burnout and, as a result, the fluid would
get out of the pipe, resulting in catastrophic consequences if the fluid
was poisonous. Therefore, a model that is capable of accurately

Fig. 12. ANN model prediction of (a) 105 data points of average heat transfer coefficient for the hidden layer formation of (256,128,64,32)
and input parameters of P, q, , Tsub and (b) 344 data points of local heat transfer coefficient for hidden layer formation of
(32,64,32) and input parameters of P, q, , Tsub, Xin.

m·
m·

Fig. 13. ANN model prediction of (a) 105 data points of average vapor volume fraction for the hidden layer formation of (256,128,64,32) and
input parameters of P, q, , Tsub and (b) 344 data points of local vapor volume fraction for hidden layer formation of (128,64,32) and
input parameters of P, q, , Tsub, Xin.

m·
m·
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Fig. 14. ANN model prediction of (a) 105 data points of average wall temperature for the hidden layer formation of (256,128,64,32) and input
parameters of P, q, , Tsub and (b) 344 data points of local wall temperature for hidden layer formation of (32,64,128,256,128,64,32)
and input parameters of P, q, , Tsub, Xin.

m·
m·

Fig. 15. ANN model prediction of 982 data points of (a) local bubble departure diameter for the hidden layer formation of (32,64,128,64,32)
and input parameters of P, q, , Tsub, Xin, (b) local bubble detachment frequency for hidden layer formation of (128,128,64,64,32,32)
and input parameters of P, q, , Tsub, Xin, (c) local bubble detachment waiting time for hidden layer formation of (256,128,64,32) and
input parameters of P, q, , Tsub, Xin, and (d) nucleation site density for hidden layer formation of (128,128,64,64,32,32) and input
parameters of P, q, , Tsub, Xin.

m·
m·

m·
m·
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predicting this parameter is of great benefit. Fig. 14(a) indicates the
results of the model for average wall temperature. This model
shows the MAE of 0.18% and the R2 of 1.0. Fig. 14(b) shows the
comparison of the predicted and numerical local wall temperature.
Since the wall temperature is highly dependent on the pressure of
the working fluid, the four clusters of data points represent four
different pressures. The model for this target quantity was able to
achieve the MAE as low as 0.08% and maintain the R2 to 1.0. Addi-
tionally, the linear regressions of the results depict a great agreement
with the ideal case.
2-2-4. Bubble Dynamics Parameters

To fully understand the bubble dynamics of the boiling process,
we investigated relevant parameters, such as bubble departure diame-
ter, bubble detachment frequency, bubble detachment waiting time,
and nucleation site density. The dataset used in this section is com-
prised of 3271 data points. This dataset is split with a ratio of 70%-
30%, resulting in 2289 training data points and 982 testing data
points.

Fig. 15(a) illustrates the ANN model predictions of bubble depar-
ture diameter with P, q, , Tsub, Xin as inputs. The model achieves

the MAE of 0.52% and the R2 of 0.96. In Fig. 15(b), the bubble
detachment frequency model is presented. The input parameters
include P, q, , Tsub, Xin. The MAE and R2 of this model are 0.29%
and 0.99, respectively. The MAE for this parameter is the lowest
among the bubble dynamics parameters and, hence, this model has
the most accurate predictions among the mentioned target quanti-
ties. Fig. 15(c) and Fig. 15(d) illustrate the models for bubble detach-
ment waiting time and nucleation site density, respectively. The
MAE and R2 for bubble detachment waiting time are 0.36% and
0.99, respectively. Similarly, the mentioned metrics for nucleation
site density are 0.53% and 0.99, respectively. To show how accu-
rate the models perform, we used a fitted linear regression for each
quantity. The linear regressions perfectly resemble the ideal case,
showing the high accuracy of the proposed models.
2-2-5. The ANN Model’s Predictions

To fully understand how well the ANN models are able to pre-
dict the target quantities, a number of test data points were used to
evaluate the models’ performance. Fig. 16 and Fig. 17 compare the
numerical results with the predicted ones for the heat transfer and
bubble dynamics quantities. As can be seen, the ANN models arem·

m·

Fig. 16. ANN model’s prediction of the excluded data points for (a) local heat transfer coefficient, (b) local wall temperature, and (c) local
vapor volume fraction.
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able to correctly capture the variations of different target quanti-
ties along the pipe. The data used in Fig. 16 is distributed all over
the solution domain to ensure that the models have the ability to
give accurate predictions in various flow conditions.

Fig. 17 shows the ANN model prediction of bubble dynamics.
It is evident that for almost all the cases the ANN model is capa-
ble of predicting the target quantities similar to the real value.

CONCLUSION

The three-dimensional numerical simulation of subcooled flow
boiling of water based on the Euler-Euler approach was performed.
A wide range of values of boundary conditions including the pres-
sure, heat flux, mass flux, and inlet liquid subcooled temperature
was used to generate 408 cases. The variation of boundary condi-
tions caused different patterns in the quantities of interest. Wall
temperature increased by increasing the pressure and the heat flux.
However, it was reduced by increasing the mass flux and the inlet
subcooled temperature. The vapor volume fraction increased by
the augmentation of heat flux, while the rise in pressure, mass flux,

and inlet subcooled temperature caused a significant drop in this
quantity. Also, the bubble dynamics parameters such as bubble
departure diameter, bubble detachment frequency, bubble detach-
ment waiting time, and nucleation site density experienced some
variations due to changing the boundary conditions. The data ex-
tracted from the numerical results were split into training and test
datasets. The ANN hyperparameters were carefully tuned to select
the best model for each target quantity. Then, the numerical results
were compared with the results predicted by the ANN model,
which showed a complete agreement with the numerical results.
In addition, the ANN model was trained by excluding the data
points used in an experiment [44]. The results showed how well
the model is capable of predicting the experimental results, too.

NOMENCLATURE

Ac : area of fraction of the heater surface subjected to convec-
tion [m2]

Aq : area of fraction of the heater surface subjected to quench-
ing [m2]

Fig. 17. ANN models prediction of the excluded data points for (a) bubble departure diameter, (b) bubble detachment frequency, (c) bubble
detachment waiting time, and (d) nucleation site density.



3244 E. Eskandari et al.

December, 2022

Cp : specific heat of the fluid [J kg1 K1]
dw : bubble departure diameter on the wall [m]
Flg : action of interfacial forces from vapor on liquid [N]
Fgl : action of interfacial forces from liquid on vapor [N]
f : bubble departure frequency [Hz]
 : volume fraction
Si : additional source terms due to coalescence and breakage [kg

m3 s1]
fi : scalar fraction related to the number density of the discrete

bubble classes
G : mass flux [kg m2 s1]
g : gravitational constant [m s2]
H : specific enthalpy [J kg1]
h : interfacial heat transfer coefficient [J kg1]
hfg : specific latent heat of vaporization [J kg1]
k : conductivity [W m2 K1]
m : mass [kg]

: mass flux [kg m2 s1]
na : active nucleation site density [m2]
n : number of data points
P : pressure [N m2]
qc : heat transfer due to forced convective [W m2]
qe : heat transfer due to evaporation [W m2]
qq : heat transfer due to quenching [W m2]
q : heat flux [W m2]
R2 : R_squared
St : stanton number [St=h/ucp]
T : temperature [K]
Tsup : wall superheat temperature [K]=TwTsat

Tsub : subcooled temperature [K]
Tw : wall temperature [K]
tw : bubble detachment waiting time [s]
t : time [s]
u : velocity [m s1]
Xin : entrance length [m]
Yi : real value of the target quantity

: predicted value of the target quantity by the ANN
: mean of the data

Greek Letters
 : viscosity [Pa·s]
 : density [kg m3]
 : surface tension [N m1]
lg : interfacial mass transfer from vapor to liquid [kg m3 s1]
gl : interfacial mass transfer from liquid to vapor [kg m3 s1]

Subscripts
g : vapor
l : liquid
w : wall

Superscripts
e : Euler’s number

Abbreviations
ANN : artificial neural network

HTC : heat transfer coefficient
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