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Abstract−A new forecasting scheme is presented of short-term system marginal price (SMP) using past data on power
supply and demand as well as past cost data. The forecasting of SMP is one of the most significant factors in an elec-
tricity market in which power is produced by generators, transmitted by transmission companies, and distributed by
suppliers according to new trading agreements. The accurate forecasting of SMP can significantly influence the profit of
market participants. In this paper, a new methodology for day-ahead SMP forecasting is proposed using the law of
supply and demand on power. The salient feature of the proposed approach is that it exhibits excellent predicting per-
formance in short-term forecasting.
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INTRODUCTION

Deregulation of the electric power industry raises many challeng-
ing issues. Forecasting electricity prices and quantities in daily power
markets is the most essential task and basic to any decision mak-
ing. Forecasting electricity loads has reached a comfortable state of
performance. In electricity markets, companies that are involved in
trading make extensive use of price prediction techniques either to
bid or to hedge against volatility. Having reliable daily price fore-
cast information, producers or energy service companies are able to
delineate good bilateral contracts and make better financial decisions.

The Korea Power Exchange (KPX) is a competitive electricity
market in which electricity is produced by generators, transmitted
by a dispatcher and distributed by suppliers under new trading agree-
ments. All electricity is sold to and bought from KPX. The system
marginal price (SMP) is a major portion of the payment that gen-
erators obtain from KPX for their scheduled generating units. From
a generator’s point of view, it is very important to estimate what
the SMP will be on the next day. The determination of the price of
electricity in the electricity market is based on the principle of demand
and supply as in the case of general commercial products. The high-
est cost among the costs of active electricity sources to fulfill hourly
power demand becomes the SMP. KPX forecasts the power de-
mand of the trading day and calls for one-day-ahead bids. Therefore,
the proper prediction of the SMP can help a power generator to sub-
mit its generating unit prices as close to SMP as possible and, there-
fore, to increase the company’s income on the next scheduling day.

A good price forecasting tool in deregulated markets should be
able to capture the uncertainty associated with those prices. Factors
that influence the electricity price include time (hour of the day, day
of the week, month, year, and special days), operating reserves, his-
torical prices and demand, bidding strategies, temperature effects,

predicted power shortfall and generation outages. In general, the
most significant element driving the electricity price is power de-
mand. The commonly used series models are linear predictors, while
electricity prices are in general a nonlinear function of its input fea-
tures [1,2]. So, the behavior of price signal may not be completely
captured by the time series techniques [3]. To resolve this problem,
some black-box forecasting models such as neural networks (NN)
and fuzzy neural networks (FNN) have been presented. Mandal et
al. [4] NNs and FNNs have the capability of modeling the nonlin-
ear input/output mapping functions. However, electricity price is a
time variant signal and its functional relationships rapidly vary with
time [5,6]. Thus, the derived information or extracted feature of the
NN or FNN rapidly loses its value. While it seems that the NN or
FNN learns well the training data, they may encounter large pre-
diction errors in the test phase. Pedregal and Trapero propose the
use of the dynamic harmonic regression for forecasting the hourly
price time series of electricity markets [7]. Their model belongs to
the class of the unobserved components models set up as a state
space system. A certain regularity of the data is an important pre-
condition for the successful application of neural networks [8]. When
using classical statistical techniques, a stationary process is assumed
for the data. But, in most cases, the assumption of stationarity has
to be discarded. Besides, one has to bear in mind that different kinds
of nonstationarities may exist [8]. Neural networks have already
been used to solve problems such as load forecasting [9], compo-
nent and system fault diagnosis, security assessment and unit com-
mitment [10]. The wavelet transform converts a price series in a
set of constitutive series. These series present a better behavior than
the original prices series, and therefore, they can be predicted more
accurately [11]. The reason for the better behavior of the constitu-
tive series is the filtering effect of the wavelet transform.

Most of the forecasting methods presented so far have some dis-
advantages and are inconvenient to use in that they require large
amount of past data without regarding to their accuracy. Forecast-
ing by a compact model which is convenient to use would be most
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attractive for electricity market. The fundamental and novel contri-
bution of the paper is the introduction of a new compact model for
forecasting SMP based on power supply and demand data as well
as past cost data. The proposed model is very simple to use and re-
quires the least amount of data without sacrificing prediction accu-
racy. The proposed forecasting equation exhibits tracking perfor-
mance that is good enough to use in the electricity market.

SMP FORECASTING MODEL

Accurate forecasting means small differences between predicted
values by the proposed model and actual price data. Analysis of
prediction error for a certain period suggests whether the forecast-
ing algorithm is appropriate to the revealed pattern or not. If the
probability distribution is used for a given period, the magnitude of
errors has to be determined for accurate forecasting, and criteria for
representing uncertainty are required. In this work, we employ RMSE
(root mean square error) and MAPE (mean absolute percentage error)
to evaluate accuracy of forecasting algorithms. RMSE and MAPE
are defined as the following:

(1)

(2)

where Nt is the number of observations in test data set and Pi, actual

and Pi, estimated are the actual and estimated values, respectively.
1. Estimation of Power Demand

Prediction of power demand and supply is required to apply the
principle of supply and demand in the forecasting of the SMP. To
accomplish the prediction we have to choose appropriate variables
to use in the prediction. These variables can be determined by cor-
relation analysis. To represent the extent of correlation, we use a
correlation coefficient, denoted by “r”, which represents numeri-
cally the correlation characteristics between two variables. The coef-
ficient r takes a value between −1 and 1. The correlation coefficient
between two variables can be calculated by the following sequence:

(3)

where xi and yi are ith variables, and  and  are average of x and y.
n is the number of variables. A high value of the correlation co-
efficient (r) over 0.8 indicates high correlation. If the value of r stays
within the range from 0.6 to 0.8, we can say that there exists modest
correlation. We can say there exists no correlation among variables
if the value of r is lower than 0.4. The correlation coefficient is cal-
culated for the purpose of the analysis of relations among variables.

The correlation coefficient between current power demand and power
demand 1 week ago was found to be 0.7649 and that between cur-
rent power demand and power demand 1 day ago was 0.6348.

Based on this observation, we can construct the load estimation
model as follows:

Pd=α×Pdw+β×Pdd (4)

Where Pd is power demand, and Pdd and Pdw are power demand 1
day ago and 1 week ago, respectively. α and β are coefficients.

The amount of power demand of one week ago and the previ-
ous day shows significant monthly variations. To compensate for
these variations and to reduce estimation errors, we can use α and
β which take different value for each month. Calculated values of
α and β are shown in Table 1. To assess predicting performance of
the model (4), estimation was performed for one week (June 22,
2009-June 28, 2009) and compared with actual load data. Results
are shown in Fig. 1. As can be seen, nice tracking performance is
achieved by using the simple model (4). Estimation errors are MAPE
=3.67 and RMSE=6.67.
2. Estimation of Power Supply

As in the estimation of power demand, variables are chosen for
prediction of power supply through correlation coefficients. It was
found that the power supply of the present day is highly correlated
with the amount of supply of previous day as well as the maxi-
mum power demand. The correlation coefficient between the present
power supply and the supply of previous day is 0.97 and that be-
tween the present power supply and the maximum demand is 0.67.
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Table 1. Values of α and β for each month

Month α β Month α β

March 0.40 0.60 August 0.20 0.80
April 0.40 0.60 September 0.05 0.95
May 0.40 0.60 October 0.55 0.45
June 0.05 0.95 November 0.25 0.75
July 0.25 0.75 December 0.27 0.73

Fig. 1. Results of prediction on power load (June 22, 2009-June
28, 2009).
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Appropriate variables to be used in the prediction are selected from
the analysis of correlation. Based on these variables, we can develop
the supply estimation model given by

(5)

where Ps and Psd are current power supply and power supply one
day ago, respectively, and Pmax and Pmax_d are maximum power de-
mand at present and one day ago, respectively.

The maximum demand obtained from the previous model (4) is
used as the maximum supply in Eq. (5). To evaluate the predicting
performance of the model (5), estimation was performed for March
1, 2009-December 31, 2009 and compared with actual supply data.
Results are shown in Fig. 2. As can be seen, excellent prediction
performance is achieved by using the prediction model (5). In this
work, prediction with RMSE less than 20 is regarded as “permissi-
ble.” Estimation errors are MAPE=0.67 and RMSE=0.92.
3. Prediction of SMP

In general, factors that impact the SMP include power demand,
ambient temperature and variations in fuel prices. The main vari-
able that derives the SMP is the power demand. But, in addition to
seasonal variations, sometimes the relationship between the SMP
and the power demand display distorted pattern as shown in Fig. 3.
To improve forecasting performance, we can employ the supply
and demand principle. If the suppliers try to set higher prices on
specific items, production of these items increases. If the consum-
ers believe that they can acquire those items at lower prices, produc-
tion of those items decreases while demand increases. If demand on
some items is lower than expected, the suppliers lower the prices
and vice versa. Fig. 4 shows the well-known interrelationship be-
tween demand and supply. As the amount Q increases, the demand
curve (D) and the supply curve (S) exhibit an inverse proportional
relation to each other. Based on this observation, we can derive the
following equation:

(6)

where Ps and Pd are power supply and demand respectively, and
Psw and Pdw are power supply and demand on 1 week ago, respec-
tively. SMPw is the SMP of 1 week ago. Eq. (6) can be rearranged
as follows:

(7)

The pattern of SMP data may be regular or irregular. So if we use
the data as it is, it is impossible to find a similar data pattern. The
pattern shown by new forecasting Eq. (7), being based on data of
past seven days (one week), depends upon the pattern of past seven
days. Forecasting may be affected significantly by the variations in
seasonal fuel prices. For this reason, regular and irregular patterns
must be classified according to the season. Thus, regular and irregu-
lar patterns for summer are different from those for winter or spring.
We may anticipate similar patterns during spring and fall. Data of
the past seven days showing irregular pattern are replaced by data
of 14 days ago to reduce forecasting errors to give Eq. (8). Varia-
tions in fuel prices matter usually in the first week of a month. To
incorporate the effect of variations in fuel prices and to decrease
forecasting error, a term denoting variations in fuel prices is added
to Eq. (7) to give Eq. (10). It should be noted that Eq. (9) is used

Ps = Psd
Pmax

Pmax_d
------------⎝ ⎠
⎛ ⎞

0.06

×

SMP Ps

Pd
----- = SMPw× Psw

Pdw
-------×

SMP = SMPw
Pd

Pdw
-------× Psw

Ps
------×

Fig. 2. Results of prediction on power supply (March 1, 2009-De-
cember 31, 2009).

Fig. 4. The supply and demand curve.

Fig. 3. Chronological demand and SMP curves (August 10, 2009-
August 16, 2009).
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only in the forecasting of the first week of each month.

(8)

(9)

where SMPw and SMPw2 are SMPs of one week and two weeks ago,
respectively, and Pdw2 and Psw2 are power demand and supply on two
weeks ago, respectively. CLNG and CLNGw denote cost of LNG at pres-
ent and one week ago, respectively.

RESULTS AND DISCUSSION

The past SMP data used in the proposed model were collected
from Korea Electricity Trading Office. The information available
includes hourly price historical data of the one and two weeks pre-
vious to the day of the week whose prices are to be predicted during
the period from March 31, 2009 to December 31, 2009.

Because the SMP exhibits different patterns according to the sea-
son, we select a typical week for each season. The spring week se-
lected is the third week of March (March 16, 2009-March 22, 2009),
the summer week is the fourth week of June (June 22, 2009-June
28, 2009), the autumn week is the fourth week of October (Octo-
ber 19, 2009-October 25, 2009), and the winter week is the second
week of December (December 7, 2009-December 13, 2009).

Table 2 summarizes the forecasting errors for one week of each
season. We can see that good forecasting is achieved regardless of
seasons, which means that we do not need to take into account sea-
sonal characteristics to use the proposed forecasting model. Incor-
poration of price data of the past one or two weeks means a rela-
tively recent trend is taken into account in the forecasting to give
more accurate prediction. The power demand depends upon the
ambient temperature, and changes in ambient temperature are sig-
nificant factors causing fluctuations in power demand. For this rea-
son, it is necessary to include the ambient temperature as a key vari-
able in the forecasting model. But the ambient temperature of a day
does not show much difference from the day of one week ago. Thus,
we do not need to include the temperature as a variable in the forecast-
ing model if the model is based on data of one week ago. More-
over, temperature variations below 5 oC do not affect the forecasting
significantly. To illustrate this observation, forecasting errors were de-
termined and compared for the forecasting models with and with-
out temperature term. In this case the rate of temperature change is
represented in Kelvin (K). The difference in forecasting error be-
tween the model with temperature term and that without tempera-
ture term was found to be 0.01% MAPE, which can be ignored.

Fig. 5 provides the forecasting data for the third week of March.
The prediction behavior of the proposed model for the spring week-

days is very appropriate with a weekly error of MAPE=1.94 and
RMSE=3.07 (time span: 1-144 hours). But, results of forecasting
for the spring weekend exhibit high prediction error (MAPE=11.28,
RMSE=14.39, time span: 144-168 hours). This trend can be seen
in other seasons. Forecasting data for a summer week is shown in
Fig. 6. For the fourth week of June, the prediction errors for week-
days are MAPE=4.23 and RMSE=5.64 (time span: 1-144 hours)
and those for the weekend are MAPE=9.70 and RMSE=13.19 (time
span: 144-168 hours). Fig. 7 shows the forecasting data for the fourth
week of October. In this case, the prediction errors for weekdays
are MAPE=4.67 and RMSE=6.54 (time span: 1-144 hours) and
those for the weekend are MAPE=14.57 and RMSE=15.34 (time
span: 144-168 hours). Even with the relatively high RMSEs for week-
ends, all RMSEs are less than the criterion of 20, which means the
predictions are acceptable. As for the winter week, the performance
of the proposed model is good and accuracy is reasonable enough
both for weekdays and weekend. The prediction errors for the sec-
ond Sunday of December, 2009, are MAPE=2.48 and RMSE=2.77.
In summary, the daily average RMSE is 11.65 with the lowest value
of 2.38×10−6. As described before, irregular life patterns in week-

SMP = SMPw2
Pd

Pdw2
---------× Psw2

Ps
--------×

SMP = SMPw2
Pd

Pdw
-------× Psw

Ps
------ CLNG

CLNGw
------------××

Table 2. The SMP forecasting errors for 1 week of each season

Test period MAPE RMSE
March 16, 2009-March 22, 2009 3.27 6.13
June 22, 2009-June 28, 2009 5.01 7.21
October 19, 2009-October 25, 2009 6.08 8.81
December 7, 2009-December 13, 2009 3.59 5.99

Fig. 6. Prediction of SMP (June 22, 2009-June 28, 2009).

Fig. 5. Prediction of SMP (March 16, 2009-March 22, 2009).
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ends contribute to the relatively large errors. Table 3 summarizes
above results.

In the proposed model, the prediction for a specific day of the
week is performed based on data of the same day of one and two
weeks ago. This scheme is adequate especially for weekdays when
life patterns of consumers are steady (i.e., do not show unusual varia-
tions). Relatively large errors in the weekend indicate life style pat-
terns of consumers are irregular. We can assume that the life pattern
of a weekend depends upon the weather conditions which influ-
ence outdoor activities. From the statistical analysis of weather data,
it is found that the relatively high prediction errors for weekends
are correlated with average ambient temperatures. For example,
the average temperature on March 22, 2009, is 4.9 oC higher than
that on one week ago with cloudy on both days. Due to the increase
of the average temperature, outdoor activities may be increased to
give unusual high prediction errors. The difference of the daily tem-
perature range between June 28, 2009, and June 21, 2009, is only
0.9 oC but there was heavy rainfall on June 21 while it was cloudy
on June 28. It is obvious that weather conditions affect highly the
weekend outdoor activities again to give high prediction errors. Win-
ter exhibits somewhat different patterns. Cold weather prohibits out-
door activities, which may be the major reason that the performance
of the proposed model is good for winter and accuracy is reason-
able enough both for weekdays and weekend. In short, we have to
take into account weather conditions for the weekend forecasting.
Inclusion of information on the weather into the SMP forecasting

model is very complicated and requires detailed analysis on weather
data for long period. For simplicity, we do not include weather data
in the proposed model.

Forecasting results for holidays or festive days show a similar
pattern to weekends. For accurate prediction, we need information
on the day of week for a given holiday. For example, we should
not employ the forecasting scheme for weekdays if, for instance,
Tuesday is the Memorial day. Differences in the forecasting pat-
terns between a holiday and an ordinary day can be seen in Fig. 9.
In Fig. 9(a), the solid line denotes SMP forecasting results for the
Memorial day, the dotted line indicates those for one week after
the Memorial day, and the starred (*) line represents those for two
weeks after the Memorial day. Fig. 9(b) shows SMP forecasting

Table 3. The SMP forecasting errors for weekdays and weekends

Test period MAPE RMSE
March 16, 2009-March 21, 2009 (weekdays) 01.94 03.06
March 22, 2009 (weekend) 11.27 14.39
June 22, 2009-June 27, 2009 (weekdays) 04.23 05.63
June 28, 2009(weekend) 09.69 13.18
October 19, 2009-October 24, 2009 (weekdays) 04.67 06.54
October 25, 2009 (weekend) 14.57 15.34
December 7, 2009-December 12, 2009 (weekdays) 03.78 06.37
December 13, 2009 (weekend) 02.48 02.76

Fig. 8. Prediction of SMP (December 7, 2009-December 13, 2009).Fig. 7. Prediction of SMP (October 19, 2009-October 25, 2009).

Fig. 9. (a) Comparison of SMP forecasting between holiday and
normal days (b) Comparison of SMP forecasting on a holi-
day for 3 years (2007-2009).
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results for the anniversary of the Independence Movement of March
1st, 1919. We can see quite a different prediction pattern for each
year, which may be caused by the fact that March 1st of each year
comes on a different day of the week. We can also see somewhat
different patterns from those of other holidays and weekends.

When a holiday comes in between weekends (for example, Wed-
nesday is the Memorial day), the SMP prediction for one day and
two days after the holiday is influenced by that for the holiday. Fig. 10
illustrates SMP forecasting results for a period including the Memo-
rial day (Fig. 10(a)) and those after one week (Fig. 10(b)). As shown
in Fig. 10, we can see quite a different behavior between the week
containing a holiday and the normal week without holidays. The
effect of a holiday on the following few days in the SMP forecasting
is clear. The problem is that we do not have enough data on holidays
(i.e., information on past SMPs and weather conditions for holi-
days) because a holiday comes one time in a year. Even if we col-
lected data for 10 years, we would have only 10 data for holidays.
Thus, it is inevitable to suffer some SMP forecasting errors for holi-
days.

CONCLUSION

We propose a new forecasting scheme of short-term system mar-
ginal price (SMP) using the law of supply and demand on power.
Prediction of SMP is based upon past data on power supply and
demand as well as cost data of one and two weeks ago. The per-
formance of the proposed forecasting model is good and the ac-
curacy is reasonable enough both for weekdays and weekend. The
average RMSE is 11.65 with the minimum value of 2.38×10−6. The
relatively large RMSE originates from the irregular life patterns in

holidays and weekends. If we perform the SMP forecasting exclud-
ing holidays and weekends, the average RMSE is reduced to 9.65.
The salient feature of the proposed approach is that it exhibits ex-
cellent predicting performance in short-term forecasting.
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NOMENCLATURE

CLNG : cost of LNG [Won/kWh]
CLNHw : cost of LNG 1week ago [Won/kWh]
Pd : power demand [MW]
Pdd : power demand 1 day ago [MW]
Pdw : power demand 1 week ago [MW]
Pdw2 : power demand 2 weeks ago [MW]
Ps : power supply [104 KW]
Psd : power supply 1 day ago [104 KW]
Psw : power supply 1 week ago [104 KW]
Psw2 : power supply 2 weeks ago [104 KW]
Pmax : max power demand during whole day [104 KW]
Pmax_d : max power demand 1 day ago [104 KW]
T : ambient temperature [oC]
Tw : ambient temperature 1 week ago [oC]
SMPw2 : SMP 1 week ago [Won/kWh]
SMPw : SMP 2 weeks ago [Won/kWh]
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