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Abstract−Several data-driven prediction methods based on multiple linear regression (MLR), neural network (NN),
and recurrent neural network (RNN) for the indoor air quality in a subway station are developed and compared. The
RNN model can predict the air pollutant concentrations at a platform of a subway station by adding the previous tem-
poral information of the pollutants on yesterday to the model. To optimize the prediction model, the variable importance
in the projection (VIP) of the partial least squares (PLS) is used to select key input variables as a preprocessing step.
The prediction models are applied to a real indoor air quality dataset from telemonitoring systems data (TMS), which
exhibits some nonlinear dynamic behaviors show that the selected key variables have strong influence on the predic-
tion performances of the models. It demonstrates that the RNN model has the ability to model the nonlinear and dy-
namic system, and the predicted result of the RNN model gives better modeling performance and higher interpret-
ability than other data-driven prediction models.

Key words: Air Quality Prediction, Nonlinear Modeling, Recurrent Neural Networks (RNN), Predicted Model, Partial Least
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INTRODUCTION

Metro systems, or underground or subway systems, have been
considered as an important model of transport in order to enhance
the quality of the transport, relieve congestion, as well as to fill gaps
of insufficient public transport. The sort of harmful air pollutants
are replaced and stayed in indoors such as subway stations which
are used by many people. Also, serious indoor air pollution is caused
by inadequate ventilation systems. Korea ministry established indoor
air quality regulations to control major pollutants such as ozone (O3),
nitrogen dioxide (NO2), sulfur dioxide (SO2), carbon monoxide (CO),
and PM (particulate matter) <10µm in diameter (PM10) or <2.5
µm in diameter (PM2.5), due to their harmful effects on human health
and vegetation. PM10 and PM2.5 are potentially toxic to humans and
all living matter [1].

To control the indoor air quality in subway systems, several key
air pollutants are measured and monitored offline and also online
by a telemonitoring (TMS) system which is built for the manage-
ment of air quality in a subway station. To satisfy operational regula-
tion for quality, safety and environmental constraints with minimum
cost, the current status in a system should be measured and pre-
dicted. Due to increasing constraints and the necessity of a reliable
environment, efficient modeling and monitoring methods are becom-
ing more and more important. It is necessary to maintain the sys-
tem performance as close as possible to optimal conditions, since
the precise prediction of the air pollutant concentration and early

fault detection in the subway environment are very critical to exe-
cuting corrective action well before a dangerous situation occurs
[1,2].

Fig. 1 shows an example of the air quality management in a sub-
way station. First, multivariate monitoring based on principal com-
ponent analysis (PCA) is used to diagnose the nine air pollutants in
a TMS simultaneously from the viewpoint of ecological toxicology.
Second, a contribution plot is used to identify and isolate the sources
of bad or contaminated, or emergency air quality. Third, under the
process information obtained from statistical monitoring techniques,

Fig. 1. An example of the air quality management in a subway sta-
tion.
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artificial intelligence (AI) such recurrent neural network, fuzzy, can
be utilized to design the supervisory control algorithm and finally
to optimize the operating condition. Here, the integrated monitor-
ing of air quality can be accomplished by combining multivariate
monitoring and the prediction method to check their toxicological
health effects using statistical regression. In this paper, we focus on
the prediction model of the air quality management.

Today, empirical data-based modeling is a widely used alterna-
tive to mechanistic modeling since it requires less specific knowl-
edge of the process being studied compared to a first principles model.
Here, data-driven empirical modeling techniques require data (meas-
urements) which are collected on those variables believed to be rep-
resentative of the process behavior and of the properties of the prod-
uct or system output. The recurrent neural network (RNN), which
is one of the data-driven models, recently has been applied suc-
cessfully in various fields including environmental engineering, such
as a modeling technique for nonlinear systems [3-5].

In this paper, a data-driven prediction method based on the RNN
is developed to predict the air pollutants of the platforms in a sub-
way station. Also, feed-forward neural networks (NN) and multiple
regression models are used for comparisons. The proposed method
has a preprocessing step of the partial least squares method. It can
select the key variable to determine the structures of the RNN and
other prediction models and interpret the variable relationship between
input variables and select the key temporal information by its vari-
able importance in the projection (VIP), and finally, it can predict
the air pollutant of the platforms in a subway station through its soft
sensing.

The outline of this paper is as follows. The first section intro-
duces the basics of data-driven models of multiple linear regression,
neural network, and recurrent neural network methods briefly and
the proposed method is suggested. Results and discussion section
contain illustrative application results in a real subway station. Finally,
the conclusions of this article are addressed.

METHODS

1. Multiple Regression Model
Regression modeling is one of the techniques for predicting pro-

cess design, optimization, process control, and other engineering
activities. The regression model describes the relationship between
independent and dependent variables. In the simple linear regres-
sion model, the dependent variable, or response, is related to one
independent variable, or regressor. However, there are many empir-
ical model building situations in which there are more than one in-
dependent variable [6].

A regression model that contains more than one independent vari-
able is called multiple regression model. A multiple regression model
includes interaction and quadratic effects. Depending on the values
of the regression coefficients, the second-order model with interac-
tion is capable of assuming a wide variety of shapes and thus is a
very flexible regression model [7]. A multiple regression model which
has more than two independent variables is represented by the fol-
lowing Eq. (1).

Y=β0+β1x1+β2x2+β12x1x2+β11x1
2+β22x2

2+ε (1)

where xs are independent variables, Y is dependent variable, βs are

regression coefficients, and ε is random error term [6,7]. The goal
of MLR is to find an approximation function for the prediction fu-
ture response of the system outputs, which is to find a suitable ap-
proximation for the true functional relationship between indepen-
dent variables and the response variables.
2. Neural Networks (NN) Model

The neural networks (NN) modeling in which the important op-
erational features of the human nervous system are simulated can
be applied to the modeling of complex nonlinear dynamic sys-
tems. The NN is a system composed of many simple processing
elements operating in parallel whose function is determined by net-
work structure, connection strengths, and the processing performed
at computing elements or nodes. Fig. 2 shows the structure of multi-
layer NN. Multi-layer feed-forward NN used in this study consists
of several layers: input, hidden layers 1 and 2, and an output layer,
and each layer is comprised of several operating neurons [8]. Each
neuron is connected to every neuron in adjacent layers before being
introduced as input to the neuron in the next layer by connection
weight, which determines the strength of the relationship between
two connected neurons. Each neuron sums all the inputs that it re-
ceives, and the sum is converted to an output value based on a pre-
defined activation, or transfer function. The sum of xi (i=1, 2, …,
n) multiplied with the corresponding weight factor wi and critical
value, b formed the neuron output y through transformed function,
f following Eq. (2) [5,9].

y=f(net)

(2)

where n is the number of neurons of input, hidden and output layers,
y is model output, f is transformed function, wi is weight and b is
bias.

To teach associations between inputs and outputs in a multiplayer
perceptron with arbitrary hidden layers, the error backpropagation
algorithm is used. Input vectors and the corresponding output vec-
tors are used to train a network until input vectors are approximate
in an objective function as defined by the user. The backpropaga-
tion algorithm refers to the manner in which the gradient is com-
puted for nonlinear multiplayer networks. After the training stage
as described above, properly trained backpropagation networks tend
to give reasonable prediction values in the test stage. This generali-

net = xiwi + b
i=1

n

∑

Fig. 2. The structure of multi-layer neural networks.
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zation property makes it possible to train a network on a represen-
tative set of input-output pairs and get good results without training
the network on all the possible input-output data.
3. Recurrent Neural Networks (RNN) Model

The NN can be grouped into two categories: the feed-forward
NN in which neurons have no loops, and the recurrent neural net-
works (RNN) in which loops occur because of feedback connec-
tions [5]. The feed-forward NN’s’ output depends on what is present
at only the input layer. The RNN represents temporal meanings be-
cause of involving the previous states as well as current states [3,4].
Due to the dynamic nature of the recurrent neural network, it is cap-
able of providing accurate one-step and moreover multi-step ahead
predictions.

As shown in Fig. 3, an RNN consists of internal states, inputs,
outputs, weights, activation functions, and feedback links. The cur-
rent states are determined by the previous states, weights, and inputs
as the following Eqs. (3), (4), and (5). 

(3)

(4)

(5)

where f is sigmoid function, vji and wkj are weights between input
layer and hidden layer, and hidden layer and output layer, respec-
tively. The steepest gradient method is used for the learning.
4. Key Variables Selection of the Prediction Models

The data set in an environmental system is characterized by multi-
variate characteristics as well as collinear. To solve this problem, the
first step of the prediction method is to extract the fundamental fea-
tures of the data set, and the second step is to make a model for the
data. In this paper, the PLS model is developed to select the key
independent variables (X) to the response variables (Y), where re-
sponse variables are the particulate matter quantity at the platform [10].
Here, the information of the PLS model is used for the variable se-
lection of RNN model. PLS method can find the key process vari-
ables which are more influential on the response variables. Note
that after the PLS weight vectors are computed, input variables are
selected via the variable importance in the projection (VIP) of PLS,

which is defined as following Eq. (6).

(6)

Suggested by [10], the VIP is calculated from the weight vector of
the PLS model and the percentage that is explained by the dimen-
sion of the model. Thus, important inputs based on the VIP value
can be selected, since the VIP is the sum over all model dimen-
sions of the contributions. The VIP is a good measure of the influ-
ence of all input variables in the model on the response variables,
such as the future concentrations of the particulate matters (PM10

and PM2.5).
5. Data-driven Prediction Model of Indoor Air Quality by
the Preprocessed Recurrent Neural Networks

Fig. 4 shows the proposed data-driven prediction models of the
prediction of indoor air quality in a subway by the preprocessed
recurrent neural networks. First, data of the air pollutants are col-
lected in a subway station to develop a data-driven prediction model
as a soft sensing. It has a preprocessing step, since too many vari-
ables have a bad effect on the prediction model. Second, the opti-
mal input variables are determined by using the VIP of the PLS
model. The VIP values are used for selecting the key input vari-
ables for the prediction models. Third, data-driven models for the
indoor air quality are developed to predict the unknown future pol-
lutant as a soft sensing model. Here, the RNN model predicts the
air pollutant concentration at a platform in a subway station by us-
ing the previous information of PM10 at outside, temperature, humid-
ity, the number of passengers and PM10 and PM2.5 on yesterday. Two
models of multiple regression model and neural network are used
for the comparisons. Finally, the prediction results are compared with
other prediction methods using the root mean square error (RMSE)
criteria by following Eq. (7) between predicted and actual data.

ĥj = f vjix̂i q( ) + vjiui−n q − d( )
i=n+1

n+m

∑
i=1

n

∑
⎝ ⎠
⎜ ⎟
⎛ ⎞

x̂k q +1( ) = wkjĥj q +1( )
j=1

n

∑

ŷ q +1( ) = wn+1jĥj q  +1( )
j=1

i

∑

VIP = wak( )2

a
∑

Fig. 4. The proposed data-driven prediction models of the predic-
tion of indoor air quality in a subway.

Fig. 3. The structure of a recurrent neural network.
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(7)

RESULTS AND DISCUSSION

1. Monitoring Systems
There are two subway systems in Seoul, where the Seoul Metro

Subway Corporation (SMSC) operates subway lines 1 to 4 and the
Seoul Metropolitan Rapid Transit Corporation subway operates lines
5 to 8 [1]. We examined air pollutant data from a real-time TMS
installed in four subway stations located on subway line numbers
1, 2, and 4 in Seoul. TMS systems are located at the center of the
platform in each station and measure the concentration levels of
seven air pollutants; NO, NO2, NOX, PM10, PM2.5, CO, CO2, and tem-
perature and humidity with the fixed measurement intervals. Fig. 5
shows the TMS at subway station B.

NO, NO2 and NOX concentrations were measured by the chemi-
luminescence of nitro-oxides materials and ozone, and PM10, PM2.5

concentrations were measured by the beta-ray attenuation principle
with the corresponding size distribution filters. CO and CO2 con-
centrations were measured by the non-dispersive infrared (IR) radi-
ation absorption by CO and CO2 molecules at the specific wave-
lengths. Meteorological data such as temperature and relative humid-
ity strongly influence the efficiency of photochemical processes lead-
ing to noisy measurements and the formation of subsidiary particu-
lates reflected in PM10 and PM2.5 measurements [11].

In this study, the daily mean values for each variable from Febru-
ary 2007 to July 2008 with a total number of 490 observations are
used. The first 358 observations were used to develop the predic-
tion models. During this period, several observations indicative of
abnormal air quality levels were omitted in order to ensure that the
training data represented a normal condition, which was confirmed
by the expert knowledge of an operator and a researcher. The remain-
ing 132 observations were used as a test data set in order to verify
the proposed method.

Fig. 6 shows the time series plot of nine air pollutants from the
TMS at B-subway station. Here, the system monitors whether the
concentration of a single pollutant is in or out of control, compared
to the standard (regulation limit) determined by the Ministry of Envi-
ronment. Although several peaks are observed, the concentrations
of nitrogen components (NOX, NO and NO2) and particulate mat-
ter (PM10 and PM2.5) are all technically within the standard limits of
MOE.

To consider hydraulic characteristics, particulate matters (PM10

and PM2.5) on yesterday are used for independent variables with
the concentrations of nitrogen components (NO, NO2 and NOX),
the concentrations of carbon components (CO and CO2) two mete-
orological variables of temperature and humidity. And the concen-
trations of particulate matters (PM10 and PM2.5) are used as the re-
sponse variables. To extract the key input variables, the VIP plot
which is determined by the importance of input variables is used in
Fig.7. Because the VIP can be considered as a measure of how much
a certain influent variable corresponds to the samples, we are able
to find important variables of the prediction model based on the
VIP values. Here, PM10 and PM2.5 on yesterday and temperature
are selected as sensitive parameters, since they are more influential
on the prediction than any other variables.

RMSE = 

Xi − Yi( )2

i=1

n

∑
n −1

---------------------------

Fig. 5. Telemonitoring system (TMS) at B-subway station used in
this study.

Fig. 6. Time series plot of nine air pollutants in a TMS system.

Fig. 7. PLS results as VIP plot.
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The MLR, NN, and RNN models are developed to predict PM10

and PM2.5 in a subway station as the following two case studies.

- Case 1: NO, NO2, NOX, CO, CO2, Temperature, humidity, PM10, t−1

and PM2.5, t−1

- Case 2: PM10, t−1, PM2.5, t−1, and NOX

All independent variables including the concentration of particular
matters yesterday are used in case 1 and three sensitive parameters
selected by the preprocessed PLS model are used in case 2.

Table 1 shows the RMSE values of three prediction models with
MLR, NN, and RNN, which shows the regression performance of
all models. RMSE values of the validation data set indicate that the
error values not explained by the linear models are larger than non-

linear methods and the best prediction performance is achieved by
the RNN model.

Figs. 8-10 show the predicted results of PM10 and PM2.5 concen-
trations using three models. RMSE values of the MLR model for
training data and test data in Fig. 8 are 20.58 and 31.25 on PM10

and 12.70 and 18.06 on PM2.5, respectively, in case 2. The NN model
in Fig. 9 consists of 9 or 3 variables in input layer, two hidden layers
and 2 variables in output layer, where each hidden layers has 5 hid-
den nodes. Figs. 9(a) and (b) show the results for training and test
data. RMSE values of PM10 and PM2.5 of training data are 19.93
and 13.3, and test data are 32.46 and 20.35, respectively. The RNN
model consists of 9 or 3 variables in input layer, a hidden layer, one
variable in output layer and feedback connections, which was decided
by the trial and error criteria. Figs. 10(a) and (b) show the results of
training and test data for PM10 and Figs. 10(c) and (d) show the re-
sults for PM2.5. RMSE values for training and test data are 20.64
and 28.57 on PM10, 13.25 and 17.80 on PM2.5, respectively, in case 2.

Overall, case 2 shows better prediction results of PM10 and PM2.5

than case 1. It confirms that case 1 has unnecessary parameters and
some input variables have a negative effect on the model predic-
tion. In both PM10 and PM2.5 prediction, the RMSE values of the
RNN model are the lowest among the three prediction models. The
RNN model shows a more accurate prediction capability than the
other methods. The differences of RNN from NN and regression
model are the time-delayed feedback links. This feature represents
temporal meanings because of involving the previous states as well
as current states. So, the predicted result from RNN shows the better

Fig. 9. The prediction result of the NN model for (a) training data,
(b) test data.

Table 1. The RMSE values of three prediction models with MLR,
NN, and RNN

PM10 PM2.5

Train. Test Train. Test
Regression Case 1 19.35 35.61 12.22 20.74

Case 2 20.58 31.25 12.70 18.06
NN Case 1 15.83 40.39 9.69 25.81

Case 2 19.93 32.46 13.3 20.35
RNN Case 1 18.65 29.37 12.01 18.38

Case 2 20.64 28.57 13.25 17.80

Fig. 8. The prediction result of the multiple regression model for
(a) PM10, (b) PM2.5.
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modeling performance.

CONCLUSIONS

A data-driven prediction model with recurrent neural networks
is proposed and compared with other prediction models of MLR
and NN. To raise the efficiency of prediction, some additional input
variables considering a system dynamics are added to the model
input variables. Also, the VIP of the PLS is used to select the key
input variables for the optimal structure of the models. The study
shows that having too many variables has a bad effect on the pre-
diction model. The RNN model by the preprocessed scheme shows
better accurate prediction capability and has a lower RMSE values
than other prediction models because it contains dynamic informa-
tion of the previous pollutant concentration. This study confirms
that RNN is more appropriate for the building of long-range predic-
tion models of indoor air pollution process which has a large number
of input and output terms in a system.
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