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Abstract: Because nearby construction has harmful eff ects, precisely predicting blast-induced ground vibration is critical. 
In this paper, a hybrid artifi cial bee colony (ABC) and support vector machine (SVM) model was proposed for predicting 
the value of peak particle velocity (PPV), which is used to describe blast-induced ground vibration. To construct the model, 
5 potentially relevant factors, including controllable and uncontrollable parameters, were considered as input parameters, 
and PPV was set as the output parameter. Forty-fi ve samples were recorded from the Hongling lead-zinc mine. An ABC-
SVM model was developed and trained on 35 samples via 5-fold cross-validation (CV). A testing set (10 samples) was used 
to evaluate the prediction performance of the ABC-SVM model. SVM and four empirical models (United States Bureau of 
Mines (USBM), Amraseys-Hendron (A-H), Langefors-Kihstrom (L-K), and Central Mining Research Institute (CMRI)) also 
were introduced for comparison. Next, the performances of the models were analyzed by using 3 statistical parameters: the 
correlation coeffi  cient (R2), root-mean-square error (RMSE), and variance accounted for (VAF). ABC-SVM had the highest 
R2 and VAF values followed by the SVM, A-H, USBM, CMRI, and L-K methods. The results demonstrated that ABC-
SVM outperformed SVM and the empirical predictors for predicting PPV. Moreover, the best results from the R2, RMSE, 
and VAF indices were 0.9628, 0.2737, and 96.05% for the ABC- SVM model. The sensitivities of the parameters also were 
investigated, and the height diff erence between the blast point and the monitoring station was found to be the parameter that 
had the most infl uence on PPV.
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 1  Introduction

Mining operations have increased throughout the 

world for extraction of minerals from the earth crust. 
Drilling and blasting are the most widely used methods 
for rock excavation in mining, tunneling, and other types 
of civil engineering construction and development. 
However, 70%–80% of blasting energy is wasted and 
several undesirable environmental issues (such as 
ground vibration, fl y rock, air overpressure, and noise) 
are inevitable (Monjezi et al., 2012, 2016; Tao et al., 
2020; Turker et al., 2021). Among these issues, ground 
vibration is considered the most serious because it is 
harmful to nearby facilities (Hajihassani et al., 2014; 
Taheri et al., 2016; Wu et al., 2017 and 2018; Zhang 
et al., 2018a; Esfeh et al., 2020). Moreover, there are 
several criteria for ground vibration, including peak 
particle velocity (PPV), duration, and frequency 
(Khandelwal, 2010; Khandelwal et al., 2009; Ragam 
and Nimaje, 2018; Zhang et al., 2018b; Gong et al., 
2018). Each of these eff ects of blasting has its own 
environmental problems. They are unavoidable and 
cannot be completely eliminated but can certainly be 
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minimized up to a permissible level to avoid damage 
to the surrounding environment. Among them, PPV is 
the most widely used criterion to describe blast-induced 
ground vibration (Armaghani et al., 2013, 2016; Gui 
et al., 2018; Harandizadeh et al., 2018; Hasanipanah 
et al., 2015; Khandelwal, 2010; Khandelwal et al., 
2009; Khandelwal and Singh, 2007; Mohamadnejad et 
al., 2012; Murmu et al., 2018; Prashanth and Nimaje, 
2018b; Ragam and Nimaje, 2018). Accurately predicting 
PPV can guide the optimization of blasting design and 
operation, thereby eff ectively reducing hazards that are 
caused by blast-induced ground vibration. Precisely 
predicting PPV is essential for reducing the harmful 
eff ects of blast-induced ground vibration.

The value of PPV depends on many parameters 
(Armaghani et al., 2013; Shi et al., 2012a), such as total 
charge (TC), maximum charge used per delay (MC), 
distance between the blast face and the monitoring 
point (D), and the height diff erence between the blast 
point and the monitoring station (H). The most widely 
used parameters for predicting PPV are MC and D 
(Armaghani et al., 2016; Hasanipanah et al., 2015; 
Mohamadnejad et al., 2012; Monjezi et al., 2010; 
Sheykhi et al., 2017). Various empirical equations for 
evaluating PPV have been proposed by using these two 
parameters (Mohamadnejad et al., 2012; Monjezi et al., 
2011). The most commonly used empirical equations 
are listed in Table 1. However, the empirical equations 
are insuffi  ciently generalizable (Hajihassani et al., 2014; 
Hasanipanah et al., 2016; Khandelwal and Singh, 2006; 
Monjezi et al., 2010; Singh and Singh, 2005; Taheri 
et al., 2016; Wang et al., 2018). This may include the 
following reasons (Khandelwal and Singh, 2007): (1) 
These empirical equations are site-specifi c (i.e., site 
constants are typically determined by using a specifi ed 
database) and are not suitable for other sites; (2) Only 
two parameters are included in the empirical equations, 
and the eff ects of other parameters are nonnegligible; and 

(3) There is a strong and complex nonlinear relationship 
between PPV and its infl uencing parameters, and it is 
diffi  cult to simulate this nonlinear relationship using 
empirical equations. Therefore, it is necessary to develop 
more accurate methods that can be used for predicting 
the value of PPV.

Recently, artifi cial intelligence (AI) methods have 
been widely used in many fi elds, including mining and 
geotechnical engineering (Xue, 2019), rock mechanics 
(Hasanipanah et al., 2020; Hasanipanah et al., 2021), 
electrical energy consumption forecasting (Capraz et 
al., 2020), air pollution (Heydari et al., 2021b) and other 
fi elds (Heydari et al., 2021a; Deng et al., 2020). For 
example, AI has been used to analyze rock burst (Lin et 
al., 2018a), slope stability (Lin et al., 2018b; Liu et al., 
2014), mechanical properties of rock-like materials (Liu 
et al., 2013; Qi et al., 2018a, 2018b), fl yrock resulting from 
blasting (Hasanipanah and Amnieh, 2020a and 2020b; 
Hasanipanah et al., 2022; Fattahi and Hasanipanah, 
2021a), and the stability of open stope hanging walls 
(Qi et al., 2018c, 2017). Meanwhile, AI models, such as 
artifi cial neural network (ANN), support vector machine 
(SVM), imperialist competitive algorithm (ICA), and 
classifi cation and regression tree (CART) algorithms, 
have been successfully used for predicting PPV and have 
yielded remarkable results. For example, Khandelwal 
and Singh (2006) developed an ANN model with 150 
blast data sets and used the model to predict PPV 
values with MC and D as input parameters. The results 
demonstrated that the coeffi  cient of correlation (R2) for 
the ANN model was the highest among the examined 
models. Armaghani et al. (2016) employed the ICA to 
predict PPV at three quarry sites and demonstrated that 
the ICA quadratic form outperformed other models in 
predicting PPV values. The CART, multiple regression 
(MR), and various empirical predictors were proposed 
and used by Hasanipanah et al. (2016) to predict PPVs. 
In Hasanipanah′s study, 86 blasting events were recorded 
and used; the results demonstrated that the CART model 
outperformed the other approaches. Statistical and 
adaptive neuro-fuzzy inference system (ANFIS) models 
were proposed and used by Iphar et al. (2008) to predict 
PPV. The researchers found that ANFIS outperforms 
statistical models. Mohamed (2011) used a fuzzy system 
(FS) and ANN to estimate PPV. He concluded that FS 
outperformed ANN in predicting PPV. Combinations of 
AI algorithms also have been developed for improving 
prediction performance. Tian et al. (2018) developed 
genetic algorithm (GA)-based models and used them to 
estimate the values of PPV based on 85 datasets. The 
results demonstrated that GA-based models provided 
more accurate predictions than was the case for empirical 
models. Hajihassani et al. (2014) presented a hybrid 
ICA-ANN model for predicting PPV at the Harapan 
Ramai granite quarry in Malaysia. Results demonstrated 
that the ICA-ANN model outperformed the multiple 
regression (MR) technique and empirical models. 
Taheri et al. (2016) proposed a hybrid model using an 

Table 1  Empirical equations

Empirical methods Equations

USBM (Duvall, 1963) -PPV [ ] nDK
MC



Amraseys-Hendron (A-H) 
(Ambraseys and Hendron, 1968) 3

PPV [ ] nDK
MC


 

Langefors-Kihstrom (L-K) 
(Langefors and Kihlström, 1978) 2

3
PPV [ ] nMCK

D


CMRI (Roy, 1993) 1PPV [ ]Da K
MC

 

USBM: United States Bureau of Mines; CMRI: Central Mining 
Research Institute; PPV: peak particle velocity; MC: maximum 
charge that is used per delay; D: distance between the blast face 
and the monitoring point; k, a, and n are the site constants.
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artifi cial bee colony (ABC) and ANN to estimate the 
PPV values at the Miduk copper mine in Iran. Next, 
three performance indices were compared and the ABC-
ANN model demonstrated superior performance. Zhu et 
al. (2021) established a chaos recurent adaptive neuro-
fuzzy inference system optimized by particle swarm 
optimization (CRANFIS-PSO) model to predict ground 
vibration generated in rock blasting, and their results 
indicated the superiority of CRANFIS-PSO compared 
to other methods regarding predicting ground vibration. 
In the study of Fattahi and Hasanipanah (2021b), two 
intelligent models were proposed by hybridizing the 
relevance vector regression (RVR) with grey wolf 
optimization (GWO) and the bat-inspired algorithm 
(BA). The results indicated the superiority of the RVR-
GWO model compared to the RVR-BA model regarding 
prediction precision. Amiri et al. (2020) proposed 
itemset mining (IM) and neural networks (NN) models 
to predict ground vibration; the results showed that the 
use of IM was an eff ective approach for optimizing and 
improving NN performance.

The SVM algorithm is one of the most widely used 
algorithms for regression problems and has been used to 
predict PPV. For example, Khandelwal et al. (2010) used 
MC and D as input indicators and employed the support 
vector machine (SVM) to predict PPVs at three opencast 
coal mines in India. Reults demonstrated that SVM is 
more suitable for predicting PPV. Shi et al. (2012a) 
proposed an SVM for predicting PPV that used nine 
input parameters. Hasanipanah et al. (2015) developed 
an SVM model that used D and MV as input parameters 
for predicting PPV that was caused by blasting operations 
at the Bakhtiari Dam. Mohammadnejad et al. (2011) 
used SVM to predict ground vibrations at two limestone 
quarries. The hyperparameters of SVM can be optimized 
using other methods. For example, Sheykhi et al. (2017) 
used fuzzy C-means clustering (FCM) to identify the 
optimal hyperparameters of SVM and employed the 
hybrid FCM-SVM model to predict the PPV of the 
Sarcheshmeh copper mine. Additional details on studies 
of predicting PPV using AI methods are summarized in 
Table 2. As seen from this table, we can conclude that 
the ABC algorithm is a reliable method for parameter 
optimization and SVM is one of the most widely used 
predictors for calculating PPV. The ABC-SVM model has 
shown a very good generalization ability in other aspects 
of prediction, such as gene selection, solar radiation 
forecasting, etc. But few scholars use ABC to optimize 
SVM model parameters for PPV prediction research. 

To summarize, the use of the combination of the two 
methods to predict PPV has yet to be fully investigated, 
as in the case of the prediction eff ect of the blasting 
vibration of an ABC-SVM algorithm under diff erent 
engineering conditions and diff erent infl uencing factors. 
Therefore, we investigated the feasibility of using ABC-
SVM to estimate ground vibration that results from 
blasting in the Hongling Lead-zinc Mine in China. 

In this work, a hybrid model that combines ABC and 

SVM was developed for predicting PPV that is induced 
by blasting in mines. Five parameters, (namely, total 
charge (TC), maximum charge used per delay (MC), 
the height diff erence between the blast point and the 
monitoring station (H), the distance between the blast 
face and the monitoring point (D), and the primary 
blasting segments (BS)) were measured and selected as 
input parameters. Three statistical parameters, (namely, 
the coeffi  cient of correlation (R2), root mean square error 
(RMSE), and variance accounted for (VAF)) were used to 
evaluate the prediction performance of ABC-SVM. Four 
empirical models (USBM, A-H, L-K, and CMRI) and an 
SVM model also were employed for comparison. The 
objective of this study is to investigate the performance 
of ABC-SVM in the prediction of PPV that is induced 
by blasting.  

2  Database and parameters

2.1  Indicator analysis

Identifying the eff ects of blast-induced ground 
vibration is a complex problem that is aff ected by 
various parameters. According to the research of other 
scholars (Hasanipanah et al., 2015; Singh and Singh, 
2005), all of these parameters can be divided into 
two categories: (1) controllable parameters and (2) 
uncontrollable parameters. The controllable parameters 
mainly include the blast design parameters and the 
explosive parameters, such as the maximum charge 
that is used per delay, spacing, burden, hole depth, 
stemming, hole diameter, TC, MC, D, H, and BS. The 
uncontrollable parameters mainly include geo-technical 
and geo-mechanical properties, such as rock strength, 
discontinuity frequency, and ground water conditions. 
To avoid overtraining the model, three principles of 
choosing parameters must be relied upon. First, the 
sensitive and stable parameters reflecting properties of 
blast-induced ground vibration should be used as the 
discriminant indicators. Second, the parameters should 
be physically independent of each other. Finally, the 
parameter data should be easily obtained or readily 
available. For the cases that were considered in this study, 
variations in spacing, burden, hole depth, stemming, and 
hole diameter are small; hence, PPV is not sensitive to 
these parameters. Therefore, these parameters were not 
selected as input parameters for predicting PPV. Five 
parameters (namely, TC, MC, D, H, and BS) directly 
aff ect blasting vibration in engineering (Fan et al., 2005; 
Shen and Xu, 2000; Zhang et al., 2010). Therefore, 
these fi ve parameters were chosen as input parameters 
for constructing the PPV prediction models in this study. 

2.2  Datasets

In the study, datasets were collected from the Hongling 
Lead-zinc Mine in China. The mine is located at a latitude 
of 41°17′10″ N and a longitude of 116°21′07″E. For rock 
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Table 2  Results of some studies in recent years regarding the prediction of PPV by using AI methods 

Reference Model Input No. of 
dataset Performance evaluation

Bakhshandeh et al. (2010) ANN MC, D, ST, NH 29 R2 = 0.99
Khandelwal et al. (2009) ANN MC, D 130 R2 = 0.92

Mohamed (2011) ANN, FS MC, D 162 RMSE = 0.21 (ANN)
RMSE = 0.17 (FS)

Shi et al. (2012a) SVM TC, MC, D, H, B, PPR, Kv, a, VoD 108 R2 = 0.90
Jiang et al. (2019) ANFIS MC, D 90 R2 = 0.96

Mohammadnejad et al. (2011) SVM MC, D 26 R2 = 0.94
Mohamadnejad et al. (2012) SVM, GRNN MC, D 37 R2 = 0.95 (SVM)

R2
 = 0.92 (GRNN)

Monjezi et al. (2010) MLPNN MC, D, B/S, UCS, NH, DR 269 R2 =0.95
Monjezi et al. (2011) ANN MC, D, ST, HD 182 R2 =0.95
Monjezi et al. (2012) ANN TC, MC, D 20 R2 = 0.93
Mokfi  et al. (2018) GMDH B/S, HD, ST, PF, MC, D 102 R2 =0.91

Monjezi et al. (2016) GEP MC, D, WF 35 R2 =0.92
Hasanipanah et al. (2015) SVM MC, D 80 R2 =0.96

Iphar et al. (2008) ANFIS MC, D 44 R2 =0.98
Armaghani et al. (2016) ICA MC, D 73 R2 = 0.93 (ICA-power)

R2
 = 0.94 (ICA-quadratic)

Hasanipanah et al. (2016) CART MC, D 86 R2 =0.95
Khandelwal et al. (2010) SVM MC, D 170 R2 =0.95

Prashanth and Nimaje (2018a) SVM, RBFNN MC, D, S, HDI, T, B, HD, NH 121 R2 = 0.90 (SVM)
R2 = 0.99 (RBFNN)

Hajihassani et al. (2014) ANN, ICA-ANN B/S, S, MC, E, Vp, D 95 R2 = 0.91 (ANN)
R2

 = 0.98 (ICA-ANN)
Sheykhi et al. (2017) FCM-SVM B, S, ST, NH, MC, D 120 R2 =0.853

Tian et al. (2018) GA-linear model, 
GA-power model 

MC, D, SC 85 R2
 = 0.96 (GA-linear)

R2
 = 0.97 (GA-power)

Armaghani et al. (2013) PSO-ANN HD, MC, S, B, ST, PF, RD, SD, NH, D 44 R2
 = 0.94

Ghasemi et al. (2016) ANFIS-PSO B, S, ST, NH, MC, D 120 R2
 = 0.96

Amiri et al. (2016) ANN-KNN MC, D 75 R2
 = 0.88

Taheri et al. (2016) ABC-ANN MC, D 89 R2
 = 0.92

Qiu et al. (2021) GWO-XGBoost
WOA-XGBoost
BO-XGBoost

HDI, HD, B, S, MC, D, E, BI, CL, PR, 
Vp, VoD, DOE

150 R2
 = 0.9757

R2
 = 0.9751

R2
 = 0.9727

Jiang et al. (2021) SSA-GP B, MC, BS, H/B, B/D, U/B, T/B, PF 88 R2=0.89
Zhou et al.(2020) FS-RF;

FS-BN
HD, PF, T, MC, D 102 R2

 = 0.9032
R2

 = 0.8709
Yu et al. (2022) HPSOGWO-RVM f, MC, TC, B, DT, HD, D 137 R2=0.9708
Yu et al. (2020) HHO-RF f, MC, TC, B, DT, HD, D 137 R2=0.94

Ding et al. (2020) ICA-XGBoost B, PF, ST, S, TC, HDI 136 R2=0.989
AI: artifi cial intelligence; ANN: artifi cial neural network; SVM: support vector machine; GRNN: generalized regression neural network; 
MLPNN: multilayer perceptron neural network; GDMH: group method of data handling; GEP: gene expression programming; ICA: 
imperialist competitive algorithm; FS: fuzzy system; PSO: particle swarm optimization; CART: classifi cation and regression tree; 
RBFNN: radial basis function neural network; ANFIS: adaptive neuro-fuzzy inference system; FCM: fuzzy C-means clustering; GA: 
genetic algorithm; KNN: K-nearest neighbours; ABC: artifi cial bee colony; ST: stemming; NH: number of hole-rows; TC: total charge; H: 
height diff erence; B: burden; PPR: pre-crack penetration; Kv: integrity coeffi  cient of rock mass; a: angle between the measuring point and 
the direction of the least resistance line; VoD: velocity of detonation for explosive; B/S: burden to spacing; UCS: uniaxial compression 
strength; DR: delay per rows; HD: hole depth; S: spacing; T: top stemming; PF: powder factor; RD: rock density; HDI: hole diameter; E: 
Young′s modulus; SD: sub drilling; WF: water factor; Vp: P-wave velocity; SC: specifi c charge; BI: compressive strength/tensile strength; 
CL: charge length; PR: Poisson′s ratio; DOE: Density of Exp; H/B: ratio of bench height to burden; B/D: ratio of burden to hole diameter; 
U/B: ratio of subdrilling to burden; T/B: stemming to burden; f: protodyakonov coeffi  cient; DT: the delay time of detonator;  D: horizontal 
distance between blast block and monitoring station.
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fragmentation and displacement, drilling and blasting 
were used in this mine, and ammonium nitrate fuel oil 
(ANFO) was used as the main explosive material. To 
develop the PPV prediction models, 45 vibration records 
(listed in Table S1) were recorded, and the values of 
PPV, TC, MC, D, H, and BS were carefully measured. 
The values of PPV were measured using a Mini-Blast 
I seismograph. The seismograph has three (X, Y and Z) 
data channels, its frequency range is from 1–315 Hz, 
with a dynamic range exceeding 100 dB. The sampling 
rate of the seismograph was 1000 samples per second. 
The layout of measuring lines was located in typical 
positions such as haulage tunnels and the measuring 
points also were found to be reasonably designed. 
During the test the instrument was placed near the test 
point and the vibration events and their corresponding 
acquisition times could be automatically recorded by 
the instrument. The waveform was transmitted to the 
electronic computer through the interface and the data 
were processed by using a computer.

The statistical values of the input and output 
parameters (i.e., the maximum, minimum, mean, and 
standard deviation values) are listed in Table 3. Figure 1 
shows a box graph of the parameters of the vibration 
records. As seen in Fig. 1, except for the parameters D 
and H, the medians of all the parameters are not situated 
in the centers of the boxes. This suggests that the 
distributions of these parameters are asymmetric. 

A scatterplot matrix of the dataset is presented in 
Fig. 2. The histograms of each parameter are shown 

on the diagonal, and the correlations between the pairs 
of parameters are displayed in the upper panels, with 
numbers and asterisks. When the number is larger and 
there are more asterisks, the correlation is stronger. 
From Fig. 2 it may be seen that the parameter PPV is 
highly correlated with the height diff erence between the 
blast point and the monitoring station. Moreover, all the 
parameters are widely distributed.

3  Methods

In this section SVM and ABC are described. The 
details regarding the theories behind SVM and ABC 
have been presented in detail in the literature (Alshamlan 
et al., 2016; Wang et al., 2018; Yang et al., 2015). Thus, 
only basic descriptions are provided herein.

3.1  SVM algorithm

The SVM is one of the most widely used algorithms 
for classifi cation and regression problems (Shi et al., 
2012b). When SVM is used for regression, the main 
strategy is to fi nd the plane that is closest to all the data 
in the set. Moreover, SVM can still achieve a satisfactory 
generalized performance if the number of cases is small. 
Thus, SVM is utilized in this study.

Consider a data set {( , ),  1,  2,  ...,  }i i i n A x y  and 
suppose it obeys the unknown function y = g(x). Using 
SVM, the unknown function can be regressed using set 
A, and the regression function is:

( ) ( )f b  x x                         (1)

where xi represents the input vector of the ith sample, 
yi is the target value of the sample, n is the number of 
samples, f(x) is the regression function, ϕ(x) is the high-
dimensional kernel-induced feature space, ω is a weight 
vector, and b is a bias term.

The Lagrange optimization method and optimal 
constraints are introduced for solving Eq. (1), and the 
decision function can be obtained as follows:

Table 3  Descriptive statistics of the input and output parameters

Indicators Unit Min Max Mean SD
TC kg 1500 10826 4054.089 2930.100
MC kg 319 830 497.044 160.163
D m 223.820 734.570 427.410 141.642
H m 76 187.500 157.367 40.339
BS - 5 25 10.911 6.078

PPV mm/s 0.034 6.858 2.651 2.039

Fig. 1  Box plots of input and output parameters
TC MC D H BS PPV
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1
( ) ( ) ( , )

n

i i i
i

f a a K b


  x x x
                 

(2)

where αi and α′i are Lagrange multipliers that correspond 
to the ith sample, and ( ,  )iK x x  is the kernel function.

The most used kernel functions are Gaussian radial 
basis functions (RBFs), sigmoid functions, linear kernel 
functions, and polynomial kernel functions. According 
to the literature (Mohammadnejad et al., 2011; Sheykhi 
et al., 2017; Shi et al., 2012a, 2012b), the Gaussian 
radial basis kernel function outperforms the other three 
kernel functions. Therefore, RBF was used to establish 
the SVM model in this paper. The RBF kernel function 
can be expressed as follows (García Nieto et al., 2017):

2

2( , ) exp( )K


 


x y
x y

                   
(3)

where   is the width parameter of the RBF kernel 
function.

3.2  ABC algorithm

Karaboga (2005) proposed an optimization algorithm 
(i.e., ABC algorithm) to simulate the search behavior of 
a bee colony. The ABC algorithm has been widely used 
to solve complex optimization problems (Badrinath et 

al., 2013; García Nieto et al., 2017; Perumal Sankar et 
al., 2017). ABC is more applicable than other classical 
optimization algorithms, such as the particle swarm 
optimization (PSO) and genetic algorithm (GA), due to 
their following characteristics: the algorithm is simple, 
it is easy to implement and robust; the precision of the 
optimization results is high; and the number of control 
parameters is small. Thus, the ABC algorithm was used 
to optimize the hyperparameters of the SVM technique.

In this algorithm each food source can be represented 
as a possible solution for a specifi ed problem. Moreover, 
the fi tness of each solution can be regarded as the 
amount of nectar that is associated with the solution 
(i.e., the food source) (Taheri et al., 2016). The process 
of optimizing the ABC algorithm is a matter of fi nding 
the optimal solution. Bees are divided into three groups: 
scout, employed, and onlooker. In the ABC algorithm, 
the steps in searching for an optimal solution are as 
follows: 

Step 1: Scout bees are responsible for fi nding new 
food sources. They then share this information with 
other bees in the form of a waggle dance. 

Step 2: Based on Eq. (4), a group of scout bees act 
as employed bees to search for the honey source that is 
sought by the scout bees, and the fi tness of each solution 
is obtained. If a new solution is superior to the previous 
solution in terms of fi tness, it will be replaced; otherwise, 
this solution will be forgotten. 

Fig. 2   Scatterplot matrix of the dataset
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( )ij ij ij kjv x x x                           
(4)

where (1,  2,  ...,  ), (1,  2,  ...,  ), (1,  2,  ...,  ),i N j d k N  
(1,2,..., )i N  and   is a random number in the interval 

[-1, 1]. 
Step 3: When all the searches have been completed, 

employed bees transmit the information to the onlooker 
bees in the form of a waggle dance. 

Step 4: Onlooker bees select a honey source 
according to the probability of the food source (which 
is expressed in Eq. (5)), and the process returns to step 
2. The onlooker bees are converted into employed bees 
during this step. 

1

fit
fit
i

i N
jj

P



                                

(5)

where Pi is the probability of the ith solution being 
selected by the onlooker bees, and fi ti represents the 
fi tness of the ith solution.

Step 5: The above search process is repeated until 
the optimal solution is found.

To prevent falling into a locally optimal solution, a 
food source is discarded and stored in the taboo table 
when the maximum number of iterations of the food 
source has been reached without improving fi tness. 
Meanwhile, the employed bee of the food source is 
converted to an onlooker bee via Eq. (6) and a new 
solution is randomly generated to replace the original 
food source.

min max minrand(0,  1)( )ix x x x                 (6)

where maxx  and minx  denote the maximum and 
minimum values, respectively, of the variables without 
normalization.

3.3  ABC-SVM 

According to the SVM strategy, SVM performance 
is aff ected by the penalty factor C and the kernel 
function parameter. The optimal hyperparameters are 
obtained using a grid search method. However, the 
search may become trapped at a locally optimal solution 
(Alshamlan et al., 2016). To overcome this problem, 
the ABC algorithm was used to obtain the optimal 
hyperparameters of the SVM model.

In ABC-SVM, the searched food sources of bees 
provide the possible solutions for the SVM parameters. 
Next a hybrid ABC-SVM can be constructed for PPV 
prediction using the following steps:

Step 1: Data preparation. The dataset is divided into 
two parts, a training set and a testing set. To eliminate 
the eff ects that diff erent parameters dimensions have, all 
of the data should be normalized via Eq. (7) (Zhou et 
al., 2016).

min

max min

x xx
x x

 
                           

(7)

where x and x′ are the values of the variables before and 
after standardization.

Step 2: Parameter initialization. The parameters of 
the ABC algorithm (which include the bee population, 
the maximum number of cycles, and the set limit) are 
initialized, and the initial solution (food source) is 
randomly generated via a scout bee. The k-fold cross-
validation method is used to calculate the fi tness function 
that corresponds to each solution. The RMSE is regarded 
as the fi tness function value of the solution in this study.

Step 3: Neighborhood search. Employed bees search 
for a possible solution using a neighborhood search, and 
the fi tness values of the original and new solutions are 
calculated and compared. If the RMSE of the original 
solution exceeds that of the new solution, the original 
solution is replaced; otherwise, it is retained.

Step 4: Determination of optimal solution. Onlooker 
bees regard the retained food source location as a new 
initial solution and perform a neighborhood search. 
During this process, the best solution is identifi ed. Then, 
step 3 is repeated, and the globally optimal solution and 
the corresponding level of fi tness are recorded.

Step 5: Application of the termination condition. 
If the result satisfi es the termination condition, then 
the optimal solution of output is used as the optimal 
parameter. If it does not satisfy the termination condition, 
then the number of iterations is increased by one and the 
above process is repeated until the termination condition 
is satisfi ed.

Step 6: Model establishment and evaluation. Using 
the optimal parameters that are obtained, a hybrid 
model for predicting PPV is established, combining 
the ABC and SVM techniques, and performance and 
generalizability are evaluated on the testing set.

3.4  Model performance evaluation

Three statistical parameters (R2, RMSE, and VAF) 
were used to analyze the performance of the models. 
The performance of a predictive model is considered 
excellent if R2 is 1, RMSE is 0, and VAF is 100% (Amiri 
et al., 2016; Harandizadeh et al., 2018; Lei et al., 2019). 
The mathematical equations for these three metrics are 
as follows:

2 2
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where n is the number of samples in the testing set, 
and PPVi, PPVmean and PPVp respectively represent the 
measured, mean, and predicted values of PPV.

A fl ow chart for using a hybrid ABC-SVM model to 
predict PPV is shown in Fig. 3.

4  Results and discuss ion 

In this work, empirical models (USBM, A-H, L-K, 
and CMRI), SVM, and ABC-SVM were used to predict 
PPV. To develop these models the original dataset 
was randomly separated into two subsets, training and 
testing. The training set is typically used to optimize 
the hyperparameters of supervised learning algorithms 
and to develop predictors, and the testing set is used to 
evaluate the performances of the predictors. The sizes 
of the training set and the testing set can be determined 
by using optimization analysis (Qi et al., 2017). From 
optimization analysis and recommendations in the 
literature (Qi et al., 2019; Zhou et al., 2017, 2019c), 
80% of the original data set (35 cases) was used as the 
training set and the remaining 20% of the data set (10 
cases) was used as the testing set.

4.1  Predicting PPV using empirical models 

The site constants must be determined to predict 
PPV using empirical methods (USBM, A-H, L-K, and 
CMRI). In this study the site constants were calculated 
via multiple regression analysis based on the training 
set, and the results are presented in Table 4.

The testing set, which was not used to train the 

predictors, was employed to analyze the performances 
of the empirical predictors. The relationship between 
the measured and predicted PPV values obtained using 
the empirical predictors are shown with respect to a line 
with a 1:1 slope, as plotted in Fig. 4. Compared with 
the distributions of scatter points for the USBM, CMRI, 
and L-K predictors, the scatter points from the A-H 
predictor are distributed along a line with a 1:1 slope, 
and the dispersion was relatively small. Moreover, the R2 
values of the empirical predictors ranged from 0.1146 to 
0.5074. The A-H predictor had the highest the correlation 
coeffi  cient (0.5074), followed by the USBM, CMRI and 
L-K predictors, which had correlation coeffi  cients of 
0.3560, 0.2209, and 0.1146, respectively. The results 
demonstrate that the A-H predictor is more suitable than 
the USBM, CMRI, and L-K predictors for predicting 
PPV in the Hongling Lead-zinc Mine.

4.2  Predicting PPV using SVM and ABC-SVM

The k-fold cross-validation (CV) method (Lin 
et al., 2018b) has been widely used to optimize the 

Fig. 3   Flow chart of ABC-SVM

Table 4  Obtained values of the site constants

Equation
Site constant

k n a
USBM 401.47 –1.7377 -

A-H 2388.41 –1.7394 -
L-K 61.11 2.2429 -

CMRI –0.261 - 7.7913

R2
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hyperparameters of machine learning algorithms and 
was used as the validation method in this study. During 
the CV process, k individual RMSEs were generated. The 
parameters for the regression model that is associated 
with the minimum RMSE are the optimal parameters. 
The CV process is based on the original training set. In 
this study, k is 5 because of the size of the training set. 

As described, the SVM prediction performance 
is aff ected by the penalty factor C and the parameters 
of the RBF kernel function σ. In this study, an SVM 
model was developed using LIBSVM in Matlab 2014a; 
C and σ were obtained via a grid searching method 
that is coupled with 5-fold CV. As described in section 
3.1, the higher the value of C, the easier it is to overfi t 
the model. The smaller the value of C, the easier it is 
to underfi t. If the value of C is too large or too small, 
the generalization ability becomes poor. Moreover, the 
larger the value of σ, the fewer the support vectors, and 
the smaller the value of σ, the more support vectors. 
The speed of training and prediction is aff ected by the 
number of support vectors. Meanwhile, the parameter 
space was searched with the understanding that the 
results of the SVM algorithm change substantially if 
the parameters increase or decrease by a power of 10 

(García Nieto et al., 2017). The tuning parameters were 
6 4[10 , 10 ]C   and 6 4[10 , 10 ]   with a 5-fold CV 

process. The optimization method described above was 
used, and the values of 8 and 8 were obtained for C and 
σ, respectively. 

In ABC-SVM, the architecture of the SVM was 
tuned using ABC before use that was based on the 
mean RMSE from a 5-fold CV. The search space 
of the hyperparameters is the same as for the SVM 
space. For ABC, the bee population size was 80, the 
maximum number of cycles was 100, the set limit was 
50, and the convergence threshold was 10-5. The results 
demonstrated that the optimized SVM parameters were 
C = 11.6441 and  σ = 10.288.

The SVM and ABC-SVM models were built using 
the obtained hyperparameters, and then the models were 
applied to the testing set. Figure 5 shows the plots of the 
relationship between the measured and predicted PPV 
values for the two predictors with respect to a line with 
a 1:1 slope. The R2 values for both ABC-SVM and SVM 
exceed 0.9; hence, the generalization and prediction 
performances of ABC-SVM and SVM are highly 
satisfactory. 

            

(a) (b)

(c) (d)
Fig. 4  Measured versus predicted PPV values that were obtained using various empirical methods: (a) USBM, (b) A-H, (c) L-K, 
            and (d) CMRI

R2 R2

R2R2
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4.3  Comparison of the models

The results (including the predicted PPV, R2, RMSE, 
and VAF) obtained using ABC-SVM were compared 
with those obtained using SVM and empirical predictors 
to analyze the performance of the ABC-SVM model. The 
predicted PPVs of the six predictors and the measured 
PPV are plotted in Fig. 6. The PPVs predicted by ABC-
SVM and SVM are closer to the measured PPV, whereas 
the values predicted using the empirical predictors vary 
widely, which suggests that ABC-SVM and SVM have a 
higher degree of accuracy than do the empirical methods. 

Table 5 lists the R2, RMSE, and VAF values of the 
PPVs that were predicted using the ABC-SVM, SVM, 
and empirical methods. The R2, RMSE, and VAF values 
of the six predictors exhibit large deviations (R2 = 0.1146–
0.9628, RMSE = 0.2737–1.3131, and VAF = 17.64%–
96.05%). ABC-SVM had the highest R2 and VAF values, 
followed by the SVM, A-H, USBM, CMRI, and L-K 
methods. The order of the six predictors is the opposite 
for RMSE. From these results, it is concluded that the 
ABC-SVM model is more accurate than the SVM and 
empirical methods for predicting PPV. Moreover, both 
ABC-SVM and SVM achieve higher effi  ciency than do 
the empirical methods, and the prediction performances 
of ABC-SVM and SVM are both highly satisfactory and 
consistent with fi eld observations. 

The SVM and ABC-SVM models obtain more 
accurate prediction results in less running time 
compared to the empirical models. Thus, we conclude 
that the empirical models are not satisfactory methods 
for predicting PPV in the Hongling Lead-zinc Mine.

The Taylor diagram was fi rst proposed by Karl 
E. Taylor (Taylor,  2001). Due to the consideration of 
multiple evaluation indexes (correlation coeffi  cient, 
centered root-mean-square and standard Deviation), 
Taylor diagrams are widely used in various fi elds, 
including meteorological, geotechnical engineering 
evaluation, etc. Compared with a single model 

evaluation index, the Taylor diagram is more intuitive 
for the performance between models. To show additional 
comparison and analysis of the developed and empirical 
models, the Taylor diagram in Fig. 7 was used. From 
the results, it can be found that the result of the ABC-
SVM model in predicting PPV was the best among the 
six models.

Fig. 6  Comparison of PPVs that were obtained using several 
            methods

  Table 5   Performance results of diff erent models used to 
                 predict PPV

Model R2 RMSE VAF (%)
USBM 0.3560 1.1079 42.58

A-H 0.5074 0.9841 56.08
L-K 0.1146 1.3131 17.64

CMRI 0.2209 1.2901 23.41
SVM 0.9276 0.3970 91.98

ABC-SVM 0.9628 0.2737 96.05

Fig. 5  Measured versus predicted PPVs, using SVM and ABC-SVM: (a) SVM and (b) ABC-SVM
(a) (b)

R2 R2
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4.4  Sensitivity analysis

The sensitivities of the input parameters for PPV 
were also analyzed. The sensitivities of the fi ve input 
parameters were determined using the cosine amplitude 
method, which was introduced by Yang and Zhang 
(1997). In this method, the sensitivity of each parameter 
is calculated as the strength of the corresponding 
relationship. In brief, this method can be expressed in 
the following equation:

1

2 2
1 1

( )n
ik jkk

ij n n
ik jkk k

X X
r

X X


 


 
 

                    (9)

where rij is the strength of the relationship between the 
input and output parameters, xi is the input parameter, xj 
is the output parameter (PPV), and n is the size of the 
dataset. 

Figure 8 shows plots of the strengths of the 
relationships among the fi ve input parameters and PPV 

(the output parameter). All fi ve input parameters are 
sensitive to the output parameter (PPV). The height 
diff erence between the blast point and the monitoring 
station (H) is the most infl uential parameter for PPV. 
The order of sensitivity for the fi ve input parameters is 
H>MC>D>BS>TC.  

The seismic waves generated by blasting can be 
divided into transverse and longitudinal waves. As the 
vertical and horizontal distances increase, the blasting 
vibration eff ect becomes smaller. Therefore, as a result, 
H and D must have a great infl uence on PPV. In addition, 
according to the analysis of the measured data in this 
manuscript, as shown in Fig. 2, the correlation between 
PPV and H is the largest. Of course, many factors have a 
signifi cant infl uence on PPV, but based on the measured 
data, PPV is the most sensitive to H.

5   Limitations

Although the results of the study have demonstrated 
that the prediction performance of ABC-SVM is 
satisfactory, there are various limitations that must 
be addressed in future research. First, the dataset was 
relatively small, as only 45 cases were used to develop 
the predictor. A larger dataset should be collected to 
improve the performance of the predictor. Moreover, the 
sensitivities of the input parameters also depend upon 
the size of the dataset. Hence, if additional valid data 
are available, then more representative results can be 
obtained. Second, only fi ve factors were considered as 
input parameters. However, PPV is aff ected by many 
types of factors, such as blast design parameters and rock 
mass properties. Therefore, additional input parameters 
should be considered and analyzed to improve the 
reliability of the model. Third, the parameters of the ABC 
algorithm substantially infl uence the performance of 
ABC. Thus, the structure of the ABC algorithm should be 
optimized. Last, studies in the literature have shown that 
other machine learning algorithms (such as the random 
forest (RF) (Zhou et al., 2019b) and gradient boosted 
machine (GBM) (Zhou et al., 2019a) algorithms) can 
be used to achieve excellent performance in nonlinear 
relationship modeling. However, they have not been 
used for predicting PPV. Therefore, the PPV prediction 
performance of the RF and GBM models should be 
investigated and compared in future research.

6   Conclusions

In this study, a hybrid ABC-based SVM model was 
constructed and used to predict PPV that is induced by 
blasting at the Hongling Lead-zinc Mine. To develop the 
model, a dataset of 45 cases was recorded in the mine, and 
fi ve parameters (the total charge, the maximum charge 
that is used per delay, the distance between the blast 
face and the monitoring point, the diff erence in height 
between the blast point and the monitoring station and Fig. 8   Bar graph of each variable for PPV cases

Fig. 7  Performance comparison using a Taylor diagram
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primary blasting segments) were measured as the input 
parameters. PPV values comprised the output. The ABC 
algorithm was applied to improve the generalization 
ability of the SVM algorithm. Based on the analysis, the 
following conclusions can be drawn:

(1) To evaluate the performance of the generated 
ABC-SVM model, the model was compared with SVM 
and four empirical predictors (USBM, A-H, L-K, and 
CMRI), and three performance metrics (R2, RMSE, and 
VAF) were introduced to analyze the generalization 
performance of the models.

(2) The results demonstrated that both the ABC-
SVM and SVM predictors achieved higher accuracy 
than did the empirical predictors. The best results of the 
R2, RMSE, and VAF indices were 0.9628, 0.2737, and 
96.05% for the ABC-SVM model; hence, the hybrid 
model exhibits outstanding PPV prediction performance. 
In decreasing order of performance, the six predictors 
are: ABC-SVM, SVM, A-H, USBM, CMRI, and L-K. 

(3) According to sensitivity analysis, the height 
diff erence between the blast point and the monitoring 
station is the most infl uential parameter for predicting 
PPV. The sensitivity analysis results of the parameters 
can provide potential directions for the control of blasting 
vibration eff ects. For example, we can reduce the impact 
of blasting vibration by controlling H, MC, and D.
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