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Abstract: Lateral deformation of liquefi able soil is a cause of much damage during earthquakes, reportedly more 
than other forms of liquefaction-induced ground failures. Researchers have presented studies in which the liquefi ed soil is 
considered as viscous fl uid. In this manner, the liquefi ed soil behaves as non-Newtonian fl uid, whose viscosity decreases as 
the shear strain rate increases. The current study incorporates computational fl uid dynamics to propose a simplifi ed dynamic 
analysis for the liquefaction-induced lateral deformation of earth slopes. The numerical procedure involves a quasi-linear 
elastic model for small to moderate strains and a Bingham fl uid model for large strain states during liquefaction. An iterative 
procedure is considered to estimate the strain-compatible shear stiffness of soil. The post-liquefaction residual strength of 
soil is considered as the initial Bingham viscosity. Performance of the numerical procedure is examined by using the results 
of centrifuge model and shaking table tests together with some fi eld observations of lateral ground deformation. The results 
demonstrate that the proposed procedure predicts the time history of lateral ground deformation with a reasonable degree of 
precision.
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1   Introduction

Earthquake-induced liquefaction has caused 
signifi cant damage to civil engineering structures such 
as lifeline facilities and foundations. Lateral ground 
deformation is the most devastating consequence of 
soil liquefaction that occurs in free-face and gentle 
slopes. Reports of ground failure during several recent 
earthquakes such as the Kobe 1995, Chi-Chi 1999, 
Kocaeli 1999, and Nisqually 2001 reminds the engineers 
that this type of deformation should be considered in the 
design of foundations. Recent advances in seismic design 
based on performance criteria and some new concepts 
such as L.C.C. (Life Cycle Cost) have encouraged the 
development of methodologies for the precise estimation 
of lateral ground displacements.

The current methodologies for estimation of 
liquefaction-induced lateral displacement are classifi ed 

into three major categories: empirical relationships, 
analytical procedures, and numerical approaches. 
Empirical relationships are based on fi eld observations 
and have the most applications in practice. The early 
empirical equations of lateral spreading (Hamada et al., 
1986) considered geometric attributes of the ground 
while more recent equations (Youd et al., 2002) 
also accounted for the seismological parameters and 
engineering properties of soil. Bartlett and Youd 
(1992) compiled a database of liquefaction-induced 
ground displacement involving 448 entries from seven 
earthquakes. They used multi-linear regression  and 
presented two separate empirical relationships for 
free-face and gently sloping ground conditions. These 
models were subsequently modifi ed by Youd et al. 
(2002). In recent years, several researchers (e.g., Baziar 
and Ghorbani, 2005; Javadi et al., 2006) obtained more 
precise equations through advanced soft computing 
tools. Since the empirical models were developed 
using fi eld case histories, scattered predictions are to 
be expected due to the limitations of such observations. 
Nevertheless, these empirical procedures have merit 
since they have been developed based on direct fi eld 
measurements.

Newmark (1965)'s sliding block procedure was the 
fi rst analytical method thatis applicable for estimation 
of lateral ground displacement. Several subsequent 
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procedures were developed to modify the sliding 
block method (e.g., Rathje and Bray, 1999; Rathje and 
Antonakos, 2011). Towhata et al. (1992) developed 
an analytical model based on the minimum potential 
energy principle and observations from shaking table 
experiments.

Researchers have also implemented advanced 
constitutive models for numerical evaluation of 
liquefaction-induced lateral spreading. Based upon the 
presumed mechanical behavior of the liquefi ed soil, 
several numerical schemes have been proposed by 
researchers. Elgamal et al. (2002) employed a multi-
surface plasticity framework to simulate cyclic mobility 
and the consequent lateral spreading, while Dafalias and 
Popov (1975) dealt with the framework of the critical 
state.

In addition the conventional frameworks of 
constitutive modeling for soil liquefaction, liquefi ed soil 
can be simulated as stiffness-reduced solid or viscous 
fl uid (Naili, 2006). This view point has evolved into 
an interesting perspective for numerical estimation of 
lateral spreading. Yasuda et al. (1992) proposed a simple 
static fi nite element analysis in which a predefi ned 
soil stiffness switches to a decreased post-liquefaction 
stiffness to simulate permanent lateral spreading. 
Aydan (1995) proposed an adaptive fi nite element 
mesh by considering liquefi ed soil as viscoelastic 
material. Uzouka et al. (1998) assumed liquefi ed soils 
as Bingham fl uid and proposed a numerical method 
based on fl uid dynamics to predict lateral deformation 
of sand. They estimated the deformations produced by 
the fl ow liquefaction, which basically occurs when the 
shear stresses required for equilibrium are larger than the 
residual (or steady state) shear strength. 

The current study incorporates the concept of fl uid 
dynamics to estimate liquefaction-induced lateral 
deformations of earth slopes subjected to cyclic 
liquefaction or fl ow failure. The proposed numerical 
procedure treats the liquefi able soil as linear elastic 
material with varying strain-adaptive stiffness before 
the yield stress and as Bingham fl uid during failure. 
Degradation of shear modulus, which is an outcome 
of signifi cant generation of pore water pressure and 
liquefaction onset, is defi ned through an iterative 
procedure. Residual strength of the soil is considered 
as a reasonable post-liquefaction parameter for the 
Bingham model to simulate the large strain state of 
liquefi ed soil. Some well-known experimental models 
like geotechnical centrifuge and shaking table tests are 
simulated to examine the capability of the proposed 
procedure. Some case histories of liquefaction-induced 
lateral deformation are then simulated and the results are 
compared with the observed displacements as well as 
predictions of the previously proposed models. Results 
of the numerical simulations are employed for a multi-
linear regression analysis and the resulting equation is 
compared with some well-known empirical relationships 
proposed by other researchers.

2 Bingham fl uid, fl ow failure, and cyclic  
     mobility 

A Bingham fl uid is a viscoplastic material that 
maintains signifi cant rigidity at low stresses but fl ows as a 
viscous fl uid at high stress. The Bingham model requires 
fewer calibration parameters compared with advanced 
constitutive model sand hence might be advantageous 
for the assessment of soil lateral deformation. Uzouka et al. 
(1998) modeled the liquefi ed soil as a Bingham fl uid; its 
shear stress-strain rate relation is expressed as:

    r                                    (1)

where τ is the total shear stress,  is the viscosity, τr is the 
yield stress which is equal to the minimum (or residual) 
shear strength of soil, and  is the second invariant of the 
shear strain rate tensor:
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To treat the liquefi ed soil as an incompressible 
Bingham fl uid, Uzouka et al. (1998) expressed the 
Bingham viscosity by the equivalent Newtonian 
viscosity: 

                
 r

2 
                                 (4)

The residual shear strength of soil, considered as the 
minimum undrained strength in Eqs. (1) and (4), is the 
threshold of yielding occurrence. Uzouka et al. (1998) 
simulated an experiment conducted by Hamada et al. 
(1986) in which a soil container was initially liquefi ed 
and then gradually inclined to produce fl ow deformation. 
The main feature of this experiment was the triggering of 
lateral deformation without dynamic excitation. For the 
numerical implementation of the Bingham fl uid model, 
Uzouka et al. (1998) considered the post-liquefaction 
stress state of soil and predicted lateral deformation 
of the liquefi ed sloping ground due to the self-weight. 
This type of deformation is known as fl ow liquefaction 
or fl ow failure, which occurs once the unbalanced shear 
stresses exceed the residual shear strength. In reality, 
however, lateral deformation of the sloping grounds 
might be produced during the cyclic loading while the 
unbalanced stresses are smaller than the residual shear 
strength of soil. This type of lateral ground deformation 
takes place as a result of cyclic mobility. Thus, it seems 
essential to capture this type of ground deformation 
through computational fl uid dynamics.

3   Proposed numerical procedure

To simulate the procedure of liquefaction-induced 
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lateral deformation, soil is assumed to behave like 
viscoplastic materials. The Bingham materials have a 
certain value of yield stress and behave the same as a 
solid when the applied stresses are lower than the yield 
stress. It then deforms like a viscous fl uid once the 
yield stress is surpassed. Saturated sands under cyclic 
loading tolerate a variety of stress excitations and maybe 
liquefi ed. Thus, it is important for the implementation 
of the model to compute the actual imparted stresses 
to determine whether yielding occurs. The incremental 
elastic stress model incorporating the Bingham model 
has been employed in the current study to determine the 
stress state during earthquake excitation and resulting 
lateral deformation. 

Figure 1 summarizes the procedure of the proposed 
CFD-based numerical analysis through a fl owchart. 
Accordingly, the fi rst step begins by determination of 
some model parameters such as the maximum shear 
modulus and the residual shear strength of the soil under 
consideration. Two types of analyses are subsequently 
categorized as fl ow liquefaction and cyclic mobility. 

Flow liquefaction deformation is produced when the 
soil tolerates the driving in-situ shear stresses larger than 
the residual strength of the soil. Lateral deformations 
can also occur during the cyclic mobility for which the 
in-situ shear stresses are less than the residual shear 
strength. The right side of the fl owchart, which shows 
how the fl ow failure type of deformations is estimated, 
is the same as the numerical procedure of Uzouka et al. 
(1998). 

The proposed numerical scheme incorporates soil 
parameters in both solid and liquefi ed phases through a 
simplifi ed numerical procedure. It contains both small 
and large strain states of soil and conjunction of these 
states which is defi ned through the shear modulus-
reduction curve of the soil. The maximum shear modulus 
and residual shear strength of the soil are considered to 
be representative of small and large strain conditions, 
respectively, as described in the following subsections.

3.1 Governing equation

Viscoplasticity describes the rate-dependent 
inelastic response of solids; meaning that deformation 
of the material depends on the rate at which loads are 
applied. The inelastic response is plastic deformation 
and implies that the material undergoes irrecoverable 
permanent deformations once a prescribed shear stress 
level is surpassed. In contrast to Hookean elastic solids, 
the state of stress for a Newtonian viscous fl uid is 
(Brethour, 2003):

      T E 2                                       (5)

where μ is the viscosity coeffi cient, E  is the strain 
rate tensor, and T is the Cauchy stress tensor. Figure 2 
illustrates a schematic simplifi cation of  viscoplastic 
materials. 

A viscoplastic model predicts a corresponding rise in 
elastic stress that is linearly proportional to the strain. If 
further strain is imposed to the extent where the elastic 
stress exceeds the yield stress, the material yields and 
begins to fl ow as a viscous fl uid with an equivalent 
viscosity. The incremental elastic stress model was 
recently implemented into FLOW-3D to predict highly 
nonlinear responses through an incremental elastic 
procedure. The developed code utilizes a fi xed-mesh 
Eularian approach to compute the elastic stresses. For 
an element of fl uid, the basic equation of the incremental 
elastic model description is:

Dashpot (viscous stress)

       Spring                             Slip

(elastic stress)                (yield stress limit)
Fig. 2   Pictorial view of viscoplastic modelFig. 1   Procedure of the CFD-based numerical analysis
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where τE is the stress tensor and ξ is the material 
coordinate which rotates and translates with the 
deforming material. 

The Misescriterion is employed to predict the 
yielding condition:

                                                                                  
 E

Y


2

3                                     (7)

whereE

is the second invariant of the elastic stress 
tensor and Y is a yield stress limit; a material parameter. 
If there is a region in material where the elastic stress 
exceeds the yield criterion, the elastic stress is relaxed 
by:
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where  E
*  is the yield-limited elastic stress tensor. 

The resulting momentum equation, which includes the 
elastic stress tensor  E

* , is obtained as:
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where ρ is the fl uid density, P is the pressure,   is the 
dynamic viscosity, and Fb represents the body forces 
(per unit volume) acting on the fl uid. 

3.2 Model parameters

3.2.1 Shear modulus
In the previous sections, the incremental elastic 

stress model was explained to consider small strain 
conditions and the method of estimating elastic stress 
distribution was demonstrated. For the proposed 
procedure, the strain-compatible shear modulus of the 
soil has to be estimated. It has been well recognized that 
liquefi able soils behave in a highly nonlinear manner, 
and this is manifested in the shear modulus, which 
signifi cantly reduces with shear strain under cyclic 
loading (Ishihara, 1996). Figure 3 shows the backbone 
and corresponding shear modulus reduction curves of a 
typical liquefi able soil.

The shear modulus is high at low strain amplitudes 
but it decreases as the strain amplitude increases. The 
backbone's slope at the origin represents the maximum 
shear modulus, G0 or Gmax (also known as small-strain 
shear modulus). Nonlinear or degradable behavior is 
observed at the greater cyclic strain amplitudes where 
the shear modulus ratio (Gsec / G0) considerably declines 
to low values. 

The description of the stiffness of a soil element 
requires consideration of both G0 and variation of the 
shear modulus ratio with shear strain (G-reduction 

curve) (Kramer, 1996). To defi ne the strain-compatible 
shear modulus of an incremental elastic model, an 
equivalent linear approximation was employed. An 
iterative procedure was implemented to fi nd a shear 
modulus value which is compatible with the shear strain 
amplitude of the soil layer.

The iterative procedure includes the following steps:
• An initial estimate of G is made for the selected 

depth of the layer. It is usually recommended to choose 
initial values at low strain levels.

• The estimated value of G is used to compute the 
ground response, including time histories of shear strain. 
The input acceleration or shear stress time history is 
defi ned in the FLOW-3D program to perform this step.

• The effective shear strain of the selected depth 
is determined from the maximum shear strain in the 
computed shear strain time history. It is common to 
obtain the strain level of seismic loading in terms of an 
effective strain, which has been found to vary between 
50% to 70% of the maximum shear strain. Here, the 
effective strain in each step has been predicted by this 
equation, according to Seed et al. (1975):

 eff  0 65. max                                 (10)

where max is the maximum shear strain at the depth 
under consideration. From this effective shear strain, a 
new value of G is adopted for the next iteration from 
the predefi ned G-reduction curve. As indicated in Fig.1, 
these steps are repeated until the difference between the 
values of computed shear modulus in two successive 
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Fig. 3   Backbone curve showing typical variation of  Gsec with 
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iterations falls below 10%.
It is also required to determine the maximum shear 

modulus of the soil layer at the desired depth to use in 
the equivalent linear approximation. The maximum 
shear modulus of soil can be obtained from laboratory 
tests such as a resonant column, bender element, and 
precisely-instrumented cyclic triaxial test. The shear 
modulus at small strains is strongly dependent on 
the effective confi ning stress and void ratio of the 
soil. Several researchers have proposed empirical 
relationships for various sands in the general form of 
(Kokusho, 1980):

                        G A F e n
0 0= ⋅ ⋅ ′( ) ( )                  (11)

where A and n are calibration parameters, F(e) is a simple 
function of soil void ratio and  0 is the mean effective 
stress. When the results of fi eld tests such as blow 
counts of standard penetration tests (SPT) are available, 
dependable correlations are employed to estimate 
relative density and the corresponding void ratio of the 
soil (Cubrinovski and Ishihara, 1999; Seed, 1987). Use 
of such correlations is unavoidable, especially when 
estimating soil properties of fi eld case histories.
3.2.2 Residual strength of liquefi ed soil                

In this study, the residual strength of liquefi ed soil, 
Sur, is considered as the yield stress, which mimics the 
transition between the elastic solid and the viscous 
fl uid conditions. The residual strength, in fact, is the 
strength of the soil tolerating large shear strain such 
as liquefaction. In the terminology of soil liquefaction 
studies, this parameter is also referred to as post-
liquefaction or steady-state strength. Figure 4 shows 
the stress-strain behavior of two specimens of Toyoura 
sand subjected to monotonic and cyclic-monotonic 
undrained shearing at a relative density of 16% and 
initial effective confi ning pressure of 0.1 MPa. Loose 
sands with a high initial confi ning pressure commonly 
exhibit contractive behavior throughout the shearing. 
This results in dramatic increase of excess pore water 
pressure, which leads to  signifi cant strain softening just 
after the peak point, as depicted in Fig. 4. As seen in this 
fi gure, over the range of moderate to large strains, the 

stress-strain curve for the monotonic loading is almost 
coincident with those obtained for the cyclic-monotonic 
loading (Ishihara, 1996). In fact, the residual strength of 
sands is expected to be irrespective of the prior cyclic 
stress history.

There are currently two methods for estimating 
the residual strength of soil deposits: (1) back analysis 
of the fl ow failed case histories and correlation of the 
residual strength with in-situ resistance such as standard 
penetration test blow counts (SPT) (Seed and Harder, 
1990), and (2): laboratory-based procedures (Baziar 
and Dobry, 1995). Use of SPT-based residual strength 
for numerical evaluation of lateral deformation maybe 
desirable for case studies. Several researchers have 
presented empirical recommendations for Sur. Idriss 
and Boulanger (2008) presented two recommendations 
to predict the residual strength, Sur, and the residual 
strength normalized to the initial effective overburden 
stress, S vur /  0 . Seed (2010) reviewed Idriss and 
Boulanger (2008)'s report and indicated considerable 
over-estimation of Sur for some case histories that were 
previously reported in Seed (1987). Finally, Seed (2010) 
recommended the dashed line shown in Fig. 5 to estimate 
the residual strength in terms of the SPT blow counts 
corrected for the effects of overburden pressure, hammer 
energy, and fi nes content ( ( )N1 60cs ). The current study 
employs Seed (2010)'s recommendation to estimate 
residual strengths of the simulated problems. However, 
these recommendations (Seed, 2010; Idriss and 
Boulanger, 2008) are being coincide for the corrected 
SPT blow counts of around 10 (see Fig. 5), which is 
the value of interest for the benchmark case histories in 
the current study. The numerical methodology has been 
verifi ed using the results from two physical model tests 
and some fi eld case histories. 

4  Application to physical models and fi eld 
      case histories

The proposed numerical scheme was described in 
the preceding sections. This procedure is applied to some 
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benchmarks from previously conducted experimental 
works that simulated lateral soil deformations due to 
fl ow liquefaction and cyclic mobility. The following 
subsections aim to examine the applicability and 
capability of the proposed procedure for geotechnical 
centrifuge, shaking table, and actual earthquake 
conditions.

4.1   Centrifuge test simulation

Geotechnical centrifuge testing of soil is a useful 
means to investigate a wide range of geotechnical 
engineering problems. A centrifugal device rotates 
a model container around the central axis and the 
generated centrifugal force allows simulation of a fi eld 
prototype with smaller model. The VELACS centrifuge 
model No. 2 was conducted by Dobry and Taboada to 
simulate a mildly inclined infi nite slope with an effective 
inclination angel of about 4˚ for prototype scale. This is 
a fully referenced centrifuge test, which was employed 
by several numerical studies for verifi cation purposes 
(VELACS Project).    

The principle of geotechnical centrifuge testing is 
to maintain the stresses in the model at the same values 
as at homologous point in a prototype. A centrifuge 
acceleration of Ng means that the unit weight of soil 
in the centrifuge container is N times greater than the 
unit weight at the 1 g condition, while the stresses in 
the test remains the same as in a full-scale situation. 
Table 1 shows the law of similitude for typical dynamic 
centrifuge tests (Towhata, 2008). Table 2 presents the 
basic soil properties of Nevada sand, which was used in 
the centrifuge experiment. 

There are corrections which should be considered 
when the prototype results are estimated from the 
model results. For the VELACS model No. 2, Taboada 

(1995) corrected the total unit weight of the sand using a 
coeffi cient as follows:

  teff t c                                   (12)

where γt stands for the total unit weight of the soil in the 
prototype scale and the value of c = 1.294 was set by 
Taboada (1995) to obtain  teff = 25 05. kN/m3 for model 
No. 2. Correction for in-situ shear stress results in an 
angle of slope inclination,field , equal to 4˚ (Taboada, 
1995). 

The centrifuge test was simulated using this 
numerical procedure implemented in FLOW-3D. To 
simulate the free surface condition at the top of the 
container, the specifi c boundary pressure with a zero F 
fraction ratio was utilized and a non-slip wall boundary 
was specifi ed for the other boundaries (see Fig. 6(a)). 
In fl uid dynamics, the non-slip condition for viscous 
fl uids states that at a solid boundary, the fl uid will have 
zero velocity relative to the boundary. A non-slip wall 
boundary was specifi ed for the viscous fl uid states at 
solid boundaries with zero relative velocity. A boundary 
with zero F fraction ratio was utilized to set the void into 
the domain. In FLOW-3D, for free-surface problems 
with hydrostatic boundaries, the top boundary is a void 
pressure boundary (i.e., fl uid fraction = 0).

Determination of the input parameters for the 
implemented procedure such as Bingham viscosity 
and small-strain shear modulus was explained in the 
preceding sections (see Fig. 1). For the simulated 
centrifuge model, the equation proposed by Cubrinovski 
and Ishihara (1999) was employed to correlate relative 
density and SPT blow counts for the estimation of 
residual strength from the empirical graphs shown in 
Fig. 5.

Table 1   Similitude law in dynamic centrifuge model test (Towhata, 2008)

Parameters Prototype Model Parameters Prototype Model
Size n 1 Displacement n 1
Mass density 1 1 Velocity 1 1
Gravity 1 n Acceleration 1 n
Unit weight 1 n Time n 1
Stress 1 1 Strain 1 1

     
       10 m

22.86 m

(a) (b)

                  x-direction displacement and vectors

0.019     0.063      0.108        0.153       0.197        0.242       0.287

z

x

Fig. 6 (a) Boundary conditions of centrifuge model in 3D-Flow; (b) Contours and vectors of lateral ground deformation
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For Nevada sand with Dr = 40% and the maximum 
and minimum void ratios cited in Table 2, the (N1)60 
value of about ≈ 10 is obtained. Consequently, the 
residual strength can be easily derived from Fig. 5. Table 3 
summarizes the values of the corrected penetration 
resistances ((N1)60 = 9.8, (N1)60cs= 11), fi nes content 
(= 7%), and the residual strength (= 7.5 kPa) of Nevada 
sand according to Seed (2010)'s recommendation. The 
quantities were determined in the middle of the soil layer 
as representative of the whole layer.

The Bingham viscosity can then be found by the 
following equation, which is switched once stresses 
surpass the yield stress (τr):

     

 
r

2
695 3750

                (14)

where  is the equivalent Bingham viscosity (Pa.s), 
is the strain rate (1/s), and   is the constant viscosity 
at a strain rate of zero. For the incremental elastic stress 
model, the small-strain shear modulus, G0 must also be 
specifi ed. As shown in Fig. 1, an iterative procedure was 
carried out to determine the strain-compatible shear 
modulus from the G-reduction curve. Various equations 
are found to obtain the maximum shear modulus of 
sands, as summarized in Table 4. As seen, the equations 
basically have the same functional form with different A 
coeffi cients and n exponents. In order to determine these 
calibration parameters for Nevada sand, curve fi tting 
was applied on the results of the resonant column tests, 
which were conducted as part of the VELACS project. 
Accordingly, the calibration parameters, i.e., A and n, 
were found to be equal to 6500 and 0.5, respectively. 
Table 4 presents a comparison between the previous 
relationships and the estimated A and n values. 

An iterative operation was utilized by assuming an 
initial G at low strain levels and using the estimated G 
to compute the response including the time histories of 
shear strain for the depth of 0.7 m where LVDT3 was 
installed near the ground surface.

To determine the effective shear strain, Eq. (10) 
along with the G-reduction curve was repeatedly used 
to estimate new Gi+1 for the next iteration. These steps 
are repeated until differences between the computed 
shear modulus in two successive iterations fall below 
a pre-determined value. Figure 7 shows the shear 
modulus reduction curve employed during the iteration 
procedure (WSDOT). The procedure was carried out for 
the different values of shear modulus obtained from 
Table 4. Figure 8 illustrates the trace of the iterative 
procedure for various estimations of initial shear 
modulus. They follow the predefi ned G-reduction curve 
of sand, as shown in Fig. 7. Accordingly, the iterative 
procedure yields the strain-compatible shear modulus; 
and thus, a more reasonable dynamic stress regime is 
achieved. 

Figure 9 compares the predicted and measured 
time histories of lateral ground deformation at a 
depth of 0.7 m near the surface. The measured lateral 
displacement was recorded by LVDT3, which is the 
closest instrument to the ground surface. The predicted 
time histories were estimated based on the various values 
of initial (small-strain) shear modulus (see Table 4).
This may be useful in examining the sensitivity of the 
modeling to the initial shear modulus estimate. Figure 9 
confi rms that the numerical modeling obtains reasonable 
performance since the measured time history of lateral 
deformation falls within the range of the predictions 
with various small-strain shear moduli.   

The procedure proposed in this study addresses 
numerical dynamic analysis of liquefi ed layers through 
a simplifi ed framework. Thus, for simplicity, some 

Table 2   Soil properties in the centrifuge model test 

Soil                  Density                   Dr      emax     emin

Nevada sand                  1962 kg/m3 40%   0.887                 0.511

Table  3   Estimation of residual strengths from various recommendations

(N1)60 FC (%) (N1)60 
_ CS Residual strength (kPa)

9.87 7 11 7.5

Table 4   Constants in empirical equations on small strain  
               modulus, after Ishihara (1996)

Reference A (kPa) F(e) n

Hardin and Richart (1963) 7000
( . )

( )
2 17

1

2


e
e

0.5

Iwasaki et al. (1987) 9000
( . )

( )
2 17

1

2


e
e

0.38

Kokusho (1980) 8400
( . )

( )
2 17

1

2


e
e

0.5

Based on resonant column
 tests on Nevada sand                  A.F(e) = 7700 0.5
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Fig. 7   Shear modulus reduction curve (EPRI, 1993)
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primary mechanisms of soil liquefaction have to be 
indirectly considered. The dynamic curve of sand, i.e., 
G-reduction, is utilized in order to indirectly account for 
the physical aspects of liquefi ed sands. As shown in 
Fig. 3, stiffness degradation of sand due to the generation 
of excess pore water pressure occurs when the imparted 
shear strain surpasses the threshold volumetric strain. 
In other words, residual pore water pressure generates 
in sands once the imparted shear strain exceeds the 
threshold volumetric strain. It is aconsequence of the 
saturated sand tendency to the irrecoverable volumetric 
strain. Therefore, implementation of the G-reduction 
curve in the proposed procedure indirectly accounts for 
excess pore water pressure provided the imparted shear 
strain is larger than the threshold shear strain. Figure 8 
illustrates that the imparted shear strain surpasses the 
shear strain of 0.01%, which is close to the volumetric 
shear strain threshold reported by Vucetic (1994).

4.2 Shaking table experiment

In this section, capability of the proposed model in 
simulation of 1 g shaking table test is examined. The 
numerical simulation was carried out on a 1 g shaking 
table test conducted by Hamada et al. (1986). The soil 
box was 3 m (length), 1m (width) and 0.3 m (height). 
It was vibrated in the lateral direction until liquefaction 
occurred, and then lifted using a jack to enforce the soil 
to ensure fl ow failure. During the experiment, the fi nal 
shape of the free surface was continuously monitored 
and the time histories of the induced displacements 
were measured. Considering that lateral displacement 
was triggered once the slope inclination reached 2% 

(Hamada et al., 1986), the minimum undrained strength 
(equivalent to the residual shear strength) was estimated 
as 54 by Naili (2006) for model scale according to the 
slope stresses equilibrium and the following equation:

  min cos sin   h  θ                       (15)
where γ and h are the saturated unit weight and the 
thickness of the liquefi ed soil layer, respectively, and θ 
is slope inclination. Contrary to the previously analyzed 
centrifuge experiment, which was simulating cyclic 
mobility during cyclic loading (the left branch of the 
fl owchart in Fig. 1), the shaking table test simulates the 
fl ow type of failure or fl ow liquefaction, described in the 
right side of the fl owchart shown in Fig. 1. For an initial 
relative density of 40% to 50%, the shear modulus of the 
liquefi ed sand is approximately 1% of its initial small-
strain shear modulus (Olsen, 2008). Since the entire soil 
mass in the box was liquefi ed, the small-strain shear 
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modulus was estimated herein using Seed et al. (1984)'s 
correlation, cited in Table 5, and then multiplied by 1%.

In order to simulate the free surface condition at 
the container top, the specifi c pressure boundary with 
zero F fraction ratios was utilized and a non-slip wall 
boundary was specifi ed for the other boundaries. The 
simulation was carried out for the prototype scale rather 
than the 1-g model because the employed correlation of 
shear modulus is more compatible to the actual effective 
stress levels. Since the stress level in the 1-g test is lower 
than in the prototype scale, the similitude law (e.g., 
Kokusho, 1980) has to be considered to represent the 
actual response. The similitude law recommended by Iai 
was employed in this study for numerical simulation of 
the experiment in the prototype scale. In simulating the 
prototype scale, a modifi cation of the relative density 
of soil was considered using the applicable indices 
such as the brittleness index (Bishop et al., 1971). 
Figure 10 illustrates variations of the brittleness index 
versus relative density based on the results of ring 
shear tests (Vargas-Monge, 1998; Towhata, 2008). 
This is an experimental solution to achieve similitude 
in vulnerability of liquefi ed sand to fl ow and large 
deformation (Towhata, 2008) .

Figure 11 shows variations of soil surface velocity 
versus time up to only 3 s (for illustrative purposes); 
however, fi nal stoppage of soil movement occurs at 
12 s. As seen, soil velocity increases dramatically within 
0.1 s to reach the maximum value (5 cm/s) and then 
declines rapidly up to 0.4 s. Thereafter, the liquefi ed soil 
tends for stoppage with a very small rate. The maximum 
value of the predicted soil velocity is 5 cm/s, which is 
in good agreement with the measured 7 cm/s maximum 
velocity of the soil surface (Hamada et al., 1986). The 
time history of the predicted lateral displacement was 
compared (see Fig. 12) with the measured displacement 
together with the curve predicted by Naili (2006). Naili 
(2006) simulated this shaking table tests using the SPH 
(Smoothed Particle Hydrodynamics) method. These 
results demonstrate the relative success of the current 
simulation compared with the SPH method and its 
reasonable agreement with the measured values.

4.3  Casehistory: Kocaeli (Izmit) earthquake

The 17 August 1999 Kocaeli-Turkey earthquake was 
an event with a moment magnitude of 7.4, and caused 
extensive liquefaction–induced ground displacements 
along the coast of Izmit Bay (Cetin et al., 2004). 
Cetin et al. (2004) reported the geological setting, 
ground motions, and observed liquefaction-induced 
lateral ground displacements of some sites. The results 

Table 5   Soil properties and estimation of maximum shear modulus of shaking table experiment (Naili, 2006)

Case Dr (%) θ  %
Unit weight
    (kN/m3)

  H 
(cm)

Correlation of maximum shear 
modulus (Seed, 1987)

       Estimated G0
(MPa)

EFM3 40 4.2 18 30              G0=220(K2)max(σ´0)
n

             (K2)max=20(N1)60
(1/3)

          15.88

5_15 kPa
20_30 kPa
40_50 kPa
75_150 kPa
200_300 kPa
Mean for 10 kPa
Mean for 25 kPa
Mean for 50 kPa
Mean for >100 kPa

Constant volume ring shear 
tests on Toyoura sand
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of these site investigations, including the results of 
standard penetration test (SPT), were used to predict 
the observed displacements through several empirical 
and semi-empirical procedures. These procedures 
involve two empirical models developed by Youd et al. 
(2002) and Hamada et al. (1986) and the semi-empirical 

Ground surface
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model of Shomato et al. (1998). A comparison was then 
made between the observed and the predicted ground 
displacements. Figure 13 shows a site map of  the 
Kocaeli case histories (Cetin et al., 2004).

The fi rst step is to obtain suitable ground motion as 
the base ground motion in the numerical model .  
Cet in  et al. (2004) estimated maximum ground 
accelerations of about 0.40 g for the Degirmendere Nose, 
Soccer Field, and Police Station sites. By considering 
this maximum acceleration and correcting it to use 
as base accelerations of the soil layer, the proposed 
acceleration time history is shown in Fig. 14. This 
seismic input motion was prepared with the acceleration 
time history recorded at the nearest strong ground motion 
station, i.e., the YPT Station (see Fig. 13). Similar to 
Cetin et al. (2004), a simplifi ed linear scaling was done 
for the simulated liquefi ed soil layer. To account for the 
depth effect and produce the base ground motion,  the 
depth reduction coeffi cient developed by Seed and Idriss 
(1971) was used instead of the deconvolution analysis, 
and the corrected input motion was simply produced 
(Fig. 14).

The case history analysis was carried out using a 
3D model similar to the physical model tests. However, 
results of 3D and 2D analyses are equivalent for the 
case history analyses because out-of-plane spatial 
variations of the soil profi le were ignored for simplicity. 
Simulations for the case history were performed by the 
thickness of the effective (liquefi ed) zone based on the 
reported boreholes and surface inclination of the site.

Using the Youd et al. (2002), Hamada et al. (1986), 
and Shomato et al. (1998) models, lateral ground 
displacements were estimated for several sites and 
borehole locations by Cetin et al. (2004). The reported 

values from the standard penetration test results were 
used in this study to evaluate the residual strength of 
the liquefi ed sub layers. As seen before, it is important 
to estimate the thickness of the liquefi ed layer for the 
numerical modeling and to defi ne the residual shear 
strength. In their empirical model, Youd et al. (2002) 
proposed T15  as the best indicator of the liquefi ed layer 
for 6 8 M  earthquakes. This parameter, i.e. T15, 
is the cumulative thickness of the layers of saturated 
cohesion less sediments having ( )N1 60 15  up to a 
depth of 20 m. They found reasonable performance 
for this parameter without performing the liquefaction 
susceptibility analysis (Youd et al., 2002). Although T15 
is not the actual cumulative thickness of the liquefi ed 
layers, it is directly estimated from the boreholes, which 
is useful in practice. Accordingly, T15 was considered as 
the coherent thickness of the soil layer in the numerical 
analyses, which is referred to as the liquefi ed layer 
hereafter. Table 6 presents the estimated parameters 
that were used in the numerical analyses of the three 
sites. In this table,  G0 is the maximum shear modulus 
of the liquefi ed layer, which was estimated using the 
correlation cited in Table 5, Sur is the residual shear 
strength at the middle of the liquefi ed layer, W is the 
free face ratio, θ is the ground slope in percent, and H is 
the total-thickness (m) of the liquefi ed layers.

Cetin et al. (2004) compared the observed values of 
lateral deformation with those predicted by the models 
proposed by Youd et al. (2002), Hamada et al. (1986), 
and Shomato et al. (1998). Table 7 summarizes the 
parameters of these models.

Numerical modeling of these sites was also carried 
out using the proposed procedure and the estimated 
parameters are cited in Table 6. In Table 8, the results 

Table 6   Estimated parameters in the numerical analysis

Site G0  (MPa)  Sur (kPa)        θ (%) T15 /H (%)    W (%)
DN1 67 4.5 17 14.8 20
DN2 75 5 17   0   5
SF5 27 2   0 100   7
SF6 25 1   0 100 15
PS2 22 2.2 10 72.9   8
PS3 28 1.9   1 62.9   6
PS4 23 2.6   1 70   8
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of the simplifi ed numerical analyses are compared 
with the observed values as well as predictions of 
the empirical models. Accordingly, the results of the 
simulations show a good agreement with the observed 
displacements in light of the coeffi cient of determination 
(R2) and root of the mean squared error (RMSE). The 
resulting displacements cited in Table 8 were input 
into a multi variable regression (MVR) to determine 
a linear relationship between the magnitude of lateral 
displacements and the input parameters. Accordingly, 
the following equation has obtained to predict lateral 
deformation for the site:

D G S

W
T
H

h ur= − × ( ) − × +

× + × + ×

51 68 0 19 0 01 46 99

8 19 16 3 0 62

0

15

. . . .

. . . ( )   (16)

where Dh is the lateral ground deformation in cm, G0 is 
the small-strain shear modulus in kPa, Sur is residual shear 
strength in kPa, W is the free-face ratio in percent, θ is the 
ground slope in percent, T15 is the thickness of saturated 
layer with ( )N1 60 15  , and H is the total thickness of the 
liquefi ed layer. It is clear that has to be zero for the cases 
with zero values. 

Table 7   Employed parameters in the referenced empirical models

Reference model Used parameters of models

Hamada et al. (1986)   H = total thickness of liquefi ed layer
  θ = slope of the ground surface or the base of liquefi ed layer  

Youd et al. (2002)  M = earthquake magnitude

R = horizontal distance to nearest seismic source

S = gradient of surface topography or ground slope

W = free face ratio

T15 = thickness of saturated layer with  (N1)60  ≤ 15

F15 = average fi nes content in T15

And D50

Shomato et al. (1998) CSR (cyclic stress ratio) and residual shear strain 

5   Summary and conclusions

This study incorporates the concept of fl uid 
dynamics to estimate liquefaction-induced lateral 
deformations of earth slopes during cyclic liquefaction 
and fl ow failure. The proposed numerical procedure 
treats the liquefi able soil as a linear elastic material 
with varying strain-adaptive stiffness before the yield 
stress and as Bingham fl uid during failure. An iterative 
procedure is introduced to estimate the adaptive 
dynamic shear stiffness of soil during the small strain 
state. The residual strength of the soil is considered as a 
reasonable post-liquefaction parameter for the Bingham 
model to simulate the large strain state of liquefi ed soil. 
The numerical procedure was implemented in FLOW-
3D to model a single sloping layer of liquefi able soil.  

Some well-documented physical models like 
geotechnical centrifuge and shaking table tests were 
simulated to examine the capability of the proposed 
procedure. Acentrifuge test simulating a mildly inclined 
infi nite slope was numerically modeled. Determination 
of the input parameters of the implemented procedure 
such as Bingham viscosity and small strain shear 
modulus was explained. The results confi rm that the 

Table 8   Comparison of the predicted and the observed displacements in Kocaeli (Izmit) earthquake

Location
Observed 

displacement (cm)

Predicted displacement (cm)

Hamada 
(1986)

Youd et al.
(2002)

Shomato et al.
(1998)

Eq. (16)
(this study)

DN1 90 440   120 97 163
DN2 0 440 0 3 0
SF5 30 0 74 12 25.7
SF6 120 0 240 49 142
PS2 240 310 300 72 180.2
PS3 10 120 180 10 13.6
PS4 90 98 60 4 11

Coeffi cient of determination (R2) 0.0059 0.58 0.43 0.65
RMSE (cm) 223.1 85 76.6 47.4
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numerical model obtains reasonable performance since 
the measured time history of lateral deformation at the 
ground surface falls within the range of the predictions 
obtained by various small-strain shear moduli. The 
numerical simulation was also carried out for a 1 g 
shaking table test, conducted to simulate deformations 
that resulted in fl ow liquefaction. The time history of the 
predicted lateral displacement was compared with the 
measured displacement together with the curve predicted 
by previous researchers. These results demonstrate 
the relative success of the simulation compared with 
previous studies and its reasonable agreement with the 
measured values. The proposed model was applied to 
the simulation of a case history of lateral spreading 
during the Kocaeli 1999 earthquake using reported 
acceleration time history and tests data. The results from 
site investigations, including the results of standard 
penetration test (SPT), were used to predict the observed 
displacements through several empirical and semi-
empirical procedures. Numerical modeling of these 
sites was also carried out using the proposed procedure 
and the estimated input parameters. The results of the 
proposed simplifi ed numerical analyses have been 
tabulated for eight sites together with the observed 
values and predictions of the available empirical models. 
Accordingly, the results of the simulations show good 
agreement with the observed displacements in terms of 
the coeffi cient of determination (R2) and root of mean 
squared error (RMSE).

For numerical estimation of lateral ground 
displacement, the current study has developed a 
simplifi ed procedure with fewer parameters than the 
commonly used plasticity constitutive models. Although 
applicability and accuracy of the proposed procedure 
were verifi ed for physical model tests and fi eld 
conditions, it may produce imprecise results in some 
unexamined conditions such as layered soil profi les. 
Further study is required for modeling of layered soil 
profi les as well as homogeneous soil layers with the 
liquefi ed/nonliquefi ed sublayers.

Notation
A Calibration parameters for initial shear 

modulus
CFD Computational fl uid dynamics
Dh Lateral ground deformation
Dr Relative density
E Strain tensor
E Strain rate tensor

eij Components of the strain rate tensor
emax Maximum void ratio
emin Minimum void ratio
F(e) Calibration parameter  for initial shear 

modulus according to void ratio
G Shear modulus
G0 or Gmax Maximum shear modulus

Gsec Secant shear modulus
H Parameter that defi ne the geometry
M Earthquake magnitude
n Calibration parameter  for initial shear 

modulus
(N1)60 Corrected SPT count number
Sur Residua lundrained shear strength
T Cauchy stress tensor
T15 Cumulative thickness of sublayers with

( )N1 60 15
u Local velocity vector
W Parameter that defi ne the geometry
Y Yield stress limit
 αfi eld Angle of slope inclination
 Shear strain rate
 eff Effective shear  strain
max Maximum shear strain
 ε Material coordinate
 θ Parameter that defi ne the geometry
 μ Viscosity coeffi cient

  Equivalent Bingham viscosity


 E

Second invariant of the elastic stress 
tensor

 ρ Density
 0 Mean effective stress                  
 v0 Initial effective consolidation stress

  τ Total shear stress
  τE Stress tensor
  E

* Yield limited elastic stress tensor       
 τmin Minimum undrained strength
 τr Yield stress
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