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Abstract  In this work, we examined long-term wave distributions using a third-generation numerical wave model called WAVE- 
WATCH-III (WW3) (version 6.07). We also evaluated the influence of sea ice on wave simulation by using eight parametric switches. 
To select a suitable ice-wave parameterization, we validated the simulations from the WW3 model in March, May, September, and 
December 2017 against the measurements from the Jason-2 altimeter at latitudes of up to 60˚N. Generally, all parameterizations ex-
hibited slight differences, i.e., about 0.6 m root mean square error (RMSE) of significant wave height (SWH) in May and September 
and about 0.9 m RMSE for the freezing months of March and December. The comparison of the results with the SWH from the 
European Centre for Medium-Range Weather Forecasts for December 2017 indicated that switch IC4_M1 performed most effec-
tively (0.68 m RMSE) at high latitudes (60˚– 80˚N). Given this finding, we analyzed the long-term wave distributions in 1999 – 2018 
on the basis of switch IC4_M1. Although the seasonal variability of the simulated SWH was of two types, i.e., ‘U’ and ‘sin’ modes, 
our results proved that fetch expansion prompted the wave growth. Moreover, the interannual variability of the specific regions in the 
‘U’ mode was found to be correlated with the decade variability of wind in the Arctic Ocean. 
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1 Introduction 
Owing to global climate change, gradual reductions in 

the area, thickness, and quantity of perennial sea ice in 
the Arctic Ocean during the summer have been occurring 
since the late 1990s (Shimada et al., 2006; Kawaguchi   
et al., 2012). Under these circumstances, sea ice reduction 
enhances the intensity of Arctic waves (Thomson and 
Rogers, 2014) as the available sea fetch broadens (Dob-
son et al., 1989), resulting in conditions that are condu-
cive to the growth of swells (Thomson and Rogers, 2014). 
A string of broken ice floes floats on the sea surface when 
waves propagate in a sea ice shelf, and it is likely to be 
distorted by wind and ocean currents, thus effectively 
enhancing the heat exchange in the sea atmospheric layer 
(Kohout et al., 2014). 

The interaction between sea ice and ocean waves is an 
interesting scientific topic, although it has remained a com- 
plex issue because sea ice affects ocean waves by scatter- 
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ing and dissipating wave energy (Squire et al., 1995; Squire 
et al., 2009). Specifically, wave energy does notdissipate 
instantaneously upon encountering ice-covered sea (Tol-
man, 2003). On the contrary, ocean waves can penetrate 
the sea ice cover, where their amplitude significantly at-
tenuates (Cheng et al., 2017); hence, wave energy dif-
fuses to the inner region of sea ice covers. In recent years, 
a number of studies have revealed a correlation between 
ocean waves and the splitting, location, and melting of 
sea ice in polar regions. In particular, ocean waves pene-
trate the entire ice cover near the ice edge, thereby form-
ing a region known as the marginal ice zone (MIZ), where 
waves penetrate into the ice and huge ice layers smash to 
a few floes at tens of meters (Doble and Bidlot, 2013). 
The MIZ is an important area between the open ocean 
and internal floating ice where ocean waves, sea ice, and 
the atmosphere strongly interact. 

Since 1940, observational data concerning ocean wave 
attenuation in sea ice has been quantitatively recorded 
(Wadhams, 1973). With the awareness of rapid sea ice re-
duction in polar seas, a few studies have investigated ice- 

wave interactions under continuous projects, e.g., the 
Greenland Arctic Shelf Ice and Climate Experiment (Green-  
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ICE) (Wadhams et al., 2004) and the Boundary Layer 
Physics of the Emerging Arctic Ocean (SeaState) field 
campaign conducted from 30 September to 4 November 
2015. Remotely sensed data, e.g., synthetic aperture radar 
data, are also valuable sources for studying the wave prop-
erties of ice-covered waters (Wadhams and Holt, 1991; 
Wadhams et al., 2002; Wadhams, 2004). The two issues 
that need to be solved to determine the influence of sea 
ice on waves are wave attenuation/dispersion of frequency 
(Squire and Moore, 1980; Wadhams et al., 1988) and the 
scattering of directional wave energy (Wadhams et al., 
1986). The theoretical models for wave propagation in 
ice-covered waters include the pure viscous layer model 
(Carolis and Desiderio, 2002), elastic plate model (Ko-
hout and Meylan, 2008), viscoelastic model (Wang and 
Shen, 2010; Squire and Montiel, 2016), and thin elastic 
plate scattering model (Williams et al., 2013). 

The third-generation numerical wave model WAVE-   
WATCH-III (WW3) is a well-known model used for global 
wave simulation (Mondon and Warner, 2009; Bi et al., 
2015; Zheng et al., 2015). It includes the parameteriza-
tions of theoretical models (WAVEWATCH-III Develop-
ment Group, 2019) and thus provides alternative modules 
to describe ice-wave effects. The eight available parame-
terizations are IC1, IC2, IC3, IC4_M1, IC4_M2, IC5, IS1, 
and IS2. The performance of these models, however, should 
be investigated on the basis of varying ice thicknesses and 
concentrations. 

The remainder of this manuscript is organized as fol-
lows. Section 2 briefly describes the relevant datasets, in-
cluding the wind forcing data for the WW3 model, as well 
as the ice data and measurements from the Jason-2 altime-
ter. Section 3 describes the alternative parameterizations. 
Section 4 provides the validation results from which the 
best parameterization is selected so as to analyze the long- 

term wave distributions in the Arctic Ocean from 1999 to 
2018. Section 5 presents the discussion. Section 6 sum-
marizes the conclusions. 

2 Description of Dataset 
The dataset consists of three types of data: 1) the forc-

ing data from the open-access European Centre for Me-
dium-Range Weather Forecasts (ECMWF); 2) the sea ice 
data for the ice-wave modules in the WW3 model; 3) the 
measurements from the Jason-2 altimeter for validating 
the simulated significant wave heights (SWHs). 

2.1 Forcing Data and Model Settings 

Since 1979, the ECMWF has continuously provided 
global atmospheric-oceanic products for investigators at 

intervals of six hours each day (Molteni et al., 2010). Al-
though the wind and wave parameters, i.e., wind vectors 
and combined wind-sea and swell, can be openly accessed 
from the ECMWF-interim (ERA) datasets, individual wind- 

sea and swell data are not available. Thus, this informa-
tion cannot be applied to long-term wave distribution ana-    
lysis. ERA wind is a reliable resource serving as the forc-
ing field for wave simulation using the WW3 model; in 
particular, it was employed in our previous studies on 
typhoon wave simulations (Shao et al., 2018; Sheng et al., 
2019). In the current study, the 0.125˚ gridded wind vec-
tors at 00:00, 06:00, 18:00, and 24:00 UTC were utilized 
as the forcing field. As an example, the ERA wind map of 
the Arctic Ocean at 12:00 on 17 May 2017 is shown in 
Fig.1 for wind speeds < 22 m s−1. 

 
Fig.1 Wind map from the European Centre for Medium- 

Range Weather Forecasts (ECMWF)-interim (ERA) of the 
Arctic Ocean at 12:00 UTC on 17 May 2017. 

The simulated region at the MIZ in the Arctic Ocean 
was set to 40˚ – 85˚N latitude and 0˚ – 360˚E longitude, and 
the bathymetric topography with 30 arc-second intervals 
(about 1 km horizontal resolution) from GEBCO was used. 
The model ran from 1 January 1999 to 30 December 2018. 
In studying the performance of eight ice-wave parame-
terizations, the outputs on a 0.25˚ grid in March, May, 
September, and December 2017 were validated against 
the measurements from the Jason-2 altimeter. The default 
settings of the WW3 model were utilized and are listed in 
Table 1. Among the switches, the input/dissipation source 
terms using the parametric ST2 package (Sheng et al., 
2019) and the quadruplet wave-wave interactions, denoted 
as the GMD2 package (Shao et al., 2018), were artifi-
cially selected. 

Table 1 Settings of the WAVEWATCH-III (WW3) model 

  Parameter                                  Setting 

Frequency bins  The frequency bins ranged logarithmically from 0.04118 to 0.7186 at an interval of Δf/f = 0.1 
Spatial propagation 300 s time steps in the longitudinal and latitudinal directions 
Resolution  0.5˚ grid with 60 min temporal resolution 

Spectrum setting 
The two-dimensional wave spectrum was resolved into 24 regular azimuthal directions with a 
15˚ step; outputs included individual wind-sea and swell  
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2.2 Ice Data 

The sea ice concentration and ice thickness data from 
the Copernicus Marine Environment Monitoring Service 
(CMEMS) were available for the ice-wave modules from 
1993 to 2018. The maps of average sea ice concentration 
and thickness for September 2017 respectively shown in 
Figs.2a and 2b were chosen as an example because sea 
ice begins to melt in early May and supposedly reaches 
the minimum in September, decreasing at a rate of −8.6% ± 

2.9% per decade (Duan et al., 2019). The spatial coverage 
of sea ice extends south to 70˚N. Figs.2c and 2d present 
the anomalies of sea ice concentration and thickness, re-
spectively, in September 1998 to 2018. Sea ice thickness 
gradually decreased starting in 2006, with a maximum 
annual reduction of approximately 0.55 m in 2012. More-
over, sea ice concentration significantly changed, dimin-
ishing by more than 16% in September 2012. Although 
sea ice expands in December, with the spatial coverage 
extending to 55˚N, sea ice thickness was thinnest in 2012 

(Fig.3). Collectively, the data on sea ice concentration and 
thickness were taken as the forcing field in the wave simu-
lation from the WW3 model with consideration of the 
ice-wave interaction term. 

2.3 Wave Data from Jason-2 Altimeter 

Given the few observations from moored buoys in the 
Arctic Ocean, measurements from the Jason-2 altimeter 
are a reliable source for wave climate studies (Liu et al., 
2016), although the latitude of the available data from the 
Jason-2 altimeter only extends poleward as far as 60˚N. 
Therefore, in this study, the wave data from the Jason-2 
altimeter for the months of March, May, September, and 
December 2017 were collected. Note that because the time 
difference between the measurements from the Jason-2 
altimeter and the simulations from the WW3 model was 
within 30 min, the output was set to 60 min. In sum, we 
compiled more than 10000 match-ups with the simula-
tions from the WW3 model for each month. Fig.4 shows 
a wave map using the WW3 model in the Arctic Ocean at  

 

Fig.2 (a), Maps of average sea ice concentration in September 2017; (b), maps of average sea ice thickness in September 
2017; (c), anomalies of sea ice concentration in September 1998 to 2018; (d), anomalies of sea ice thickness in September 
1998 to 2018. 
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Fig.3 (a), Maps of average sea ice concentration in December 2017; (b), maps of average sea ice thickness in December 
2017; (c), anomalies of sea ice concentration in December 1998 to 2018; (d), anomalies of sea ice thickness in December 
1998 to 2018. 

 

Fig.4 Wave map using the WW3 model of the Arctic Ocean 
at 12:00 UTC on 17 May 2017, overlaid by the footprints 
(red rectangles) of the Jason-2 altimeter from 06:00 to 
18:00. 

12:00 on 17 May 2017, overlaid by the footprints (red rec-
tangles) of the Jason-2 altimeter from 06:00 to 18:00. The 
measurements from the Jason-2 altimeter were consistent 
with the patterns from the WW3-simulated SWHs. Hence, 
we concluded that the simulation from the WW3 model 
were suitable for this study. To investigate the perform-
ance of each ice-wave term at high latitudes ranging from 
60˚N to 85˚N, we also directly employed the ERA wave 
fields for the four months in 2017. 

3 Methodology 
The wave propagation equation of the WW3 model is 

given as  

yx
C NC N C N C NN S

t x y
 
  

       
    

,     (1) 

where the prognostic variable represents the wave action 
density spectrum N expressed as a function of space (x 
and y), time t, and wave direction θ and is equal to the 
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energy density E divided by the angular relative fre-
quency σ (N = E/σ); Cx and Cy are the wave action propa-
gation speeds in the x- and y-spaces, respectively. In the 
absence of currents, Cx is the x-component of group ve-
locity Cg. The right-hand side of the governing equation is 
determined by the rate of change of wave action density 
S(x, y, σ, θ, t), which is generally represented by three 
terms, i.e., the input term from the sea surface wind, non- 
linear interactions, and dissipation (Sheng et al., 2019). 

Sea ice generally modifies the wavelength/wave- num-
ber and dissipation rate of wind-generated ocean waves 
(Liu et al., 1991). The ice-modified wave-number can be 
expressed as a complex number k = kr + iki. The real part, 
kr, represents the effect of sea ice on the physics of wave 
propagation, e.g., shoaling and refraction by the change 
of water depth. The imaginary part, ki(x, y, ơ, t), is pro-
duced by the wave represented by the attenuation expo-
nential decay coefficient Sice/E = −2Cgki; it can be intro-
duced in a wave model such as the WW3, where Sice is 
one dissipation term on the right-hand side of the govern-
ing equation. At present, the WW3 model (version 6.07) 
provides parametric source terms and includes the five 
dissipation parameters of ocean wave energy (IC1–IC5). 
In addition, the reflection and scattering of ocean waves 
induced by sea ice follow the conservative processes with-
out dissipation (Wadhams, 1975), which are treated sepa-
rately in switches IS1 and IS2 (WAVEWATCH-III De-
velopment Group, 2019). 

3.1 IC Switch Terms 

This method involves the utilization of five ice pa-
rameters, Cice,1 – Cice,5: Cice,1 is used for ice thickness (m); 
Cice,2 for viscosity (m2

 s−1); Cice,3 for density (kg m−3); Cice,4 
for the effective shear modulus (Pa); and Cice,5 for mean 
diameter floes (m). Moreover, additional information on 
ice concentration, ICE, is taken as a unique forcing field.  

The first switch implementation method (IC1) assumes 
the imaginary part, Cice,1 = ki, excluding other parameters. 
In this case, Cice,1 is taken as the unsteady value of a forc-
ing field using ice thickness. Switch IC2 is a method for 
expressing wave energy dissipation through wave-ice in-
teraction (Liu and Mollo-Christensen, 1988), in which the 
main input ice parameter is the ice thickness Cice,1 that 
varies spatially and temporally. Recently, switch IC2 has 
been improved by the addition of a good alternative to the 
eddy viscosity representation of dissipation. In the im-
proved version, the ice-induced dissipation transmits from 
a laminar form using molecular viscosity multiplied by an 
adjustment factor to a turbulent form for Reynolds num-
bers above an empirical threshold (Stopa et al., 2016). In 
our work, the settings were made following the sugges-
tions of Stopa et al. (2016). Switch IC3, which is deter-
mined by ice-wave interactions and was obtained from 
Wang and Shen (2010), is a vortex viscosity model that 
treats sea ice as a viscoelastic layer, with a dispersion 
relation associated with σ and k. Switch IC3 requires four 
parameters, Cice,1 – Cice,4. Technically, Cice,1 is the unsteady 
value of a forcing field, and Cice,2–4 = [0.03, 917, 0]. 

The original purpose of switch IC4 was to provide the 
empirical function describing the high-frequency wave 
attenuation in the MIZ observed by Wadhams et al. (1988). 
This method parameterizes the well-known low-pass fil-
tering effect of ice and is expressed as follows: 

ice,1
ice,2

2π
exp

C
C


 

  
 

,             (2) 

where  is the exponential decay rate for energy treated 
as twice that of the amplitude, i.e.,  = 2ki. The other two 
variables, Cice,1 and Cice,2, tuned from the dataset are equal 
to 0.18 and 7.3, respectively. The above method is de-
noted as IC4_M1 in this manuscript. The coefficients of 
the fourth-degree polynomial using a flexible method for 
prescribed attenuation were proposed by Meylan et al. 
(2014), with the wave attenuation data measured in the 
Antarctic Ocean. The polynomial function appears to be 
proportional to the wave-number at low frequency attenua-
tion, whereas high-frequency waves require high-order at-    
tenuation rates with strongly nonlinear dependence, de-
noted as IC4_M2. 

      
2

ice,1 ice,2 ice,32π 2π
C C C

           
   

 

3 4

ice,4 ice,52π 2π
C C

       
   

,               (3) 

where the default values for the coefficients are Cice,1–5 = 

[0, 0, 2.12×10−3, 0, 4.59×10−2]. 
The fifth method, IC5, for representing ice-induced wave 

decay is based on another viscoelastic-type model, i.e., 
the EFS ice layer model described in Mosig et al. (2015). 
This type of approach introduces viscosity into the thin 
elastic plate model and restricts it to one horizontal di-
mension; here, the plate is replaced with a beam. The 
dispersion relation given by the EFS model is expressed 
in the following form: 

2 tanh( )Qgk kd  ,               (4) 

where 
3 2

4(1 ) 1
6

i i i
G h h

Q v k
g g



 

 
 

    ,          (5) 

iG G i   ,                (6) 

in which G is the effective elastic shear modulus,  is the 
effective viscosity,  is the density of water, i is the 
density of sea ice, d is the water depth, hi is the ice cover 
thickness, σ is the angular relative frequency, k = kr + iki is 
the complex wave-number, g is the gravitational accelera-
tion, and v is a constant equal to 0.3 and refers to the 
Poisson ratio of sea ice. Similar to switch IC3, switch IC5 
requires four parameters taken as inputs: Cice,1 for ice 
thickness hi (m), Cice,2 for effective viscosity  (m2 s−1), 
Cice,3 for ice density i (kg m−3), and Cice,4 for effective 
shear modulus G (Pa). Similar to IC3, Cice,1 is also set as a 
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forcing field, and Cice,2–4
 = [5.0E+7, 917.0, 4.9E+12]. 

3.2 IS Switch Terms 

The conservative effect of sea ice on wave propagation 
is implemented in switch IS1 and represents a simple 
mechanism of scattering as waves encounter sea ice. The 
size of ice floes is assumed to be smaller than the grid, 
resulting in a fraction αice of the incoming wave energy 
being scattered isotropically. The fraction αice is deter-
mined from sea ice concentration by using a simple linear 
transfer function: 

ice 1 2max{0, }C C   .             (7) 

The coefficients C1 and C2 are customizable through 
the name list SIS1, with the name list parameters ISC1 = 

1.0 × 10−2 and ISC2 = −0.2 × 10−2 (WAVEWATCH-III De-
velopment Group, 2019). At each discrete frequency and 
in each discrete direction, the wave energy is reduced by 
the amount of αice and redistributed in all directions at the 
same discrete frequency to conserve energy propagation. 

The parameterization method in switch IS2 is an im-
proved scattering model (Moon et al., 2007). Principally, 
the implementation of this scattering term includes an 
estimation of the sea ice breakup induced by waves, an 

approach that can consider sea ice with large floe diame-
ters. The scattering source term is defined by the scatter-
ing coefficient is,MIZ and is expressed as follows:  

2πis
is,MIZ scat0

( , )
( , )[ ( , ) ( , )]d

S k
S N k N k

      


   , (8) 

where Sscat is set to the default value of 1, θ is the wave 
direction, and θ′ is the wave direction after scattering. The 
determination of the scattering coefficient is,MIZ is based 
on the theoretical reflection coefficient n(, Cice,1) under 
the hypothesis that waves usually propagate from a half- 

plane of open water to a half-plane of ice-covered water 
with a constant ice thickness Cice,1. Excluding multiple 
reflections, the scattering coefficient is,MIZ is parametric 
and defined as the successor attenuation for each floe of a 
mean diameter Dm with a partial reflection n(, Cice,1) due 
to broken ice. Thus, the coefficient is treated as a series of 
ice-water interfaces: 

is,MIZ ice,1( , ) /i g n mC C C D   ,         (9) 

in which ci is the ice concentration ICE and Dm = 500 
(WAVEWATCH-III Development Group, 2019). 

The settings of the eight switches used in the ice-wave 
modules are listed in Table 2.

Table 2 Settings used in the ice-wave modules of the WW3 model 

Switch ID    Cice,1   Cice,2  Cice,3  Cice,4  Cice,5 U10 ICE 

IC1 Forcing field – – – – Forcing field Forcing field 
IC2 Forcing field 1536.0E−4 – – – Forcing field Forcing field 
IC3 Forcing field 0.03 917 0 – Forcing field Forcing field 
IC4_M1 Forcing field 7.3 – – – Forcing field Forcing field 
IC4_M2 Forcing field 0 2.12E−3 0 4.59E−2 Forcing field Forcing field 
IC5 Forcing field 5.0E+7 917 4.9E+12 – Forcing field Forcing field 
IS1 – – – – – Forcing field Forcing field 
IS2 Forcing field – – – 500 Forcing field Forcing field 

 

4 Results 
Before investigating the short-term analysis of wave 

distribution in the Arctic Ocean, the best parameterization 
of ice-wave interaction in the WW3 model should be se-
lected. We first present the average wave maps using 
switch IC3 in the Arctic Ocean in four months of 2017, 
i.e., March (Fig.5a), May (Fig.5b), September (Fig.5c), 
and December (Fig.5d). The average SWHs in March and 
December were as high as 5 m, whereas those in May and 
September were relatively low for the region south of 
60˚N. This type of behavior is inconsistent with the aver-
age SWH being larger in May and September because of 
the expansion of fetch that results in the sufficient growth 
of ocean waves. We believe that multiple factors, e.g., 
wind, sea ice concentration, sea thickness, and regional 
sea characteristics, determine the waves in the Arctic 
Ocean; these factors are explored in a later section. Fig.6 
shows the validation of SWH against measurements from 
the Jason-2 altimeter using switch IC3 in September 2017  
(a) and December 2017 (b). WW3 performed well, i.e., 

the root mean square error (RMSE) for SWH was about 
0.6 m and the correlation (Cor) was 0.89 in May with the 
reduction of sea ice while the RMSE for SWH was about 
0.9 m and the Cor was 0.87 in December with the expan-
sion of sea ice. Similar findings were revealed by the sta-
tistical analysis using eight switches (Table 3). All parame-
terizations exhibited slight SWH differences in May and 
September when the sea ice was contracting relative to 
those in the two freezing months of March and December 
when the sea ice was expanding. 

The ERA wave fields in December 2017 at latitudes of 
60˚ – 85˚N were used to confirm the accuracy of the 
SWHs simulated using the eight ice-wave modules. Fig.7 
shows the average ECMWF wave map (a) and the simu-
lated wave maps using three switches: IC4_M1 (b), IS1 
(c), and IS2 (d) in December. Although wave patterns 
were clearly observed using the three switches and were 
consistent with the waves from the ECMWF, the waves 
were missed when IS1 and IS2 were used, e.g., in region 
(70˚ – 80˚N, 120˚E – 120˚W). In contrast to the ECMWF 
wave pattern, the wave pattern (SWH > 3 m) was cut off 
crossing the panel at [0˚N, 60˚N] using those switches. 
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Fig.5 Average wave maps using the WW3 model of the Arctic Ocean in four months of 2017 using switch IC3: (a), March; 
(b), May; (c), September; (d) December. 

 

Fig.6 Comparison with significant wave heights from the Jason-2 altimeter up to 60˚N using the IC3 ice-wave terms in 
(a) September 2017 and (b) December 2017.  
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Table 3 Statistical analysis using eight switches 

Switch ID  Month Bias (m) RMSE (m) Correlation Scatter index 

May 0.53 1.00 0.81 0.27 
March 0.17 0.58 0.85 0.25 
September 0.21 0.54 0.89 0.26 

IC1 

December 0.44 0.96 0.85 0.25 
May 0.48 0.93 0.83 0.25 
March 0.17 0.57 0.85 0.25 
September 0.21 0.54 0.89 0.26 

IC2 

December 0.39 0.88 0.86 0.23 
May 0.44 0.90 0.84 0.25 
March 0.16 0.56 0.85 0.25 
September 0.21 0.54 0.89 0.26 

IC3 

December 0.34 0.84 0.87 0.23 
May 0.46 0.91 0.83 0.25 
March 0.16 0.57 0.86 0.26 
September 0.21 0.55 0.90 0.27 

IC4_M1 

December 0.36 0.85 0.87 0.23 
May 0.52 0.99 0.81 0.27 
March 0.17 0.57 0.85 0.25 
September 0.21 0.54 0.89 0.26 

IC4_M2 

December 0.43 0.95 0.85 0.25 
May 0.45 0.90 0.83 0.25 
March 0.16 0.56 0.85 0.25 
September 0.21 0.55 0.90 0.26 

IC5 

December 0.35 0.85 0.87 0.23 
May 0.43 0.89 0.83 0.25 
March 0.15 0.56 0.85 0.25 
September 0.21 0.54 0.89 0.26 

IS1 

December 0.33 0.83 0.87 0.22 
May 0.44 0.90 0.83 0.25 
March 0.15 0.57 0.85 0.26 
September 0.21 0.55 0.89 0.25 

IS2 

December 0.34 0.84 0.87 0.23 

 
The results of the statistical analysis of the ECMWF SWH 
in December using eight switches are presented in Table 4. 
We believe that IC4_M1 exhibited superior performance 
(0.68 m SWH) because of the wave simulation deficien-
cies while using IS1 and IS2. 

Table 4 Statistical analysis using eight switches               
in December 2017 

Switch ID Bias (m) RMSE (m) Correlation Scatter index

IC1 0.84 1.08 0.83 0.26 
IC2 0.71 0.91 0.86 0.26 
IC3 0.52 0.69 0.89 0.17 
IC4_M1 0.53 0.68 0.90 0.16 
IC4_M2 0.85 1.09 0.83 0.26 
IC5 0.57 0.74 0.89 0.18 
IS1 0.36 0.49 0.92 0.13 
IS2 0.49 0.62 0.91 0.15 

5 Discussion 
In this section, we further examine the long-term analy-

sis of wave distribution from 1998 to 2018. Fig.8 shows 
the RMSE, scatter index (SI), Bias (ECMWF minus WW3), 
and Cor for the collocated SWHs with ERA waves using 
switch IC4_M1. A relatively large error (>0.5 m RMSE) 
occurred in the region (60˚–70˚N, 0˚–5˚E), as indicated 

by the black rectangle. This error was probably caused by 
the two aspects of using switch IC4_M1: the cutting off 
effect crossing the region at [0˚N, 60˚N] and the underes-
timation of bias of up to 1.5 m. This inferior performance 
should be improved in the future when using the WW3 
model for wave simulations in the Arctic Ocean. 

The expanse of the Arctic Ocean at latitudes above 60˚N 
was manually divided into the following eight major re-
gions to examine the characteristics of wave distribution: 
Hudson Bay, Baffin Bay, Greenland Sea, Iceland, Norwe-
gian Sea, Barents Sea, Kara Sea, and Chukchi Sea (Fig.9). 
The seasonal variability of sea ice concentration, ECMWF 
wind speed, sea ice thickness, and WW3-simulated SWH 
for those eight regions in 2017 are presented in Fig.10. As 
shown in Fig.10d, the seasonal variability could be di-
vided into two types: ‘U’ mode, which includes the Green-   
land Sea, Iceland, the Norwegian Sea, and the Barents 
Sea; and ‘sin’ mode, which includes the Kara Sea, Baffin 
Bay, Hudson Bay, and the Chukchi Sea. We focused on 
the variability from May to October, during which the 
ECMWF wind decreased. As for the ‘U’ mode, the SWH 
decreased from May to June and then increased until Oc-
tober. This type of behavior confirmed the effect of the 
expansion of fetch on wave growth, especially during the 
rapid reduction of sea ice. By contrast, the SWH in the 
‘sin’ mode is highly sensitive to the reduction of sea ice 
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Fig.7 Average ECMWF wave map and simulated wave maps using two switches at latitudes in the range of 60˚–85˚N in 
December: (a), ECMWF; (b), IC_M1; (c), IS1; (d) IS2. 

because the SWH grows as the wind speed decreases. The 
continuous interannual variability during the period of 
1999 – 2018 is plotted in Fig.11. Two apparent peaks were 
identified in 2011 and 2015 in the regions previously in 
the ‘U’ mode (marked by ellipses in Figs.11b and 11d, 
respectively), although the annual series of SWHs exhib-
ited no clear tendency with the other variables. Therefore, 
we believe that the decade variability of wind is largely 
responsible for the interannual variability of waves in the 
Arctic Ocean. 

6 Conclusions 
The anomalies indicated that the sea coverage experi-

enced its largest reduction in 2012; this observation is 
consistent with the findings of a previous study (Duan    
et al., 2019). Against the backdrop of sea ice reduction, an 
enhanced wave climate is anticipated because of the large 
areas of open ocean. At present, the wave climate in the 
Arctic Ocean is a topic worth exploring for the oceanog-
raphy community. In this study, the long-term wave dis-

tributions in the Arctic Ocean 1999 – 2018 were analyzed 
using the latest WW3 model (version 6.07). In particular, 
the characteristics of specific regions were examined in 
great detail. 

Ice-wave interactions are important considerations in 
wave simulations of the Arctic Ocean. In this study, we 
investigated the applicability of eight switches provided 
by the WW3 model (version 6.07) with consideration of 
the influence of ice-wave mechanisms in the Arctic Ocean. 
The eight switches were denoted as IC1, IC2, IC3, IC4_ 

M1, IC4_M2, IC5, IS1, and IS2; and ERA wind, CMEMS 
sea ice concentration, and CMEMS were taken as the forc-
ing fields. First, the simulations on a 0.25˚ grid from the 
WW3 model for March, May, September, and December 
2017 were validated against the available measurements 
from the Jason-2 altimeter for latitudes of up to 60˚N. The 
comparisons revealed an RMSE of about 0.6 of the SWH 
in May and September during the reduction of sea ice and 
an RMSE of about 0.9 m in March and December during 
the expansion of sea ice. Second, the simulations were 
compared with the ERA waves at high latitudes in the 
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Fig.8 Statistical analysis for the collocated SWHs and ERA waves using switch IC4_M1 from 1998 to 2018: (a), root mean 
square error (RMSE); (b), scatter index (SI); (c), Bias (ECMWF minus WW3); (d) correlation (Cor). 

 

Fig.9 Eight major regions extracted from the Arctic Ocean. 

range of 60˚–80˚N. Although the RMSE of the SWH was 
0.49 m when switch IS1 was used, switch IC4_M1 was 
found to be more suitable for wave simulation (RMSE = 

0.68 m) because of the wave simulation deficiencies while 
using switches IS1 and IS2 at high latitudes. 

We divided the distribution of the Arctic Ocean at lati-
tudes above 60˚N into eight specific regions. The seasonal 
variability of sea ice concentration, ECMWF wind speed, 
sea ice thickness, and WW3-simulated SWH in 2017 in-
dicated two modes, namely, the ‘U’ and ‘sin’ modes. In 
the ‘U’ mode, the SWH troughs appeared in June. In the 
‘sin’ mode, the SWH gradually increased with decreasing 
wind speed in May until October probably because of the 
expansion of fetch associated with the reduction of sea ice. 
The interannual wave variability revealed that the wind 
speed trend was consistent with the SWH in the ‘U’ mode. 
In particular, two crests occurred in 2011 and 2015, al-
though no clear correlation of SWH with other variables 
was found in the ‘sin’ mode. 

The reduction of sea ice should enhance the fetch in the 
Antarctic Ocean as well. In the future, the applicability of 
the WW3 model to the Antarctic Ocean will be investi-
gated, and the climatology of Antarctic circumpolar waves 
will then be analyzed. 
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Fig.10 Seasonal variations of (a), sea ice concentration; (b), ECMWF wind speed; (c), sea ice thickness; and (d), WW3- 

simulated SWH for specific regions of the Arctic Ocean in 2017. 

 

Fig.11 Interannual variabilities of (a), sea ice concentration; (b), ECMWF wind speed; (c), sea ice thickness; and (d), 
WW3- simulated SWH for specific regions of the Arctic Ocean during the period of 1999–2018. 
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