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Plasma characteristics and quantitative analysis of Pb 
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When measured by laser induced breakdown spectroscopy, the characteristic parameters of the plasma fluctuate sig-

nificantly with the experimental parameters, which would have a greater impact on the quantitative measurement. The 

effects of two experimental parameters, lens to sample distance (LTSD) and delay time, on plasma temperature and 

electron density were analyzed. Thereafter the optimal LTSD and delay time for quantitative analysis of Pb and Ni in 

soil were identified. Two element calibration curves were calculated by the internal standard method under the optimal 

LTSD and delay time. About the two elements, correlation coefficient of the calibration curves is above 0.993. The 

maximum relative standard deviation (RSD) were 4.47% and 4.76%, respectively, and the maximum relative errors 

were 12% and 4.8%, respectively. The experimental results showed that laser induced breakdown spectroscopy method 

in combination with plasma characteristic parameter analysis shows the advantage on quantitative analysis of heavy 

metals in soil. 
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Soil is an important aspect of the biosphere and the ma-

terial basis and natural resources for human survival. 

Efficient, accurate and real-time detection of heavy met-

als in the soil is a basic requirement for modern precision 

detection technology. In some areas, both lead (Pb) and 

nickel (Ni) levels exceed the first level standard of na-

tional soil quality[1]. Pb and Ni in the soil can be gradu-

ally absorbed by plants, thus accumulated in the human 

body through food like vegetables and fruit, which 

threaten human health[2]. After decades of development, 

Laser induced breakdown spectroscopy (LIBS) technol-

ogy has been widely used in the area of environmental 

monitoring, such as water pollution and soil pollution 

detection, as well as plant sample detection[3]. Compared 

with the common heavy metal detection methods (such 

as Inductively coupled plasma-atomic emission spec-

troscopy (ICP-AES), inductively coupled plasma mass 

spectrometry (ICP-MS), flame atomic absorption spec-

trometry (FLAA), etc.), the outstanding advantages of 

LIBS technology is simple, fast , sensitive and multiple 

elements can be analyzed online at the same time and 

multiple elements can be analyzed online at the same 

time[4]. In order to improve the detection accuracy of 

LIBS technology on heavy metal elements in soil, N. 

Ahmed et al[5] laser induced plasma spectroscopy (LIPS) 

with external magnetic field. To reduce the influence of 

matrix effect and improve measurement accuracy, 

Donaldson et al[6] simulated the process of LIBS tech-

nology to quantitatively analyze heavy metal elements in 

soil. Yin et al[7] uses a simplified standard addition 

method to improve the accuracy of LIBS technology for 

the detection of heavy metals in soil. J. Yongcheng et al[8] 

used LIBS technology and nonlinear multiple regression 

method to analyze the content of magnesium (Mg) in soil, 

where the ternary nonlinear regression is found to be the 

most suitable in the research model. It can effectively 

reduce the root mean square error and the relative error 

of the verification experiment. 

When the plasma in the condition of local thermody-

namic equilibrium, the wavelength and relative intensity 

of the plasma emission line mainly depend on the type, 

concentration, and plasma temperature of the element, 
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while the self-absorption and overlapping of the spectral 

lines affect the intensity distribution of the line. There-

fore, when using LIBS technology for quantitative 

analysis, appropriate spectral lines should be selected to 

reduce the influence of self-absorption and spectral line 

overlap on the measurement results. In addition, the 

characteristic parameters of the plasma are accompanied 

by the plasma, which is very sensitive to the experimen-

tal conditions. The change of the measurement process 

affects significantly the quantitative measurement. 

Therefore, it is necessary to measure and analyze the 

spatiotemporal evolution characteristics of the plasma 

parameters[9]. Shaikh N M et al[10] studied the plasma 

characteristics of brass with the laser generated by the 

fundamental wave and the second and third harmonics of 

the yttrium aluminum garnet laser. Camacho et al[11] 

studied the plasma characteristic parameters of Ag atoms 

and Ag ions and found that continuous spectra and Ag 

ions decay faster than neutral Ag atoms. Yao et al[12] 

studied the spatial and temporal resolution evolution of 

pulse energy to femtosecond filament-assisted induction 

of heavy metal element plasma parameters in soil. It was 

found that with a gradual increase of delay time within 

400 ns, the plasma temperature and electron density de-

creased rapidly. When increasing the distance away from 

the soil surface, soil plasma parameters increase first and 

then decrease. The above researchers have carried out 

research on the plasma characteristics of certain elements, 

but although the plasma characteristics of certain ele-

ments have been investigated in the above demonstra-

tions, there are few reports on the application of plasma 

characteristics of research in quantitative analysis. 

This paper analyzes the effects of delay time and lens 

to sample distance (LTSD) parameters on spectral signal 

strength and signal-to-noise ratio (SNR). The effects of 

these two experimental parameters on plasma tempera-

ture and electron density were also analyzed. The opti-

mal LTSD and delay time for quantitative analysis of Pb 

and Ni in soil thus determined. Two element calibration 

curves were calculated by the internal standard method 

under the optimal LTSD and delay time. 

The experiment was carried out with an Nd: YAG 

(type) pulsed laser at 532 nm as the excitation source. 

The maximum single pulse energy of the laser was 36 mJ, 

the pulse width was 8 ns, and the pulse repetition fre-

quency was 6 Hz. The laser beam was focused by a lens 

with a focal length of 100 mm and function on the sur-

face of the sample to generate a plasma signal. The sig-

nal was directly collected with the optical fiber and 

measured with a spectrometer (MX2500, Ocean Optics). 

The spectrometer obtains a wavelength measurement 

range of 200 nm to 960 nm and its highest resolution is 

0.1 nm. The sample was placed on a rotating work plat-

form. The schematic diagram of the experimental system 

is shown in Fig.1. The soil used in the experiment was 

standard soil (GBW07427), and the contents of Pb and 

Ni were 21.6 μg/g and 28.5 μg/g, respectively. The spec-

trally pure reagents PbO and Ni were then added to the 

standard soil to work as a standard sample of Ni and Pb. 

The contents of Ni in the standard soil samples were 

0.07%, 0.1%, 0.25%, 0.4%, 0.7%, 0.9%, and 1.2%, re-

spectively, and the Pb contents were 0.07%, 0.1%, 0.25%, 

0.45%, 0.7%, 0.9% and 1.2%, respectively. Then a cer-

tain amount of saturated sucrose solution was added as a 

binder. After mixing from the fractions, the sample was 

processed with a 769YP-15A type powder tableting ma-

chine to achieve a raw sheet-like sample with a diameter 

of 15 mm and a thickness of 5 mm. The prepared soil 

samples were placed in a GZX-9070MBW digital blast 

drying oven at 80 °C for drying. 

 

Fig.1 Schematic diagram of the experimental system 
 

The intensity of the LIBS spectral signal is affected by 

the laser ablation area. The larger the ablation area, the 

more atoms that the sample is stripped and excited, and 

correspondingly, the greater signal can be achieved. 

However, when the laser energy is fix at a certain value, 

lower energy density induced by increased laser spot 

may compromise the breakdown capability. Therefore 

the experiment needs to optimize the parameter on 

LTSD[13,14]. The focal length of the lens used in this ex-

periment is 100 mm, and the lens moves between focal 

plane positions of −8 mm to 0 mm. The distance from 

the lens to the sample is 92 mm-100mm. Fig.2 is a partial 

enlarged view of the spectrum in a wavelength range of 

270 nm to 310 nm. As shown in Fig.2, as the distance of 

the lens to the focal plane changes, the spectral intensity 

increases at first and then decreases gradually. The SNR 

and LTSD curves of three elements Pb I 280.19 nm, Fe I 

309.27 nm and Ni I 373.68 nm in soil are shown in Fig.3. 

The maximum SNR of Pb and Ni was achieved at a dis-

tance of 4 mm above the focal plane, the LTSD was 

96 mm. and the distance to achieve maximum SNR of Fe 

should be tuned to 5 mm above the focal plane, the LTSD 

was 95 mm. Therefore, for comprehensive analysis, the 

distance from the lens to the surface of the sample is 

preferably 96 mm in this experiment. 

The SNR calculation formula is expressed as 

B

B

I ISNR
I
�

� ,                             (1) 

where I is the line intensity, and IB is the background 

signal strength of the spectrum. The background signal 

selects the average value of the background signals in the 

range of 1 nm from the left and right of the characteristic
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spectrum. 

 

Fig.2 Effect of LTSD on spectral signal strength 
 

 

Fig.3 Spectral signal SNR change with LTSD 
 

Plasma temperature and electron density are two im-

portant parameters to understand the plasma process. So 

the evolution of plasma temperature and electron density 

in function of the distance from the focus lens to the 

sample surface was calculated. In the condition of local 

thermodynamic equilibrium, five Fe atom spectral lines 

of Fe I 432.576 nm, Fe I 404.58 nm, Fe I 406.35 nm, Fe I 

430.79 nm, Fe I 438.35 nm are selected and their peak 

emission intensities of the lines were used to calculate 

the electron temperature. The Boltzmann plot for calcu-

lation the electron temperature is shown in Fig.4. The 

related parameters of the five spectral lines are shown in 

Tab.1. where λ, Ek, A, g and I are the line wavelength, 

upper level energy, transition probability, statistical 

weight of the upper level, and line intensity, respectively. 

 

 

Fig.4 Boltzmann slash corresponding to the Fe line 

Tab.1 Spectral parameters of three lines of Fe I atoms 

λ (nm) Ek (eV) A∙g (×108 s-1) 

404.581 4.55 7.76 

406.359 4.61 4.66 

430.790 4.43 3.04 

432.576 4.47 3.61 

438.354 4.31 5.50 

 

Fig.5 shows that the plasma temperature and electron 

density change with the distance of the focus lens to the 

sample surface, and the overall appearance shows a ten-

dency to increase first and then decrease. And it has a 

maximum value of the plasma temperature and electron 

density at the distance of 4 mm above the focal plane, the 

LTSD was 96 mm. 

 

 

Fig.5 Plasma temperature and electron density 
changing with LTSD 
 

When the distance of the lens-to-sample surface was 

reduced from 100 mm to 96 mm, the plasma temperature 

rose from 4 737 K to 4 757 K. The electron density in-

creased from 9.5×1015 cm-3to 14.3×1015 cm-3. The mini-

mum spot area is achieved when the distance from the 

lens to the sample is equal to the focal length, where the 

laser energy density is the largest. As the distance from 

the lens to the sample decreases, the spot area increases 

gradually. The number of atoms that are stripped and 

excited in the sample increases correspondingly, and the 

electron density grows up. The plasma temperature also 

gradually increases. As the spot area increases, the en-

ergy density gradually decreases. When the spot area 

increases to a certain value, the energy density ablation 

ability gradually decreases. The excited plasma in the 

sample is gradually reduced. Plasma temperature and 

electron density also decrease[4]. Therefore, when the 

distance from the lens to the sample is decreased from 

96 mm to 94 mm, the plasma temperature is also reduced 

from 4 757 K to 4 666 K. The electron density was re-

duced from 14.3×1015 cm-3 to 12.2×1015 cm-3. The elec-

tron density of the plasma is calculated by the full width 
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at half maximum Δλ1/2 of the line, with a formula shown 

below[15]: 

e

1/2 16
Δ =2

10

N
� � ,                             (2) 

where ω is an electron collision parameter, ω is 0.176 at 

electron temperature of 104 K[16], and Ne is an electron 

density.  

Eq.(3) is a condition for satisfying the local thermo-

dynamic equilibrium, which requires that the plasma 

electron density Ne satisfies McWhirter standard.  

12 3 1 2

e e
1 6 10 Δ /N . E T� �  ,                     (3) 

where Ne is electron density in cm−3 unit, Te is plasma 

temperature in K unit, and ΔE in eV unit is the difference 

of upper and lower energy levels. In calculating the elec-

tron temperature, the maximum ΔE =3.1 eV. As shown in 

Fig.5, in the experiment, the highest electron temperature 

Te=1.46×104 K. The calculated electron density Ne is 

5.7×1015 cm−3 which is lower than the electron density 

9.5×1015 cm−3 calculated by stark broadening of spectral 

line. Therefore, the local thermodynamic equilibrium 

assumption is effective. 

In summary, the optimal LTSD is 96 mm. The plasma 

temperature, electron density, and SNR reached a maxi-

mum at an LTSD of 96 mm. Meanwhile, to achieve the 

plasma in local thermodynamic equilibrium, the optimal 

LTSD should be 96 mm. 

The Pb I 280.19 nm, Fe I 309.27 nm, and Ni I 

373.68 nm spectra were measured for different delay 

times. Fig.6 shows the relationship between the line in-

tensity of the measured samples and delay time. As 

shown in Fig.6, during 0—3 μs delay time, the spectral 

intensity gradually decreases with increase of delay time. 

Fig.7 shows the trend in SNR of three elements with de-

lay time. The intensity of the continuous background 

spectrum would gradually decrease with the increase of 

delay time. The effect of the continuous background 

spectrum on the atomic emission spectrum can be re-

duced by a time-resolved method. The optimum delay 

time is obtained at the maximum SNR of the 

atom-specific line. As shown in Fig.7, the spectral SNR 

of Pb I 280.19 nm and Ni I 373.68 nm exhibits a trend of 

increasing first and then decreasing at a delay time of 

0—3.0 μs. When the delay time td=1.2 μs, the spectral 

SNR of the two elements reaches maximum. The Fe I 

309.27 nm SNR gradually increased from 0 to 3.0μs and 

reached a maximum at 3.0 μs. The Pb and Ni elements 

have the largest spectral SNR at 1.2 μs, so the delay time 

is set to 1.2 μs. 

The plasma generation process is mainly divided into 

three stages: a breakdown stage, an expansion stage, and 

a local stage. When the entire plasma in the condition of 

local thermodynamic equilibrium, the atoms or ions in 

the plasma at this time satisfy the Boltzmann distribution. 

The content of all atoms or ions in the plasma can be 

inferred according to the excitation number density of 

atomic or ion. The excitation number density of atoms or 

ions during the detection process can be obtained by de-

tecting the spectral information of the plasma. Therefore, 

the specific information on the content of elements con-

tained in the plasma body can be found from the plasma 

spectrum only when the plasma in the condition of local 

thermodynamic equilibrium.  
 

 

Fig.6 Effect of delay time on spectral signal strength 
 

 

Fig.7 Spectrum signal SNR change with delay time 
 

When the optimum delay time is determined by the 

spectral SNR, the SNR is maximized at a delay time of 

1.2 μs. At this time, the continuous background light is 

the smallest, the characteristic line intensity is the largest, 

and a large amount of characteristic spectrum informa-

tion is included. the relationship between delay time to 

plasma temperature and electronic density were analyzed. 

As shown in Fig.8, the plasma temperature and the elec-

tron density was gradually decreases as the delay time 

increases in the range of 1.2—3.0 μs. 

As shown in Fig.8, the highest electron temperature 

was calculated in the experiment Te=1.89×104 K. The 

electron density calculated by Eq.(2) was 6.56×1015 cm-3, 

which was lower than the minimum electron density 

calculated by the Stark broadening method of 

10×1015 cm-3. Therefore, the local thermodynamic equi-

librium assumption is effective. And plasma in the con-

dition of local thermodynamic equilibrium at 1.2 μs, so 

the optimum delay time can be determined to be 1.2 μs. 

After the above basic experimental research, the 
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optimized experimental conditions were: laser pulse en-

ergy of 36 mJ, delay time of 1.2 μs, and LTSD of 96 mm. 

Each sample took 5 different positions, and each spectrum 

is the average of 10 excitation signals, each point collec-

tion of 10 sets of spectral signals. To collected character-

istic lines from soil standard samples containing Pb and 

Ni concentrations of 0.07%, 0.1%, 0.4%, 0.7%, and 0.9%. 

the calibration curves of Pb I 280.19 nm and Ni I 

373.68 nm were established by the line intensity ratio. Fe 

I 309.27nm was used as the internal standard line. Fe I 

309.27 nm was not the resonance line, which avoided the 

influence of self-absorption and ensure the stability of 

the spectral signal strength; At the same time, the upper 

and lower energy levels of the line are close to the upper 

and lower energy levels of Pb I 280.19 nm and Ni I 

373.68 nm, so as to ensure that they have similar excita-

tion states. Fig.9 shows the calibration curve established 

by the internal standard method of Pb and Ni in soil. The 

correlation coefficient R2 of the calibration curve of Pb is 

0.993, and the correlation coefficient R2 of the calibration 

curve of Ni is 0.998. By calculating the maximum rela-

tive standard deviation (RSD) of Pb and Ni, which are 

4.47% and 4.76%, respectively, it can be seen that the 

correlation coefficient of the two element calibration 

curves is relatively high and has certain utilization value. 

 

 

Fig.8 Plasma temperature and electron density 
change with delay time 

 

 

        (a) Pb element 

 
   (b) Ni element 

 
Fig.9 Calibration curves of Pb and Ni elements in soil 

 

Quantitative analysis of soil samples (0.25%, 0.9%) 

was performed under optimized experimental conditions, 

and 50 spectra were also collected for each sample. Pb I 

280.19 nm and Ni I 373.68 nm were selected as analyti-

cal lines. The results show in Tab.2 that the relative error 

of Pb content in internal standard method is 12% and 

5.5%, and the relative error of Ni content is 4.8% and 

1.1%.

 
Tab.2 Results of quantitative analysis of Pb and Ni 

 Standard concentra-

tion 

Fitting inversion con-

centration 

Relative 

error 

0.25% 0.28% 12% Pb 

0.9% 0.85% 5.5% 

0.25% 0.238% 4.8% Ni 

0.9% 0.89% 1.1% 

 

In this experiment, a method of optimizing the ex-

perimental conditions by combining the SNR of the spec-

tral signal with the characteristic parameters of the 

plasma is used. Compared with some methods in recent 

reports, the relative error is reduced. Wu[7] used the stan-

dard addition method to quantitatively analyze the Pb in 

the soil using LIBS, with a maximum relative error of 

29%. Fang[17] used the standard addition method to quan-

titatively analyze the Pb in the soil, and the maximum 

relative error was 38.3%. Zheng[18] used the heating dou-

ble pulse method to quantitatively analyze Pb in Coptis 

chinensis with a maximum relative error of 13.2%. In 

recent reports, the maximum relative error range is be-

tween 13.2% and 38.3%. This experiment reduces the 

maximum relative error to 12% and improves the detec-

tion accuracy. 

Quantitative analysis of two elemental components of 

Pb and Ni in soil was achieved based on laser induced 

breakdown spectroscopy. The relationship between LTSD, 

delay time and plasma characteristic parameters was 

analyzed. The optimum LTSD was determined to be 

96mm and the optimum delay time was 1.2 μs. The 
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internal standard method was used to quantitatively ana-

lyze lead and nickel in soil samples. The experimental 

results show that the linear correlation coefficient R2 of 

the Pb calibration curve was 0.993 and the linear correla-

tion coefficient R2 of the Ni calibration curve was 0.998. 

the maximum RSD of the two elements was 4.47% and 

4.76%, respectively. It is proved that the line intensity 

has a good linear relationship with the element concen-

tration. The maximum relative error of Pb content was 

less than 12%, and the maximum relative error of Ni 

content was less than 4.8%. In the quantitative analysis 

of soil samples, it is important to select the appropriate 

experimental parameters. Consideration should be given 

to the variation of the plasma characteristic parameters 

with experimental parameters. Thereby determining the 

optimal experimental conditions. 
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