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GAN-based data augmentation of prohibited item X-ray 
images in security inspection* 

 
ZHU Yue ( )1, ZHANG Hai-gang ( )2 , AN Jiu-yuan ( )1, and YANG Jin-feng ( )2∗∗   
1. Tianjin Key Lab for Advanced Signal Processing, Civil Aviation University of China, Tianjin 300300, China 
2. Institute of Applied Articial Intelligence of the Guangdong-Hong Kong-Macao Greater Bay Area, Shenzhen Poly-

technic, Shenzhen 518055, China 
 
(Received 11 July 2019; Revised 28 August 2019) 
©Tianjin University of Technology and Springer-Verlag GmbH Germany, part of Springer Nature 2020 
 
Convolutional neural networks (CNNs) based methods for automatic discriminant of prohibited items in X-ray images 
attract attention increasingly. However, it is difficult to train a reliable CNN model using the available X-ray security 
image databases, since they are not enough in sample quantity and diversity. Recently, generative adversarial network 
(GAN) has been widely used in image generation and regarded as a power model for data augmentation. In this paper, 
we propose a data augmentation method for X-ray prohibited item images based on GAN. First, the network structure 
and loss function of the self-attention generative adversarial network (SAGAN) are improved to generate the realistic 
X-ray prohibited item images. Then, the images generated by our model are evaluated using GAN-train and GAN-test. 
Experimental results of GAN-train and GAN-test are 99.91% and 98.82% respectively. It implies that our model can 
enlarge the X-ray prohibited item image database effectively. 
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X-ray baggage inspection is widely used to maintain 
public transportation security[1]. But the reliability and 
efficiency of traditional X-ray baggage inspection is un-
desirable. It also brings great working pressure to secu-
rity inspection operators. It is crucial to establishing a 
model of detecting and recognizing prohibited items 
automatically for ensuring the safety of passengers. In 
the latest years, convolutional neural networks (CNNs) 
have shown strong performance on image classification 
and object detection[2], and it has also been applied in 
X-ray baggage security inspection tasks. In Ref.[3], the 
CNN model is used for X-ray prohibited item image 
classification. Xu et al[4] proposed an attention-based 
CNN model for detecting the prohibited items in X-ray 
images. 

Currently, there are two available security inspection 
X-ray databases including GDX-ray[5] and SIXray[6]. The 
GDX-ray is grayscale image database, which is different 
from the pseudo color image in current security inspec-
tion. The SIXray database contains more than one mil-
lion images, but only 8 929 images contain prohibited 
items. These databases are difficult to meet requirements 
of CNN training in sample quantity and diversity. It is 
also difficult to collect enough images manually for 
building a database by X-ray machine. Therefore, a rea-
sonable alternative is to automatically generate new 

training samples using data augmentation. 
Generative adversarial networks (GANs) have 

achieved considerable success in image generation. 
Many derived GAN models have been proposed to gen-
erate images with high quality[7-9]. Self-attention genera-
tive adversarial network (SAGAN)[10] and BigGAN[11] 
have improved the quality and diversity of the generated 
images obviously. The increasingly photorealistic sample 
quality of generated image models demonstrate their 
feasibility in data augmentation such as biomedical im-
age data augmentation[12,13]. Recently, the GAN method 
is also used to enlarge the X-ray prohibited item image 
database. Ref.[14] first applied GAN to enlarge the 
X-ray prohibited items image database. This method can 
be used to generate different kinds of X-ray prohibited 
item images. However, the generated images are not 
ideal in visual quality and diversity. Therefore, we focus 
on generating more realistic X-ray prohibited item im-
ages with better quality and diversity. In this work, we 
are only interested in X-ray prohibited items, and it is 
another work to synthesize the X-ray prohibited items 
into X-ray images. 

In this paper, a GAN-based method is proposed to 
enlarge the database for X-ray prohibited item images. 
First, a preliminary X-ray prohibited item image data-
base is introduced. Then, the improved SAGAN model is 
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proposed to match the X-ray prohibited item image da-
tabase and generate the realistic new images. The gen-
erative images are evaluated using GAN-train and 
GAN-test[16]. Experimental results show that the images 
generated by our model can be used for data augmenta-
tion. 

In this paper, the X-ray prohibited item image data-
base were collected by an X-ray machine. In order to 
enable GAN model to better learn common feature of 
X-ray prohibited items, the foregrounds of prohibited 
items are extracted from the collected X-ray images ac-
cording to the image preprocessing method in Ref.[14]. 
In this way, the interference caused by the background 
can be avoided when images are generated. The database 
consists of 12 categories prohibited items including 
handgun, fruit knives, lighters, blade, wrenches, screw-
drivers, power bank, scissors, hammers, forks, and liq-
uids material (shown in Fig.1). Each type of prohibited 
items involves about 200—400 images. The resolution of 
each images is 256×256. 

 

 

Fig.1 Database image 
 
The X-ray prohibited item image database has several 

characteristics which are the important guidance for im-
proving GAN model. 1) The database is small in size. 2) 
The color of X-ray images provides useful information 
since different colors represent different materials during 
X-ray imaging. 3) The different poses of the same pro-
hibited item can be determined by the contour and tex-
ture of the images. The contour and texture information 
of images is crucial to generating X-ray prohibited item 
images. 

The color, contour and texture of image are called 
global image features. To generate high-quality and di-
verse X-ray prohibited item images, the generation 
model needs to learn the global image feature well in the 
small sample database. 

SAGAN[10] introduces the self-attention mechanism[17] 
to improve the ability of both Generator and Discrimina-
tor to model global structure. The model is widely used 
to generate realistic images. Because of the small data-
base, SAGAN model can not work well in generating the 
X-ray prohibited item images. Therefore, we improve the 
network structure and loss function of the SAGAN 
model to generate the realistic images.  

From the section above, we can see that the global 
images features are very important for X-ray prohibited 
item images. So we improve the network structure to 
learn the global information of the images on the small 
database. The improved GAN model is illustrated in 

Fig.2. 
 

 

Fig.2 Improved SAGAN architecture 
 
In order to facilitate the GAN training on the small 

database, we use the convolution and deconvolution 
structures as the Discriminator and Generator. We deepen 
the convolutional network structure so that the convolu-
tional networks can learn the long-range correlation of 
X-ray prohibited item images. The Discriminator con-
tains six convolutional layers and one fully connected 
layer. The Generator consists of seven deconvolutional 
layers and one fully connected layer. We use two sizes of 
convolution kernels connected in series for Discriminator 
and Generator. We remove the Batch Normalization of 
the discriminator layer and only retain the Batch Nor-
malization in the generator. When WGAN-GP and Spec-
tral Normalization are combined, the model is easy to 
over-fit, so we omit Spectral Normalization in the mod-
els, finding that they perform well without it. 

Compared with WGAN-GP, we find that the hinge 
loss function[18] is not suitable for the X-ray prohibited 
item image database. So the WGAN-GP loss function is 
applied in SAGAN model. Compared to the two-sided 
penalty used by the original WGAN-GP, we empirically 
find that one-sided penalty is more suitable for our X-ray 
prohibited item database. The loss function is defined as 

L=E[D(G(z))]−E(D(x))+λGP,                  (1) 
2

2
max(0,( 1))[ ]|| ( )||GP E D xx −= ∇ �� ,               (2) 

(1 ) ( )x x G z= + −� ε ε ,                     (3) 
where G and D represents Generator and Discriminator 
of GAN model, respectively. The input z is the random 
uniform noise vector. The λ is the penalty coefficient. 

Gradient penalty object x�  is uniformly sampled from 
the straight line between the generated data and real data. 
If the model train images with the same category, the in-
terpolated x�  can be more reasonable and the generated 
images more realistic. 

Evaluating the generated images by drawing on sub-
jective visual does not work well when the difference is 
not obviously. We need quantitative measures to evalu-
ate the performance of GANs and the quality and diver-
sity of generated images. In this section, we present FID 
score[15], GAN-train and GAN-test[16] to evaluate the 
generated images. 

Currently, Inception score[19] and Frechet Inception 
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Distance (FID) score are widely used to evaluate the 
generated images. Inception score does not consider 
original samples, so it cannot measure the approximation 
between the generated samples and the real samples. FID 
has been shown to be more consistent with human 
evaluation in assessing the realism and variation of the 
generated samples. The lower FID score means the better 
performance. We use FID to compare different GAN 
models and select the optimal model. 

Although FID can measure the quality and diversity 
between the generated sample and the real sample, the 
FID measure cannot separate image quality from image 
diversity. Thus, we use the GAN-train and GAN-test 
measures to evaluate the quality and diversity of the 
generated images. 

The illustration of GAN-train and GAN-test is shown 
in Fig.3. The Inception V3 network is used as the classi-
fier. GAN-train outputs the accuracy of a classifier 
trained on the generated images and tested on real im-
ages. GAN-train evaluates the diversity and realism of 
the generated images by GANs. GAN-test outputs the 
accuracy of a classifier trained on the real images and 
tested on generated images. GAN-test evaluate how real-
istic the images generated by GANs. 

Similarly, we can quantify the amount of feature in-
formation into the classification accuracy. When the ac-
curacy of GAN-train is higher than the accuracy of 
GAN-test, it means that the generated sample contains 
more feature information than the original sample. 

 

 

Fig.3 Illustration of GAN-train and GAN-test 
 

In this section, we will introduce our experiments and 
show the experimental results. All of the following ex-
periments are based on our database. 

Some images with different visual quality are gener-
ated based on six GAN models (showing in Fig.4). The 
first model is the original deep convolutional generative 
adversarial network (DCGAN)[8]. We find the images 
generated by DCGAN are with noisy and no texture in-
formation like real images. The second model is 
DCGAN with Hinge loss function[18]. The images have 
small improvement in quality comparing with the images 
generated by DCGAN. The third model is SAGAN[10]. 
The images generated by this model have almost no 
noise, but the shape of the X-ray prohibited items is dis-

torted. The fourth and fifth model are WGAN-GP and 
WGAN-LP[9]. The image quality has been improved, but 
the image edges of some prohibited items are blurred. 
The sixth is our model. Compared with other models, the 
visual quality of images generated by our model have 
been improved obviously.  

 

 

Fig.4 The images generated by different models 
 

Tab.1 presents the FID scores of the six GAN models. 
The loss function of DCGAN is the same as the original 
GAN. The loss functions of Hinge model and SAGAN 
model are Hinge. The loss function of WGAN-GP and 
WGAN-LP are the two-sided penalty and the one-sided 
penalty respectively. Compared with the previous five 
models, the images generated by WGAN-LP get the 
lowest FID score. It means the WGAN-GP loss function 
with one-sided penalty is more suitable for prohibited 
item images database. Compared WGAN-LP with our 
model, we find the self-attention mechanism can effec-
tively improve the quality of the images. 

 
Tab.1 FID scores for five GAN models 

Model Handgun Fruit knife 
DCGAN 174 208 

Hinge 161 177 
SAGAN 121 164 

WGAN-GP 70 127 
WGAN-LP 67 114 
Our model 57 82 

 
As shown in Fig.5, some images of different X-ray 

prohibited items are generated by our model. The ex-
perimental parameters are set as Tab.2. G-lr and D-lr 
denote the learning rate of Generator and Discriminator. 
The quality of the generated images is very close to the 
real images shown in Fig.1. These 12 classes of gener-
ated images have photorealistic quality.  

From the result above, we know our model is better 
than other models. Thus, it is not necessary to compare 
the five models in this experiment. In this section the im-
ages generated by our model and CTGAN which is used in 
Ref.[14] are evaluated using GAN-train and GAN- 
test. We generate 147 434 images including 12 classes using
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our model. There are 10 thousand images generated by 
CTGAN including 9 classes. The classification results 
are shown in Tab.3. 

 

 

Fig.5 Some generated image samples 
 

Tab.2 Hyperparameter setting 

Epoch Batch size G-lr D-lr 

10 000 36 0.000 1 0.000 4 

 
Tab.3 Results of GAN-train and GAN-test 

Image evaluation GAN-train GAN-test 

Our 99.91% 98.82% 

CTGAN 91.85% 99.12% 

 
The high accuracy of GAN-train indicates that the 

quality and diversity of the generated images is similar to 
real images. The GAN-test with a high value denotes that 
the generated images are a realistic approximation of the 
distribution of real images. 

Tab.4 reports the accuracy of prohibited item images 
generated by the two models. Compared GAN-train of 
our model with CTGAN, we can presume the classifica-
tion network can learn the more feature distribution in 
the image generated by our model and identify correctly 
the real image better. It means the images generated by 
our model contain almost all the feature distributions of 
the real images. GAN-test accuracy of our model is re-
duced compared with GAN-train accuracy. The classifi-
cation network with real images feature information 
cannot identify the feature information of image gener-
ated by our model well. This means that the image gen-
erated by our model contains more feature information 
than the real images. However, the accuracy of CTGAN 
is contrary to our model. It means that the images gener-
ated by CTGAN contains less feature information than 
the real images. Therefore, the images generated by our 
model are suitable for enlarging X-ray prohibited item 
database. 

Tab.4 Classification accuracy of different items 

GAN-train GAN-test 
Item 

Our CTGAN Our CTGAN 
Handgun 100.0% 89.41% 100.0% 100% 

Fruit knife 100.0% 92.85% 97.61% 98.6% 
Blade 100.0%  95.83%  
Screw-
driver 

100.0% 94.27% 98.97% 99.6% 

Scissors 98.87%  99.76%  
Liquid 100.0% 97.92% 99.83% 100% 
Pliers 100.0% 84 .88% 99.98% 97.5% 

Lighter 100.0% 97.92% 98.27% 100% 
Wrench 99.59% 85.23% 99.62% 99.6% 

Power bank 100.0% 94.61% 99.97% 99.9% 
Hammer 100.0%  99.25%  

Fork 100.0% 89.29% 95.70% 98.6 

 
In this paper, we propose a data augmentation method 

based on GAN model for X-ray prohibited item images. 
We improve the SAGAN to generate the realistic X-ray 
prohibited item images. Compared with other models, 
our model is more suitable for generating the X-ray pro-
hibited item images. To validate the conclusion, the im-
ages generated by our model and CTGAN are evaluated 
using GAN-train and GAN-test. Evaluation results indi-
cate that the images generated by our model contain 
more feature information. Therefore, our work achieves 
data augmentation for X-ray prohibited item images ef-
fectively.  
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