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Furniture board segmentation based on multiple sen-
sors and integer programming model* 
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In the current furniture production line, the level of automation in the stage of loading and unloading is not high 
enough. In order to improve its automation, a novel integer programming based method for automatically segment-
ing board is proposed and a multi-sensor configuration is given. In such a configuration, we include multiple cam-
eras and Lidar sensors. The cameras attached on each board are used to collect quick response (QR) code informa-
tion, while Lidar sensors can obtain each board's contours information. We then formulate each board's segmenta-
tion as the integer programming problem. The experimental results show that our method can achieve a very high 
segmentation accuracy of 95% on average. 
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In the current furniture production line, the boards load-
ing and unloading is the most difficult one to realize 
automation. Although a structure for automatic loading 
and unloading of furniture boards was completed based 
on a visual sensor[1], it didn't implement the visual mod-
ule core algorithm nor a board segmentation method and 
can’t be utilized practically. A monocular vision bar 
loading and unloading system was designed and built 
up[2-4]. In fact, most of the boards loading and unloading 
systems are manually transported. Therefore, segmenta-
tion algorithms for the furniture boards are very rare.  

Considering the actual process of the boards loading 
and unloading, a quick response (QR) code is attached 
on each board, containing information about its length 
and width. The QR code is randomly placed on the sur-
face of each board. The color and texture of the boards 
are almost identical and the boards can be placed and 
stacked at will. Due to the similarity between the boards 
color and texture, traditional segmentation methods[5-9] 
can't be used in our case. Refs.[10-12] are not applicable 
to this case as well. 

Based on a multi-sensor configuration, the main pur-
pose of this paper is to study how to segment and locate 
boards accurately by using the contours information of 
each board when multiple boards are stacked randomly. 
The main sensors used in this study include multiple 
Lidar sensors and several common color cameras. We 
use the cameras to collect the data from the QR code 
attached on each board. The method in Ref.[13] is used 
to detect the QR codes. And the libdmtx library[14] is 
used to read the content of the QR codes, where the 

length and width information of the corresponding board 
is contained. Then, several Lidar sensors are used to ob-
tain contours information of different edges from the 
boards. The location information of the QR codes, the 
length, width and contours information of the boards are 
input into an integer programming model[15-17]. Thus we 
can treat the segmentation problem as a board arrange-
ment problem, where some constraints must be fulfilled. 
In this sense, it's just like placing an appropriate number 
of the boards with appropriate sizes into a constraint 
space, which can naturally be solved by integer pro-
gramming. Finally, the board segmentation is carried out 
by solving our integer programming model. Experimen-
tal results show that our method can accurately segment 
arbitrary stacked boards. Consequently, the proposed 
method can provide support for boards loading and 
unloading. 

In our segmentation process, the number of the boards, 
the size of each board and the outer contours of the 
boards are obtained in advance. The goal is to segment 
and locate each board based on the above information. 
Our segmentation method steps are as follows. With the 
existing edge contours information as a constraint, our 
method iteratively searches for a certain number and size 
of the boards arrangements. Our method is completed 
when it finds a solution that satisfies the above condi-
tions. 

The design of our boards segmentation based on inte-
ger programming model is as follows. First, the model 
describes the input information of the QR codes set as:  

QM={q1,...,qi,...,qM}.                         (1)
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The set of qi is described as: 
qi={pi, wi, hi},                              (2) 

where pi denotes position information of the i-th QR 
code, wi and hi denote the length and width information 
of the boards contained in the i-th QR code, and M is the 
number of the QR codes. The contours information con-
taining the lines set is described as: 

LN={l1,...,lj,...,lN},                           (3) 
where N is the size of the lines set. According to the 
nearest distance from the line to the QR code, the lines 
set is clustered by QR codes. We describe lines set as: 
  LnearestM={Lnearest1,...,Lnearesti,...,LnearestM},          (4) 

Lnearesti ={l0,...,lk}, k∈[0,4].                   (5) 
The segmentation result of the algorithm is described as: 

RM={r1,...,ri,...,rM},                          (6) 
ri={ni1, ni2, pi},                             (7) 

where ni1 and ni2 respectively represent vectors in both 
directions of ri. And pi denotes the intersection of ni1 and 
ni2. It is also the common starting point of the vectors ni1 
and ni2. The two vectors ni1 and ni2 are perpendicular to 
each other, and ri describes a rectangle. 

The model's objective function based on integer 
programming is designed as follows: 
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In Eq.(8), when the k value of Lnearesti is greater than or 

equal to 2, λ is equal to 1 otherwise 0. If λ is 0, Lnearesti 

clusters the line sets again based on the nearest distance 
from lines to the QR codes. The clustered result is 
regarded as L’nearesti. In the process of clustering again, 
the predicted result is then taken as input. S is the area 
calculated for the set ri . In Eq.(9), the covered areas of 
any two elements ri and rj in RM do not coincide. The 
area represents the region where RM is located. In 
Eq.(10), the region of any element ri in RM is limited to 
the region where qip is the center and Di is the diameter. 

Based on the two constraints in Eqs.(9) and (10), the 
problem is solved by running the objective function it-
eratively. When a set of qualifying optimal solutions is 
found, the task of integer programming is considered as 
finish and the segmentation result is obtained. 

Our multi-sensor system mainly includes ordinary 
cameras and single-line Lidar sensors, as shown in Fig.1. 
In order to combine the information, it's necessary to 
uniformly calibrate the coordinate system between dif-
ferent sensors and robots.  

The detection of the QR codes is based on the SSD[13] 
model under the framework in Ref.[18]. The detection 
effect is shown in Fig.2(a). Because the difference be-

tween QR codes and boards is relatively large, the 
trained SSD model can basically detect QR codes with 
an accuracy of 99%. In addition, QR codes are identified 
by the libdmtx library[14]. The recognition effect is shown 
in Fig.2(b). By adjusting the ambient light, the recogni-
tion rate of the QR codes exceeds 99%. Therefore, the 
above recognition efficiency provides a guarantee for the 
accuracy of the method. 
 

 

Fig.1 Working environment (Black boxes are Lidar 
sensors, blue cubes are cameras and the entire outer 
frame is a robot.) 

 

  
Fig.2 (a) QR code detection and (b) QR code recogni-
tion  

In the method, the detected QR codes need to be de-
coded. And the current position information is obtained 
from the QR codes according to the detection result. The 
length and width information of the boards is extracted 
from the decoded information. 

The contours data of the boards was acquired using 
multiple Lidar sensors. The distance information meas-
ured by each Lidar sensor is converted into a unified 
coordinate system. The result of the conversion is shown 
in Fig.3(b). Fig.3(c) is generated by threshold processing 
of Fig.3(b). Fig.3(c) is detected by the Hough line detec-
tion method. The result of the lines set is shown in 
Fig.3(d). Then the set of the lines is fitted with respect to 
their length and position. We detect and extract right an-
gles information from the lines set. The effect of the right 
angles detection is shown in Fig.3(e). 

In fact, multiple right angles of the same board must 
have a common right angle edge. The method clusters 
right angles based on the common right angle sides. Af-
ter the clustering is completed, the contours of the right 
angle set of the cluster are extracted. The clustered sets 
are sorted according to the contours centroid position. 
The obtained contours information is shown in Fig.3(f).
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    (a) Ground trut     (b) Scanning result    (c) Filtering result 

(d) Lines set      (e) Right angle sets   (f) Contours information 

Fig.3 Lidar data acquisition and processing 
 

The segmentation method takes two main inputs. The 
first part is the information of the QR codes. The second 
part is the contours information of the boards. 
Combining them together, the segmentation method 
based on the above integer programming model is 
designed. Our segmentation method consists of the 
following steps. 

Step 1: Sort the QR codes based on the position in-
formation. Based on the shortest Euclidean distance, the 
contours set is clustered by QR codes. LnearestM is the re-
sult of the clustered set and k is the size of LnearestM .   

Step 2: In the clustered set LnearestM, each Lnearesti is or-
dered based on the value of k. Each li of Lnearesti is a can-
didate for ri to predict ground truth. Therefore, the larger 
the value of k, the more accurate the prediction of ri. 
When the value is greater than or equal to 3, the pre-
dicted result of ri is regarded as the ground truth. There-
fore, the method prioritizes the Lnearesti with a k value 
greater than or equal to 3.   

Step 3: For Lnearesti with the k equal to 2, if the QR 
code information qiw=qih, the predicted result ri is con-
sidered to be a ground truth. The remaining Lnearesti in 
which k is less than or equal to 2 are clustered again into 
L’nearestM. The condition of clustering is to remove the QR 
code information that has been predicted to be the 
ground truth ri but to add its predicted lines information 
into the lines set.  

Step 4: L’nearestM will replace LnearestM and repeat Step 2 
and Step 3 until L’nearestM is no longer updated. If the pre-
diction has been completed at this time, the result of the 
prediction is completed.  

Step 5: If there is ri that does not complete the predic-
tion, it is assumed that a certain subset of the L’nearesti set 
is r’i. We determine whether r’i meets the model's con-
straints. If all constraints are met, r’i is considered to be a 
solution that conforms to the ground truth. If there is a 
situation that does not meet the constraint condition, r’i is 
considered unacceptable as a solution and discarded. The 
subset is selected in L’nearesti and assumed as our new 
solution. Iterate this way until the algorithm finds a solu-

tion where all assumptions are consistent with the con-
straints.  

In our study, the experiment is divided into two parts: 
simulation data experiment and real data experiment. 
Firstly, more data obtained through simulation experi-
ments are used to test the reliability of the method. Sec-
ondly, the experiment in the real environment combined 
with hardware equipment is conducted to test the seg-
mentation effect. 

In the simulation, each board is replaced with a rec-
tangle rotated at a random angle. The program is used to 
simulate the Lidar sensors to obtain information of the 
contours and the cameras to obtain information of the 
QR codes. To simulate field acquisition data, add some 
random noise to increase the complexity of the data. Fi-
nally, a certain number of the boards at random positions 
are generated to test our algorithm. 

Ground truth is shown in Fig.4(a). The information of 
the contours and the QR codes are processed as shown in 
Fig.4(b). The nearest straight lines of the QR codes are 
clustered as shown in Fig.4(c). Iterative planning is then 
performed, as shown in Fig.4(d). 

In the real experiment, our method uses five Lidar 
sensors and three cameras to acquire data. Due to the 
large working area of the boards loading and unloading, 
the pictures collected from multiple cameras are spliced. 
The stitched results are shown in Fig.5. Results for three 
different segmentation methods are shown in Fig.6. Ac-
cording to the data in Tab.1, we can draw conclusions 
that when the color and texture of the boards are almost 
identical, the segmentation results of SLIC[5] and BSR[8] 
are not ideal. Obviously, the results of our segmentation 
are better. Fig.7(b) shows the information processing 
results of the contours and the QR codes. Based on the 
above conditions, the result of the QR codes clustered by 
the closest distance to the lines set is shown in Fig.7(c). 
The method steps are then iterated until the final seg-
mentation result is obtained as shown in Fig.7(d). 

 

 
(a) Ground truth   (b) Input   (c) Clusters (d) Segmentation         

 
Fig.4 Simulation results
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       (a)        (b)         (c)             (d) 
 
Fig.5 (a, b, c) Collected images from different cameras; 
(d) Stitched results 

 
In our real experiment, the collected data are a little few 

due to the limitation of the working environment and ac-
tual conditions. Because of the stacking of the boards, we 
need to solve the problem that how to layer them. We con-
trol the Lidar sensors to scan the contours of the top 
boards. When the robot completes the grasping of the 
highest layer boards, the lifting machine automatically lifts 
the next layer boards to the scanning height. In this way, 
the layering of the boards is realized. The number of the 
boards per layer can only be limited to four or so. In the 
simulation, the number of the QR codes β is set to test the 
method. The β value is from 1 to 8. In the experiment, 
different β values are simulated and tested for 1 000 times. 

 

 
(a)Ground truth (b) SLIC[5]  (c) BSR[8]   (d) Ours 

Fig.6 Segmentation results of three algorithms 

Tab.1 Accuracy of three algorithms 
 

Algorithm SLIC BSR Ours 

Accuracy 30% 35% 95% 
 

  
(a) Ground truth (b) Input (c) Clusters (d) Segmentation 

Fig.7 Experimental results 

We treat the experimental results in four cases. In the 
first one, all segmentation results are exactly accurate. In 
the second one, there is one failure segment. In the third 
one, two failure segments are resulted. And in the last 
case, there are three or more failure segments. The pro-
portions of their experiment times to the total number of 
experiments are expressed as t, t1, t2 and r, respectively. 
The st represents the proportion of all successfully pre-
dicted samples to all the experimental samples. The t 
shows the proportion of correct cases in all segmentation 
cases. As shown in Fig.8, when the number of the boards 
is less than 6, the accuracy of the segmentation method is 
high enough. 

 

  
Fig.8 Simulation data analysis diagram 

 
It can be seen from Tab.2 that when the number of the 

boards is less than or equal to 6, the method can predict 
the ground truth better and its average accuracy in this 
case can reach 98%. When the number of the boards is 
more than 6, there is a problem that boards are severely 
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blocked. Even so, the average accuracy in this case can 
reach 88%. The segmentation performance of the method 
is relatively stable and the average accuracy is more than 
95%. 

 
Tab.2 Simulated segmentation results 

β 8 7 6 5 

St (accuracy rate) 0.858 0.893 0.936 0.963 

β 4 3 2 1 

St (accuracy rate) 0.985 0.997 0.999 1 

 
In practical applications, the effect of prediction is 

more accurate as the number of boards is gradually re-
duced. At present, the segmentation accuracy of this 
method may not reach 100%. In order to ensure normal 
loading and unloading in practical applications, it is veri-
fied whether the prediction is completely successful. If 
the prediction is completely successful, the robot will 
grab them in turn. Otherwise, the robot grabs one of the 
accurately predicted boards. Then, we can use this 
method again after grabbing. Follow the above steps to 
grab in sequence until all the boards are grabbed.  

This paper studies and explores boards segmentation 
technology. A segmentation method based on multiple 
sensors and integer programming models is proposed. 
This method enables boards segmentation in complex 
situations. Both theoretical analysis and experiments 
show that the segmentation method has a high success 
rate. It has certain application value in the automatic 
loading and unloading industry of furniture boards. Next 
step is to explore the optimization of the algorithm and to 
improve the robustness of the algorithm combined with 
other similar industries. 
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