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As the speed of optical access networks soars with ever increasing multiple services, the service-supporting ability of 

optical access networks suffers greatly from the shortage of service awareness. Aiming to solve this problem, a hier-

archy Bayesian model based services awareness mechanism is proposed for high-speed optical access networks. This 

approach builds a so-called hierarchy Bayesian model, according to the structure of typical optical access networks. 

Moreover, the proposed scheme is able to conduct simple services awareness operation in each optical network unit 

(ONU) and to perform complex services awareness from the whole view of system in optical line terminal (OLT). 

Simulation results show that the proposed scheme is able to achieve better quality of services (QoS), in terms of packet 

loss rate and time delay. 
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The rapid progress of passive optical networks (PON) 
technologies has already provided strong support to di-
versified multiple services with ever-increasing capac-
ity[1-3]. And great effort has been made to develop the 
high-speed optical access network under the combination 
of research institutes and carriers. Especially, the recent 
breakthrough on 10-gigabyte (10G) and even 
40-gigabyte (40G) Ethernet passive optical network 
(EPON) makes it one strong candidate to future access 
networks[4-6]. 

In current circumstances of ever-increasing services 
traffic load, high-speed optical access networks still fail 
to actively be aware of services characteristics and to 
provide active support on quality of service (QoS), espe-
cially due to the ever-enlarged scale and the ultra high 
speed of X-gigabyte (XG) EPON and so on[7]. Thus, the 
services awareness ability is necessity to be fully aware 
of characteristics and requirements of multiple services 
and to actively match these services with outstanding 
performance[7]. In general, the services awareness con-
tains three aspects, including awareness objects, aware-
ness methods and awareness results[7,8].  

It has been proved that there exist several key pa-
rameters having strong relations with services traffics 
characteristics, including the packet size, inter-arrival 
time and duration time, etc. Those parameters of service 
characteristics can be gained through independent dif-
ferent methods. By using some proper classification 
technologies, these parameters of traffics charactristics 

are allowed to perform services-awareness function in 
10G-EPON. Great effort has been done in the field of 
services awareness. Deep researches on the relation be-
tween statistic characteristics and service protocols have 
been done in Refs.[6,7]. A series of researches on 
data-traffic identification and classification mechanism 
have been reported in Refs.[8-12], which are based on 
the packet length, arrival time interval and arrival se-
quence. A Bayesian classifier based services awareness 
(BC-SA) has been presented in Ref.[12]. This also im-
plies that more pattern recognition algorithms also have 
great potential to realize service awareness. 

Due to the master/slave structure of PON system, the 
optical line terminal (OLT) has strong processing ability, 
while each optical network unit (ONU) is just equipped 
with limited ability and fails to support all functions of 
services awareness. Additionally, there exists a problem 
for all ONUs to keep the consistency of services aware-
ness results, since each ONU works independently under 
the control of OLT. 

Aiming to overcome these problems mentioned above, 
this paper proposes a hierarchy Bayesian model based 
services awareness mechanism in high speed PON sys-
tem. Different from traditional Bayesian model, this 
proposed hierarchy Bayesian model can be divided into 
three parts: the rule layer and the process layer running 
in the OLT and the execution layer embedded in all ONUs. 
And this model is suitable for the PON structure. Thus, the 
ONU is able to realize limited services awareness function
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with consistency results, working together with the 
process layer Bayesian module in OLT. Simulation re-
sults show the proposed mechanism is able to achieve 
better quality of services (QoS) in 10G-EPON.  

In general, the Bayesian classification is one typical 
classification model based on statistical method. The 
Bayesian theory combines both the priori probability and 
the posteriori probability together, and makes full use of 
the priori information and the sample data information to 
determine the posteriori probability. 

Assume that U={X1, X2,...Xn, C} is the finite set of 
discrete random variables, in which Xi is attribute vari-
able with value xi and C is class variable from {c1, 
c2,...cn}. Thus, Xi=(x1, x2,...xn) is the probability that it 
belongs to ci, as defined by  
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where α is the regularization factor, and P(cj) is the prior 
probability of cj, while P(x1, x2,...xn|cj) is the correspond-
ing posterior probability. According to the probability 
chain rule, Eq.(1) could be changed into  
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Given the training data set D={x1, x2,…xN}, the goal 
of classification is to make analysis of data set D and to 
use a mapping function f(), in order to give the right tag 
C* of Xi=(x1, x2,...xn). Thus, the Bayesian classification 
model can be defined as 
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Genarally, it is assumed that all attribute variables are 
independent, so that the Bayesian classification has high 
efficiency for its simple structure. 

In general, the Bayesian classification is divided into 
two stages: the Bayesian training and the Bayesian in-
ference. And the classification ability of Bayesian model 
is limited by completeness and comprehensiveness of the 
Bayesian training. Under the condition that statistical 
knowledge is full enough, the Bayesian classification is 
able to achieve high accuracy with minimum average 
risk. Therefore, it is the key of Bayesian classification to 
obtain the probability density function of each sample 
characteristics Xi.  

On the basis of the Bayesian classification theory, this 
paper proposes a hierarchy Bayesian model, which can 
be devided into three layers: the rule layer, the process 
layer and the execution layer. 

As depicted in Fig.1, the rule layer is responsible for 
initiation of Bayesian classification, including main fac-
tor values.  

 

Fig.1 Architecture of the hierarchy Bayesian model 
 
The task of process layer is to train the Bayesian clas-

sificer until it is fully ready for classification operation, 
using the training sample data set. Moreover, the process 
layer also provides all information to the execution layer, 
after the Bayesian classifier is fully trained.  

The execution layer is the right one to conduct the ser-
vices classification or identification operation, using the 
well-trained Bayesian classifier initiated by the process 
layer. This layer consists of a number of independent 
agent Bayesian classifiers that are all the copies of main 
classifier from process layer, where their task is only to 
conduct classification function. That means all agent 
Bayesian classifiers in execution layer just have limited 
part function of the complete Baysian classifier, which 
are only able to conduct simple classification according 
to Eq.(3). 

Aiming to avoid the over fitting phenomenon of the 
hierarchy Bayesian model, the pre-processing of pa-
rameters data is necessary, before the execution layer 
conducts classification operation. And these parameters 
of service i include packet size PSIZE(i), inter-arrival time 
PINTERVAL(i) and service-duration time PDUR(i). Therefore, 
the pre-processing can be conducted using  
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where PSIZE-MAX is the maximum of packet size, PINTER-

VAL-MAX is the maximum of inter-arrival time and 
PDUR-MAX is the maximum service-duration time among 
all kinds of services. To make sure the accuracy from the 
whole view of hierarchy Bayesian model, these parame-
ters, including PSIZE-MAX, PINTERVAL-MAX and PDUR-MAX of 
each agent Bayesian classifier, must keep the consistency 
with the same values under control of process layer in 
the OLT: 
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where PSIZE-MAX(j) is the maximum of packet size in the 
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agent Bayesian classifier j, PINTERVAL-MAX(j) is the 
maximum of inter-arrival time and PDUR-MAX(j) is the 
maximum service-duration time in the Bayesian classi-
fier j. Thus, the consistency of classification result can be 
kept. 

As one important type of high-speed optical access 
networks, the 10G-EPON is chosen to realize services 
awareness scheme in this paper and the 10G-EPON is 
also the typical combination of shared channel and 
point-to-point communication.  

In this proposed scheme, these parameters of ser-
vice-traffics characteristics are selected for services 
awareness: the packet size x1, the inter-arrival time x2, 
the traffic duration time x3, and the number of packets x4. 

Generally, the 10G-EPON architecture consists of one 
OLT and a number of ONUs, where the OLT is in charge 
of these control, management and data transmission 
functions of all ONUs, and each ONU is the simple one 
to provide access point for services packets under the 
control of OLT device. Thus, the proposed hierarchy 
Bayesian model based services awareness system in 
10G-EPON must also adopt the “master and agents” 
structure due to the typical OLT/ONUs architecture of 
10G-EPON, in which both functions of the rule layer and 
process layer are centrilized in the OLT device and the 
execution layer function is realized by each ONU via 
embedded software or hardware. And the structure of the 
proposed scheme is depicted by Fig.2. 

 

 

Fig.2 Hierarchy Bayesian based services awareness 
system structure in 10G-EPON 

 
In this proposed hierarchy Bayesian model based ser-

vices awareness system, the OLT is responsible for gen-
erating and training the Bayesian classifior template for 
the whole system to make sure the consistency of the 
services awareness result. After the configuration is 
completed by OLT, each ONU is allowed to independ-
ently execute the services awareness. 

The rule layer and process layer work in the OLT and 
play the role of generating Bayesian classifier and train-
ing this Bayesian classifier. Moreover, both layers to-
gether consist of the Bayesian generation module, the 
Bayesian classifier and the Bayesian training module, all 
of which are embedded in the OLT. 

In order to achieve better accuracy of Bayesian classi-
fication, a so-called accuracy-weighted training method 
of classifier is also introduced into the process layer in 

the hierarchy Bayesian model. The main idea of this cy-
cled training is that the process layer repeats the Bayes-
ian training for N cycles, in which those samples with 
wrong training result in the former cycle will be given 
higher weight value in this round of Bayesian training.  

And the procedure of accuracy-weighted training 
method improved Bayesian classification is dipected as 
follows and repeated for T cycles. 

Step 1: Set the initial training parameters, including 
the set of samples (Xi, ci) and weight vector w of Xi. And 
the distribution of those samples is D: 
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Step 2: Calculate the number of all errors Xerror of this 
round of cycle:  
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Step 3: Compute the error factor αt of this round of 
training, according to  
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Step 4: Conduct the normalization operation to the 
Dt(Xi, ci). 

Step 5: Go to the next cycle of training, until T cycles 
of training are finished. 

After T cycles of training are finished, the Beyasian 
classifier in the process layer can be ready to copy the 
structure and corresponding parameters of the 
well-trained Bayesian classifier to the execution layer 
that works in each ONU. 

The execution layer is embedded and works in all 
ONUs, which consists of the services traffic information 
abstraction module and the agent Bayesian classifier. For 
each ONU in this system, there are three main tasks: ini-
tiating the Bayesion classifer under control from the 
OLT, collecting these services traffics parameters and 
executing services awareness independently. 

When each ONU receives the copy of fully trained 
Bayesian classifier from the OLT, the "agent Bayesian 
classifier" module in each ONU will immediately 
re-build the same Bayesian classifier with the one in 
OLT. After that, all ONUs are allowed to conduct the 
services awareness task independently. As shown in 
Fig.2, the key information of newly arrived services traf-
fic is abstracted firstly and forms the services variable set 
Xi (x1, x2, …, xn) to the agent Bayesian classifier. The 
later will judge which type of services Xi belongs to, and 
set the priority value of this service traffic. Then, the 
buffer is able to conduct the schedule according to the 
priority value given by the agent Bayesian classifier. 
Thus, the services awareness is realized in ONU 
level[13-15]. 

The complexity of this hierarchy Bayesian model 
based classification is another important issue, which 
must be low enough for implementation. According to 
the Bayesian classification theory, it just needs two times
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of multiply operation to deal with one kind of classifica-
tion parameter, where the complexity is O(1). If the 
number of classification parameters reaches m, the com-
plexity is just O(m)×O(1) for the Bayesian classification 
computation in each ONU. 

To evaluate the proposed scheme, a 10G-EPON sys-
tem simulation platform is built, which is composed of 
one OLT and 32 ONUs. Key parameters of the 
10G-EPON system in this simulation are given in Tab.1. 

 
Tab.1 Key parameters of 10G-EPON system 

Name Value Name Value 

ONU number 32 
Protection 

bandwidth 
250 bytes

Queue number 8 Buffer 1M 

Upstream band-

width 
10G Distance 5 km 

DBA period 1 ms 
Simulation 

times 
1 000 

 
In this simulation, comparison is made between the 

original Bayesian based services awareness and the pro-
posed hierarchy Bayesian based services awareness, 
where the former is realized by software and the later can 
be directly realized by hardware.  

In this test, four categaries of services are set to pro-
duce traffic load, and the requirements of services to 
network are represented by three parameters: the average 
packet delay, the packet loss rate and the jitter. Moreover, 
each kind of service is divided into four levels in terms 
of priority: case_1 with the highest level, case_2 and 
case_3 with the mediate level, and case_4 with the low-
est level. The traffic load of each class service follows 
the Passion distribution. 

 
Tab.2 Simulation parameters of services traffics 

Priority Type Proportion

Case_1 Control message 10% 

Case_2 Voice services 20% 

Case_3 Video services 30% 

Case_4 Data services 40% 

 
The comparison result in Fig.3 obviously suggests that 

the hierarchy Bayesian model has better accuracy than 
the original one. When the total number of sample data is 
not full enough, the performances of both are poor. As 
the data sample set for training increases, both ap-
proaches work well with better accuracy. Moreover, the 
proposed hierarchy Bayesian model can reach better 
performance than the original one. Benefitting from the 
accuracy-weighted training method to correct the wrong 
judgement of some sample data, the main Bayesian clas-
sifier in OLT is able to be generated with more accurate 
result, by paying more attention to those data samples 
with mistake classification.  

 

Fig.3 Classification accuracy comparison 
 
The delay time of delay-sensitive service is given in 

Fig.4. Obviously, delay time of all services soars as the 
traffic load increases. Under the same traffic load condi-
tion, cass_1, case_2 and case_3 services with hierarchy 
Bayesian model show better value than their corre-
sponding original ones, while case_4 service with hier-
archy Bayesian model gets the worst value. Because the 
case_4 service has the lowest requirement on delay time, 
it is tolerant to this time-delay performance. Additionally, 
the case_1 service in hierarchy Bayesian model can 
achieve the best performance. 

 

 

Fig.4 Comparison of time delay 
 

Fig.5 shows the comparison of packet loss rate for 
packet-loss sensitive services, and these services are also 
divided into three levels (case_1, case_2, case_3 and 
case_4). Overall, the packet loss rate of all services soars 
as the traffic load becomes heavy. Similar to the com-
parison result of network delay time, case_1 service and 
case_2 service with hierarchy Bayesian model show 
lower packet loss rate than the original one. And the 
case_4 service with hierarchy Bayesian model still gets 
the worst result, since it has the lowest requirement on 
packet loss rate. Though comparison, the packet loss rate 
of hierarchy Bayesian model is much more reasonable 
than that of the original Bayesian model. With the hier-
archy Bayesian model scheme, the differences among 
those services are more obvious. Thus, the requirements 
of different classes of services on packet loss rate can all 
be further satisfied by using the hierarchy Bayesian 
model mechanism. 
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Fig.5 Comparison of packet loss rate 
 
Combining these analysis results from Fig.4 to Fig.5, 

it can be drawn that this proposed hierarchy Bayesian 
model based services awareness scheme is able to realize 
distributed services awareness with outstanding per-
formance and to keep the awareness consistency from 
the total view of the whole system. 

A hierarchy Bayesian model based services awareness 
mechanism is proposed for high-speed optical access 
networks. This approach builds a so-called hierarchy 
Bayesian model according to the structure of typical op-
tical access networks. Moreover, the proposed scheme is 
able to conduct simple services awareness operation in 
each ONU and to perform complex services awareness 
from the whole view of system in OLT for 10G-EPON 
system. Simulation results show that the proposed 
scheme is able to achieve better QoS in terms of packet 
loss rate and time delay. 
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