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In this paper, a novel soft reliability-based iterative majority-logic decoding algorithm with uniform quantization is 

proposed for regularly structured low density parity-check (LDPC) codes. A weighted measure is introduced for each 

check-sum of the parity-check matrix and a scaling factor is used to weaken the overestimation of extrinsic informa-

tion. Furthermore, the updating process of the reliability measure takes advantage of turbo-like iterative decoding 

strategy. The main computational complexity of the proposed algorithm only includes logical and integer operations 

with the bit uniform quantization criterion. Simulation results show that the novel decoding algorithm can achieve ex-

cellent error-correction performance and a fast decoding convergence speed.1 
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Low density parity-check (LDPC) codes are currently the 
most promising channel coding technique to approach 
the Shannon capacity limitation for a wide range of 
channels. Due to the excellent error-correction perform-
ance and the low structure complexity, LDPC codes have 
become a hot research topic, and a great deal of research 
effort has been expended in design, construction, encod-
ing, decoding and applications of LDPC codes[1-4]. Now 
LDPC codes have been constructed by different methods 
and a variety of decoding algorithms have been proposed 
for LDPC codes to make a balance between decoding 
performance and complexity. 

The algorithms for decoding LDPC codes can be clas-
sified into three general categories[5-8]: soft-decision de-
coding, hard-decision decoding, and hybrid decoding 
(also called the reliability-based decoding). From an im-
plementation point of view, the soft-decision decoding 
algorithms, such as belief propagation (BP) decoding 
algorithm and its simplified versions, retain all the in-
formation provided by the channel. So they can provide 
the best error-correction performance and the highest 
decoding convergence speed, but need high computa-
tional complexity among all decoding algorithms. The 
hard-decision decoding, such as the bit-flipping (BF) 

algorithm and the one-step majority-logic decoding 
(OSMLG) algorithm, quantizes the received symbols to 
0 or 1 before decoding process and loses most of the 
channel information[8]. It has the lowest complexity and 
is easy for hardware implementation, but the low com-
plexity results in serous performance degradation.  

In contrast to the three decoding methods, the reliabil-
ity-based decoding algorithm offers efficient trades-off 
between computational complexity and decoding per-
formance. The well-known reliability-based decoding 
ones are weighted bit-flipping (WBF) and soft reliability-
based iterative majority-logic decoding (SRBI-MLGD) 
algorithms. The SRBI-MLGD algorithm is a binary mes-
sage-passing reliability-based algorithm and only re-
quires logical operations and integer additions, thus it has 
significantly low decoding complexity while maintaining 
good performance[9]. But in the decoding process, all 
check-sums have the same reliability. However, the reli-
ability of the received symbol is different, which means 
that the reliability of check-sums is also different. So an 
improved version of the SRBI-MLGD was presented by 
Ngatched, which introduces the weighted measure for 
each check-sum[10,11]. 

This paper presents a novel SRBI-MLGD algorithm 
for constructing binary LDPC codes with uniform 
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quantization criterion. A weighted measure is introduced 
for each check-sum of the parity-check matrix. To avoid 
the mistaken assessments of reliability measure in the 
iterative updated process, a scaling factor is used to 
weaken the overestimation of extrinsic information, and 
the reliability measure updating expression is modified 
with a turbo-like iterative decoding strategy. This pro-
posed algorithm results in a significant error-correction 
performance improvement and high decoding conver-
gence speed in the case of requesting very little addi-
tional computation. 

A structured binary LDPC code can completely be de-
scribed by a sparse parity-check matrix of H=[Hmn], 
whose dimension is m×n. For a regular LDPC code, H is 
associated with a Tanner graph which contains the vari-
able nodes vj (0<j<n) that correspond to j columns of H 
and the check nodes ci (0<i<m) that correspond to i rows 
of H. Then we define the position of 1 at the jth column 
as N(j)={i:0≤i<m, Hi,j=1}, and the position of 1 at the ith 
row as M(i)={j:0≤ j<n, Hi,j=1}. 

Assume that a regular binary LDPC code has a sparse 
parity-check matrix H, and c=(c0, c1..., cn-1) denotes an 
encoded LDPC codeword with the length of n. The 
codeword c is mapped into the bipolar sequence x=(x0, 
x1..., xn-1) by using binary phase shift keying (BPSK) 
signaling with unit energy per signal, where the jth com-
ponent is xj=2cj−1 (0≤ j<n), 2cj−1=+1 stands for cj=1 and 
2cj−1=−1 stands for cj=0. Then it is transmitted over the 
additive white Gaussian noise (AWGN) channel, and the 
received sequence is denoted by y=(y0, y1..., yn-1), yj=xj+ej  
(0≤ j<n), where e is a Gaussian random variable with the 
mean of 0 and the variance of σ2.   

Suppose the received sequences are symmetrically 
clipped at a threshold of yth with b bits quantization. So 
the uniformly quantized range is [−yth, yth], and there are 
2b−1 intervals in total. Each interval has a length of 
Δ=2yth/(2

b−1). Let qj denote the quantized value which is 
an integer of one of the 2b−1 intervals as follows 
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where   x  is a rounding symbol, indicating the nearest 
integer from x. 

The SRBI-MLGD decoding algorithm can be de-
scribed as a message passing between variable nodes and 
check nodes over the Tanner graph like the BP decoding 
algorithm. Assume that the n variable nodes v0, v1..., vn-1 
and m check nodes participate in message passing in 
Tanner graph. Syndrome vector can be calculated as 
s=zHT=(s0, s1..., sm-1), where z means hard-decision se-
quence received from the AWGN channel. The algo-
rithm can be divided into four main parts.  Step1 Initiali-

zation: The receiving terminal can get a received se-
quence of y=(y0, y1..., yn-1) after the signal transmitting in 
the channel. With the quantization standard of Eq.(1), the 
received sequence can switch into a sequence of integers 
like q=(q0, q1..., qn-1). Therefore, the initial reliability 
measure can be described as 

(0) , (0 )  j jR q j n  .                                           (2) 

Step2 Hard-decision process and the syndrome vector 
computation (Parameter k represents the kth iteration.):  
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If all the parity check equations are satisfied, which 
means all check-sums are si=0, the output hard-decision 
sequence z is the decoded codeword. Otherwise, continue 
the iterative process until the correct codeword is got or 
the maximum number of iterations is reached. 
Step3 Check-node updating process: Update the extrin-
sic information. Each check-sums si can be composed of 
self-information zj and extrinsic check information σi,j 
which is expressed as 

'
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Step4 Variable-node updating process: 
The total extrinsic information is 

( ) ( )

,
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The reliability measure updating process is 
( 1) ( ) ( ) , (0 )k k k

j j jR R e j n      .                                  (7) 

It is important to note that due to the introduction of 
bits quantization criterion, the reliability measure of the 
received bit and the total extrinsic information are inte-
gers. As a result, only logical operations and integer ad-
ditions are required to carry out the SRBI-MLGD algo-
rithm[12,13].   

For SRBI-MLGD algorithm, it treats every check-sum 
with the same reliability, but this situation could be true 
when the received symbols are equal. In fact, the re-
ceived symbols are different with the influence of addi-
tive noise after channel transmission[14]. In this section, a 
novel SRBI-MLGD algorithm is proposed. The proposed 
algorithm utilizes the minimum received quantization 
integer which participates in the mth parity-check equa-
tion as the weighted measure χ for each check-sum. And 
then taking the iterative process into account may over-
estimate the extrinsic information, which results in per-
formance degradation. A scaling factor θ is introduced to 
reduce the overestimate of the extrinsic information 
which is harmful for the decoding process. The value of 
the optimal scaling factor θ can be obtained through the 
density evolution theory and the simulation[5]. It shows 
that different LDPC codes have different optimal scaling

,                     (1)
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factors, but this will not influence the signal to noise 
(SNR) significantly. So θ is optimized for an SNR and 
kept unchanged for all SNRs for each code. At last, a 
turbo-like iterative decoding strategy is applied for the 
reliability measures updating, which can avoid the im-
pact of last updating process. The novel algorithm can be 
summarized as follows. 
Step1 Initialization: Quantize the vector yj into integer qj 
according to Eq.(1), and set the initial reliability measure 
as R(0)= qj. For each check-sum, the weighted measure 

equals , ( )/
min


m n jj N m n
q , where χm,n represents the mini-

mum bit quantization value that is orthogonal to the 
check equation. The iteration loop counter is k=0<Imax.  
Step2 Hard-decision based on the following decision 
rule: 

( )

( ) 1, if 0
, (0 )
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For 0≤i<m−1, compute the syndrome vector as 
1
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Stop iterative process until all the parity check-sums 
are 0 or the maximum number of iterations is reached, 
then ( )k

jz is output as the decoded codeword. 
Step3 For 0≤j<n−1, compute the total extrinsic informa-
tion as 
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Step4 Update the reliability measures of all the received 
bits as 

( 1) (0) ( ) , (0 )k k

j j jR R e j n     ,                                (11) 

where (0)

jR  indicates the initialization reliability of the 
received codeword, which does not change during the 
iteration. So the channel information is retained as much 
as possible. 

If the computation complexity of initialization is ig-
nored, the total computational complexity of the conven-
tional SRBI-MLGD per iterative process requires δ inte-
ger additions and 2δ+n−m logical operations, where 
δ=ρm=γn (ρ presents the row weight and γ presents the 
column weight). The proposed decoding algorithm needs 
δ−m more integer comparisons in χm,n and a register to 
storage R(0) in the initialization part. Each iteration proc-
ess for the presented algorithm requires 2δ+n−m logic 
operations, δ integer additions and n rounding operations 
to find the nearest integer. Thus the novel algorithm just 
costs a slightly higher computation to weaken extrinsic 
information overestimation, and the turbo-like strategy to 
update the reliability measures can have an improvement 
in performance. 

Next, we use the simulation results to analyze the er-
ror-correction performance and the average iteration 
number for decoding. Set the simulation parameters as 
follows: QC-LDPC(961,721) code[15] is used; The 
maximum iteration number is set to be 30; The signal 

sequence adopts BPSK modulation and is transmitted in 
AWGN channel; The optimal factor is set to be 0.5; The 
8-bits quantization is used. 

The simulation results of error-correction performance 
for QC-LDPC(961,721) code are shown in Fig.1. We 
come to the following conclusion that compared with 
conventional SRBI-MLGD and ISRB-MLGD[11] algo-
rithms, the proposed SRBI-MLGD decoding algorithm 
has almost 0.5 dB and 0.3 dB performance gains at bit 
error rate (BER) of 10-5. The performance difference be-
tween BP algorithm and the presented algorithm is only 
0.6 dB. 

 

 
Fig.1 Error-correction performance of the QC-
LDPC(961,721) codes with different decoding algo-
rithms 

 

From the simulation results in Fig.2, we can see that 
the decoding convergence speed of the proposed SRBI-
MLGD is higher than those of the ISRBI-MLGD and 
conventional SRBI-MLGD algorithms. When the Eb/N0 
is around 3.0 dB, the presented decoding algorithm re-
quires about 17.5 iterations on average for decoding suc-
cessfully, but SRBI-MLGD and ISRB-MLGD algo-
rithms need respectively almost 20 and 23 iterations. 
When the Eb/N0 is more than 4.0 dB, the convergence 
speed of the novel algorithm is very close to that of BP 
algorithm and just needs about 2.5 iterations on average 
for decoding. 

 

 
Fig.2 Average numbers of iterations of the QC-
LDPC(961,721) codes with different decoding algo-
rithms
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In this paper, a novel SRBI-MLGD decoding algo-
rithm with uniform quantization is proposed for regularly 
structured LDPC codes. The algorithm introduces a 
turbo-like iterative decoding strategy to update the reli-
ability measure and uses weighted measure to calculate 
the reliability of each check-sum. At last, an optimal 
scaling factor is utilized to compensate the performance 
degradation by weakening overestimation of the extrinsic 
information. Simulation results show that the novel 
SRBI-MLGD algorithm has better error-correction per-
formance than SRBI-MLGD and reduces the average 
number of iterations for decoding, which indicates that 
the algorithm has a higher decoding convergence speed 
than the original one with slightly increased complexity. 
In conclusion, the novel SRBI-MLGD is more suitable 
for high speed data transmission communication systems. 
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