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Color and geometry inconsistency between different views is an urgent problem in multi-view imaging applications. In this
paper, we present a color correction and geometric calibration method for multi-view images on the basis of feature corre-
spondences between views. First, keypoints in views are detected by using scale invariant feature transform, and accurately
matched by bi-directional feature matching between difference views. Then multiplicative and additive errors between
matching keypoints are calculated to achieve color correction. In addition, an affine transformation between minimum cost
matching keypoints is established to achieve geometric calibration. The experimental results verify the effectiveness of the
proposed method in color correction and geometric calibration, and a higher coding efficiency is obtained.
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Free viewpoint television (FTV) is one of the most impor-
tant applications of multi-view imaging and is a new type of
media that can provide users stereoscopic impression and
interactive experiences. Generally, to provide a smooth multi-
perspective viewing experience, content producers need to
capture the same scene with ideal quality from multiple view-
points[1].

A common problem in FTV is that different camera sen-
sors acquire different color response to an image object[2].
This problem occurs because physical factors during the
imaging process introduce a variation that differs for each
camera. In addition, it is practically impossible to capture an
object under perfectly constant lighting conditions at differ-
ent spatial positions. Simultaneously, the camera positions
are variable. Those variations degrade the performance of
coding efficiency, and furthermore, reduce the quality of vir-
tual view rendering.

Many correction methods were proposed to deal with the
color inconsistency, including example-based color transfor-
mation method using basic color categories[3], luminance and
chrominance compensation using histogram matching[4], and
content-adaptive color correction by principal component
analysis (PCA)[5]. Geometric calibration had already been
widely studied in computer vision, which uses camera intrin-
sic and extrinsic parameters to implement coordinate
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transformation[6].While the above color correction methods
are sensitive to image scaling and rotation, the probability of
disruption may be increased by occlusion, clutter, or noise.
In addition, color correction and geometric calibration have
not been studied together in the literature. If stable feature
information can be extracted from images, the precisions of
color correction and geometric calibration can be largely
improved.

Recently, great progress has been made in object recog-
nition by using local descriptors such as scale invariant fea-
ture transform (SIFT) keypoints[7]. SIFT keypoints are in-
variant to scale, rotation, viewpoint and illumination change,
and have shown well matching ability to object motion, oc-
clusion and noise, which consist of four stages: (1) scale-
space extrema selection; (2) keypoint localization; (3) orien-
tation assignment; (4) keypoint descriptor.

We choose one reference image, and correct other im-
ages with similar color of the reference image. Given all
keypoints in the reference and input images after SIFT
detection, we present a simple matching scheme based on
the saliency of the keypoints. For a keypoint Pinp (x, y) in the
input image, the nearest keypoint Pref (x´, y´) and the second
nearest keypoint Pref (x´´, y´´) in the reference image can be
determined by comparing the Euclidean distances in N×N
window. The Euclidean distance is calculated in luminance
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components after mean removal. Two keypoints Pinp (x, y)
and Pref (x´, y´) are considered to be matched if the smallest
and the second smallest Euclidean distances satisfy the fol-
lowing relation:

where E(A, B) denotes Euclidean distance between A and B,
N denotes window size centered at keypoint, Linp (x, y) and
Lref (x´, y´) are luminance values of keypoints Pinp (x, y) and
Pref (x´, y´), respectively, and inp and ìref are corresponding
luminance means in the N×N window, ô is an adjustable
parameter, 0 <1, which controls the matching precision
and the number of matched keypoints. In the experiments,
we select N=7 and threshold =0.8 depending on experience.

Then after establishing the unidirectional matching from
keypoint Pinp (x, y) to keypoint Pref  (x´, y´), the disparity in
the pixel (x, y) from input image to its reference image is
expressed as dinp ref = (x´ x, y´ y). For the keypoint Pref (x´,
y´) in the reference image, a reverse matching scheme is per-
formed to find a matching keypoint Pinp (x´´´, y´´´) in the in-
put image. Thus the disparity in pixel (x´, y´) from the refer-
ence image to the input image is expressed as dref inp=(x´´´
x´, y´´´ y´). Thereupon, Pinp (x, y) and Pref (x´, y´) are regarded
as a pair of matching keypoints if the disparity deviation be-
tween dinp ref and dref inp is less than 2, that is, |dinp ref +dref

inp|<2.
It is assumed that color errors in images are mainly cat-

egorized into two classes based on the theory of image for-
mation in machine vision - multiplicative and additive errors
[8]. Then, considering color variations between different view-
point images as the interference of multiplicative and addi-
tive errors, color correction for input image can described as

                                                                                   ,(6)
where Ii

inp is the i-th color value of input image, Ii
cor is the

corresponding i-th color value of corrected image, and i rep-
resents one of the three R, G and B components. The multi-
plicative error ai and additive error ei, which minimizes the
residuals in the least-squares sense between Ii

ref and Ii
cor, is

represented as

                                                          ,                          (5)

where is a set of all the matching keypoints, and argmin(·)
denotes the argument for which the function is minimized.

Supposed rigid motion between the cameras, an affine
transformation is defined between two pairs of matching
keypoints Pinp (x, y) and Pref (x´, y´)

where matrix A is related to the rotation and scaling, and B is
related to the translation. In order to obtain six unknown pa-
rameters in the equation, at least three pairs of matching
keypoints are required. In the experiments, we select three
pairs of matching keypoints with the minimum Euclidean
distances.

With the above analyses, the proposed color correction
and geometric calibration method for multi-view images is
briefly summarized as follows:

(1) Detect keypoints by using SIFT and accurately match
by bi-directional feature matching between difference views.

(2) Calculate multiplicative and additive errors between
matching keypoints by Eq.(2) and Eq.(3).

(3) Establish an affine transformation between minimum
cost matching keypoints by Eq.(4).

In order to objectively evaluate the performance of the
proposed color correction method, the color differences be-
tween matching keypoints in the reference and color corrected
images are calculated. Two color difference definitions are
used. The CIELAB color space is intended to be a perceptu-
ally uniform color space, so that equal distance in the color
space represents equal perceived differences in appearance.
The color difference in CIELAB space is defined as

* 2 2 2( *) ( *) ( *)abE L a b

where L*, a* and b* are the differences in lightness L,
chroma a and chroma b, respectively. The color differences
are also calculated with a quite complicated CIEDE2000 for-
mula[9], because CIELAB space is not uniform enough. The
CIEDE2000 color difference E00 formula is defined as
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where L’, C’ and H’ are the differences in lightness,
chroma and hue for a pair of samples. kL, kC, kH, SL, SC and SH

are weighting factors, and RT is a function that accounts for
the interaction between chroma and hue differences in the
blue region.

We select a representative multi-view video sequence,
‘golf 2’ (320×240, 4:2:0 YUV format, and 8 viewpoints),
for evaluating the performance of the proposed method. Fig.
1(a) and (b) show the reference and input images, respectively.
Fig.1(c) and (d) show the final matching keypoints for refer-
ence and input images, in which the size of square block
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denotes SIFT scale. Fig.1(e) shows the color corrected im-
age with the proposed method. Fig.1(f) shows the color cor-
rected image with the content-adaptive method by PCA in R
ef.[5]. In PCA, a 3×3 matrix as functions of translation, rota-
tion and scaling is used to achieve color correction. Fig.1(g)
shows the corresponding residual image between Fig.1(e)
and (f), in which only a slight color deviation appears in for-
est and glass regions. It is indicated that the correction per-
formances are similar with the proposed method and PCA
method, however, PCA is sensitive to image scaling, rota-
tion and other factors, and the matching keypoints informa-
tion is more beneficial to geometric calibration.

Fig.1 Color correction results for ‘golf2’

Fig.2 shows the color difference comparison results for
matching keypoints between reference image and input image,
and the same matching keypoints between reference image

For ‘golf2’, the Epipolar line between two cameras is not
absolutely orthogonal to optical axis, and geometric calibra-
tion is necessary. Fig.3(a) shows the original first and sec-
ond viewpoint images, where the view direction among the
three best matching keypoints is not horizontally calibrated.
Fig.3(b) shows the original first viewpoint image and geo-
metrically calibrated second viewpoint image. It is obvious
that the Epipolar line between the two images is completely
horizontal after geometric calibration.

Fig.2 Color difference comparisons for ‘golf2’

Although the proposed method primarily aims at improv-
ing the quality of virtual view rendering, they can be easily
used to improve the coding efficiency in multi-view video

and corrected image. From the figure, it is noted that color
correction can achieve smaller color difference regardless of
different metrics used, which is consistent with the subjec-
tive color appearance evaluation in Fig.1.

 Fig.3(a) Original viewpoint images for ‘golf2’

 Fig.3(b) Geometric calibration results for ‘golf2’
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coding. JSVM version 6.5 is modified that only inter-view
prediction is used, in order to focus on the efficiency for in-
ter-view prediction. We encode 100 frames multi-view video
in four different basicQP parameters (24, 28, 32, 36). Fig.4
demonstrates the rate-distortion performance with IPPP struc-
ture in inter-view prediction, in which the horizontal and
vertical axes represent bitrate and PSNR, respectively. For
luminance component Y, about 0-0.1 dB PSNR gain is de-
creased under the same bit rate with the proposed method,
while 0.6-0.7 dB and 0.4-0.5 dB PSNR gains for U and V
components can be achieved with the proposed method,
respectively.

Fig.4 Rate-distortion performance comparison.
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