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1. Introduction

Proof-Theoretic Semantics (PTS) is a theory of meaning intended as an
alternative to the orthodox Model-Theoretic Semantics (MTS) conception of
the meaning of an affirmative (declarative) sentence as its truth-conditions
(in arbitrary models) by its (warranted) assertability conditions, captured as
canonical derivations (explained below), most often as formalized in a (single-
conclusion) natural-deduction (SCN D) proof-system, say N, capturing the
‘use’ of the sentence the meaning of which is being defined. Typically, the intro-
duction/elimination rules (I/E-rules) of the meaning-conferring A/-system are
partitioned into two groups, one viewed as self-justified, by which meanings
are defined, and the other justified by the self-justified rules via a justifica-
tion procedure. In the current paper, only the approach called inferentialism,
where, following Gentzen [16], the I-rules are meaning-constitutive, is consid-
ered. For an explicit presentation of the resulting reified meaning resulting by
this approach, see [11]. I shall not discuss here the motivation for this view, for
which a vast literature exists in the philosophy of logic and of language. Rather,
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after surveying the relevant notions and results in the SCN D-framework (in
some more detail then present in the literature for specific N D-systems), I will
address several issues regarding the extension of those notions and results to
multiple-conclusion natural-deduction (MCN D) proof-systems. To facilitate
this extension, the discussion of SCND runs in parallel two threads, simple
presentation and logistic presentation (defined below), as their mutual rela-
tionship in the MCND case is of a lot of interest. The extra details, though
not innovative in any way, sets the notation is such a way as to make the
extension more transparent.

Typically, MCN D-systems are considered in the PTS-context as a way
to “rehabilitate” classical logic, making it proof-theoretically “kosher” also
to PTS adherers, not yielding to the Prawitz—Dummett rejection of classical
logic (CL) in favor of intuitionistic logic (IL). See [31], mainly which T will
follow here. However, I am interested in the more general issue of M CN D-
systems as general means for conferring meaning (along the PTS-programme),
not necessarily restricted to classical logic.

After Prior’s attack on PTS in [30], it became clear that not any arbitrary
collection of I/E-rules can qualify as meaning conferring. Two of the main
criteria to be imposed on an SCN D-system for such a qualification became
known as harmony and stability (reviewed in Sect. 2.3), imposing a balance on
the relative power of the I-rules w.r.t. the E-rules (see, among many other
references, [8,29,40]). As a result of considerations of harmony/stability (and
additional philosophical concerns of the realism/anti-realism debate), many
of the leading figures of PTS, like Dummett, Prawitz, Tennant and others
came to regard intuitionistic logic as preferable over classical logic, as the
standard presentation of CL turned out not to satisfy harmony in its original
formulation.

As a reaction, other adherers of PTS claimed that there are ways to
“harmonize” CL and restore its status as proof-theoretically justified. I will
concentrate here on one such approach, mainly following Read [31], where
CL is “blamed” for its apparent lack of harmony, suggesting, following [2], an
MC N D-presentation regaining harmony not present in the SCN D presenta-
tion.

In a recent Ph.D thesis dedicated to PTS, Hjortland [18] expresses several
concerns regarding the MCND “solution” to the classical harmony problem.

e In spite of Read’s claim in [31] that the MCND presentation of clas-
sical logic is harmonious, no explicit specification of the needed detour-
eliminating reductions is given. Those are not given in [2], as the normal-
ization proof there is indirect, by mapping to a sequent-calculus with cut-
elimination. However, such reductions are presented in [5], using them to
show normalization. Also, in [4] a direct proof of weak normalisation is
presented for the implicative fragment of classical logic, also using detour
elimination reductions for implication.

e The MCN D presentation of classical logic is given without relating explic-
itly to the assumptions on which a node in a derivation depends. In an
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attempt to “correct” the presentation and take open assumptions into con-
sideration, Hjortland believes to have detected a difficulty, endowing the
structural separator, the comma, with an ambiguous meaning.

e There is no proper procedure for the derivation of the F-rules from the I-
rules that yields general elimination (GE-rules) that also accounts for the
distinction between additive and multiplicative rules (not necessarily in a
classical setting, where this distinction is elided).

The contributions of the current paper are:

e Consider MCND in a general way, setached from the presentation of clas-
sical logic in it.

e Provide the missing detour-elimination reductions for M C'N D both in sim-
ple and logistic presentations (see below). Thereby, the issue of the closure of
N D-derivations (both SCN D and MCN D) under composition® is brought
to the forth as central to the existence of such reductions.

e Provide MCND presentations in Gentzen’s “logistic” SCN D-style, using
sequents as premises and conclusions of a rule, both for additive and multi-
plicative rules.

e Extend the definition of GE-rules to MCND and adapt the procedure of
obtaining G E-rules from I-rules in a SCN D-system in [13] to an MCND
set-up, and analyze the impact of substructurality on this procedure.

e Show stability of the MCND presentation (in addition to harmony), an
issue not dealt with before in the literature on MCND.

2. Preliminaries

2.1. Single-Conclusion Propositional Natural-Deduction Proof-Systems

2.1.1. Object Languages, Contexts and Sequents. A propositional SCN D-
system, say N, is defined over an object language, say L, that defines (usually,
recursively) a freely-generated? collection F of formulas, ranged over by (pos-
sibly indexed) ¢, 1), etc. The basis of the recursion is usually® a (countably
infinite) set P = {p; | i > 0}, referred to as basic (or atomic) sentences.?
Sometimes, propositional constants are also included in the object language,
most often ‘L’ (falsum, absurdity) and its dual ‘T’ (verum). While in general
an operator can have any arity, combining any number of formulas to form
a new one, I shall employ as much as possible the use of binary (and unary)
operators, facilitating the convenient infix notation. The complezity || of a
formula ¢ is the number of operator occurrences it contains.

I Sometimes also called closure under (derivation) substitution.

2 Freely-generated here means that, for example a ternary operator ‘*’ will generate a formula
of the form ‘x(¢p, 1, x)’, allowing arbitrary sub-formulas, and not, say, ‘*(¢, ¥, ¢)’, restricting
to sub-formulas to be identical.

3 But not always! For example, in 1st-order logic, atomic sentences have a different form.
Also, in the application of PTS to natural language in [12], a different kind of atomic
sentences is used.

4 The base case in the recursive definition can also be viewed as propositional variables,
amenable to substitution.
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There are two common variants of presentation modes of SC'N D-systems.

Simple presentation. The objects of N in its simple presentation, serving as
premises and conclusions of I/FE-rules, are the formulas of L themselves.
Dependence of formulas on assumptions in rules and derivations is left
implicit.

Logistic presentation. The objects of A in its logistic presentation, serving as
premises and conclusions of I/E-rules, are sequents of the form I'pre,
where:

e I'is a context, a (finite) list (i.e., ordered set®) of formulas of the object
language, assumptions on which the derivation of ¢ may depend. I is
also referred to as the antecedent of the sequent. A context I'y,I's is
a combination of two contexts into one, formed by concatenation; the
comma is sometimes omitted. I will not distinguish between a singleton
context, containing only one formula, say ¢, and the formula ¢ itself.

e o, the succedent of the sequent, is a formula of the object language.

When N can be determined from context, or is immaterial, it is omitted from
the sequent. I say more about contexts below. Below, I formulate the way a
transition from one mode of presentation to other can take place, thus allowing
the choice of mode as a matter of convenience. Simple presentation will mostly
be used for presenting examples, to cut short notational clutter.

2.1.2. Rules. SC'N D-systems consist of a collection of rules, in contrast to
the axiomatic nature of Hilbert-style proof systems that preceded them. The
latter had two main roles:

1. To “capture” in a syntactic, effective way the consequence relation of the
logic as defined model-theoretically.

2. To justify the axioms (as correctly performing the task above) by means
of soundness and (preferably) completeness w.r.t. the model-theoretically
specified meaning.

There is an important methodological difference between Hilbert’s axiomatic
proof-theory and Gentzen’s structural proof-theory (in both variants—natural
deduction and sequent calculus). While the former regards proofs (forming cat-
egorical assertions, depending on no open assumptions) as of primary interest
for logic, the latter attribute priority to derivations from open assumptions
(forming hypothetical arguments). Clearly, categorical arguments are a special
case of the hypothetical ones, when the collection of open assumptions turns
to be empty. In MTS terms, Hilbert systems capture validities (tautologies in
the propositional case)—formulas yielding truth under every interpretation.
This difference is reflected in several aspects of PTS, to be elaborated as the
presentation advances.

A rule in a SCN D-system, say (R), has premises (usually, finitely many),
often presented as located over a horizontal line, and a conclusion, usually pre-

5 For some logics, contexts may have a more complicated structure, for example trees; this
will be specifically indicated if arising.
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sented as located underneath the horizontal line. The premises and conclusions
are objects depending on the presentation mode. To distinguish the two pre-
sentations of (the same) rule R, they are labelled R, (simple presentation) and
R; (logistic presentation).

Simple presentation.

[30%7"'73071711]1 [90;1)7“-’90;%];)

n g,
Y (1)

Here both the p premises and the conclusion are formulas of the object
language L. A premise may (but need not) have discharged assumptions
(also formulas in L), wrapped in square brackets when present. The index
i =1---p on the rule’s name, called the discharge label, abbreviates the
collection of indices of assumptions discharged by an application of the
rule. T use ¥, = {cp},...,cp}nj} for the 7’th block of assumptions, for
1 < j < p. When m; = 0, no assumptions are discharged by the jth
premise. In addition to the dischargeable assumptions ¥; on which 1,
depends, it may depend on additional (lateral) assumptions which are
implicit.
Rules are classified into two families, additive and multiplicative.

Additive. There is a restriction that all the premises depend on the same
collection of (implicit) lateral assumptions.

Multiplicative. Each premise may depend on different collections of
(implicit) lateral assumptions.

Logistic presentation. In this presentation, both the premises and the con-
clusion are all sequents as above, thereby making dependence on lateral
assumptions explicit. The effect of a discharge of an assumption is exhib-
ited here by the assumption present in the antecedent of a premise, but
not in the antecedent of the conclusion. The presentation splits into two
sub-cases, as follows.

Additive.

F7¢%7“.7¢;ﬂ1|_/\/,w1 1—\79011)7.“’90;”;7 }_./\/wp
TFp ¥ (2)

The j’th logistically presented premise is abbreviated to I', ¥; Far 9.
The characteristic feature of additive rules is that all premises have
the same context, I', hence they are also known as context sharing
rules.

(R1)

Multiplicative.

F1;<P?[>---a<P§nl’_N¢1 Fp>50;1177"'7<p1?;np '_pr
Fll—‘p'_/\/”(/}
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Here the j’th logistically presented premise is abbreviated to
I';,X; Fa ;. The characteristic feature of multiplicative rules is
that each premise may have its own context, I';, hence they are also
known as context free rules.

The difference between additive and multiplicative rules came to the forth

most notably in Linear Logic [17].

Rules® are said to be applied to their premises, yielding their conclu-
sion(s). Rules, in particularly as a tool for PTS, are to be read as parametric
in the underlying object language. Thus, when a rule displayed as in (2) or
(3) is contained in an SCN D-system over object language L, I" ranges over
L-contexts. So, such a rule can be freely included in different meaning confer-
ring SC N D-systems. For that to serve its purpose as meaning conferring, the
following generality properties should hold:

Formula generality. Formulas displayed in a premise or in the conclusion of a
rule should appear in their most general form allowed by L. For example,
in the conclusion, if ¢ has as its principal operator a binary operator, say
‘“«’ then ¢ should be presented as ‘¢ x x’, allowing v and x to differ, and
not as, say, v * 1, forcing the the two sub-formulas to be the same.

Context generality. In the logistic presentation (in both versions), contexts
variables should be present in every premise and conclusion, ranging, as
mentioned above, over arbitrary object language contexts.

In [20], those properties are also indicated as desirable for rules, under the
names “generality in respect to constituent formulas” and “generality in
respect to side formulas”.

SCN D-systems contain the following kinds of rules.

Operative rules. For every logical constant (e.g., connective or quantifier) of
arity greater than 1, say” ‘*’, of the object language, there are two families
of rules, generally assumed disjoint.

Elimination rules (E-rules). (xF), determining which formulas can be
deduced from (p1 *p2) in the simple presentation, or which sequents
can be deduced from I't s (1%2) in the logistic presentations. The
premise containing ‘x’ is the major premise, while all other premises
of the rule (if there are any) are minor premises. E-rules should
reflect a direct conclusion of (1 * p2).

Introduction rules (I-rules). (xI), determining from which formulas, in
the simple presentation, can the conclusion (¢1 * ¢2) be deduced, or
from which sequents, in the logistic presentations, can the conclusion
Tk (1 % p2) be deduced. I-rules should reflect a direct derivation

of (¢1 * @2).

6 Strictly speaking, instances of rules are applied, where the schematic meta-variables are
instantiated to actual object language expressions. I will, by abuse of nomenclature, ignore
this finer point, which carries over to MCND and is not central to the discussion.

7 As already mentioned, in general, logical constants can be of any arity. Recall that for
readability, I most often present them as binary.
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In both cases, (1 *¢3) is the principal formula of the rule. Note that for
0-ary constants (to be encountered in the sequel), that have no principal
operator, the I-rules introduce directly the constant. There is also a limit
case of a constant that has no I-rules (cf. L in intuitionistic logic). Let Exr
denote the collection of all E-rules in N, Zxs the collection of all I-rules
in N and On = ZyUENr. As usual, when N is clear from the context, it
is omitted.

Structural rules. Those are rules not referring explicitly to any logical con-
stant, and allow the manipulation of the context. They are always pre-
sented in the logistic presentation. Usually, such rules control the order
and the multiplicity of formulas in a sequent. Typically, a structural rule,
say (9), is depicted as follows.

T'Fa o
— (S

implying that the context I'" can replace, in a derivation of ¢ (in V), that
of T'. Occasionally, it may be convenient to use the following notation,

L) Faoe
I'(T2) Fa

where I'(I'1) refers to a context I' containing a sub-context (sublist of
assumptions) I'y, and I'(T'2) is obtained from the above by replacing I'y
by I's. Let Syr denote the collection of the structural rules of N.
There is a whole area of study, called substructural logics, dedicated
to systems which contain only some (or none!) of the structural rules
originally conceived by Gentzen. See, for example [31]. Structural rules
are relative to a logical system, not just a logic, as the same logic may
be defined using systems that differ w.r.t. the structural rules assumed
primitive.
While typically SCN D-systems have the structural rules implicitly built into
the operative rules, when not so, I will present them as explicit primitive rules.

Below are defined two properties of an operative rule, that are important
in the PTS programme.

Definition 2.1. (Purity, simplicity) An operative rule for an operator, say ‘*’,
is pure iff the rule does not mention any connectives other than ‘x’. The rule
is simple iff it mentions ‘*’ once only.

Sometimes, rules are defined so as to have side-conditions to their appli-
cation. For example, the following I-rule for the universal quantifier (not con-
sidered here further)

'

I'EVz.p (V1)

has as side-condition z¢& free(I"), that = does not occur free in any assumption
of the context I'. Similarly, the I-rule for necessitation in the modal logic S5
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'+
' Op (E1)

has the side-condition that every assumption ) € T is itself boxed, ¢ = Oy’
(for some ¢"). Note that this side-condition causes the rule to violate the
context generality condition, making it in appropriate for serving as a meaning
conferring rule for necessity. This violation was noted also in [20] in the context
of uniqueness of an operator. One solution, suggested also in [1], is to change
the form of the sequents over which rules for modalities are defined. As this
issue is orthogonal to my current interests, I will not pursue it further.

Below, when I speak of an application of a rule, it is always presupposed
that the side-condition (if any) is satisfied.

A typical characteristic of natural-deduction proof-systems is their use of
hypothetical reasoning, which gives ND its force: A rule “temporarily” intro-
duces assumptions, to be used in premises, and any number of their instances
(including zero!) may be discharged by an application of the rule. In the
logistic presentations, assumptions occur in the antecedents of one or more
premises, and if all instances are discharged, the assumed formula does not
occur anymore in the antecedent of the conclusion sequent. The natural view
of a discharged assumption conforms to the above mentioned interpretation of
a sequent, reflecting a dependency of the succedent on the antecedent, in terms
of “holding under assumption”. A discharged assumption is also called closed.
In case of a discharge of zero occurrences, we refer to a vacuous discharge (a
notion also relative to the logical system employed), rejected by some logics!

2.2. Rule Classification

The following classification of SC'N D-rules, taken from [13] (where only the
categories directly relevant to the propositional case are kept), using some
distinguishing criteria, will turn useful for the upcoming discussion.

1. An SCND-rule is hypothetical if it allows for at least one premise with
assumptions discharge; otherwise, it is categorical. The latter seems to coin-
cide with what Milne [21] calls a “immediate inference”. 1 refer to the
categorical part of a hypothetical rule as the ‘grounds’, and refer to the dis-
charged assumptions on which the grounds depend as the ground’s support.

2. An SCN D-rule is combining if has more than one premise; otherwise it is
non-combining.

Note that the classification by the above criteria is orthogonal to the

I-rule vs. E-rule classification. Thus, the the conjunction-introduction
I'Fe T'HY I'F oAy

rule T F oAy (A1) and the conjunction-elimination rules T+ ¢ (AEl),
Them o

Tk (AE2) are categorical, while the implication-introduction rule
Fiob9y

T'F ot (=D and the disjunction-elimination rule

PRevy Tipbg TipEE
Tke are hypothetical. Also, the (AI) and (VE) are
combining, while (AE;) and (—1I) are non-combining.

(VE)
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2.2.1. Derivations. I assume the usual definition of (tree-shaped) displaying of
N -derivations, ranged over by D, again defined separately for the two presen-
tations of A/. Note, however, that my definition of a derivation deviates some-
what from the standard literature in that the names of rules the instances of
which are applied at the nodes of the tree are retained in the tree. This evades
certain difficulties orthogonal to my current concerns.

Definition 2.2. (Derivations)

D
Simple derivations. Here a derivation ¢ has an explicit (single) conclusion 1),

and ¢mplicit assumptions on which the conclusion i depends, denoted by
dp, defined in parallel to D.

e Every assumption ¢ is a derivation ch), with dp = {¢}.

J
o If 4, for 1 < j < p, are derivations with dependency sets dp, with
¥;jCdp,, and if

E1]s [Eplp

ey

is an instance of a (simply presented) rule in R with a fresh discharge
label i, then

11 [Zplp
D D,
szf. —¢1 1/) U (RE)

is a derivation with dp = Ui<j<,dp, — Ulgjgpfj, where ij is the col-

lection of formulas actually discharged by this instance of the applied

rule. The derivations D;,. .., D, are the direct sub-derivations of D.
As for the additive/multiplicative distinction, the following® holds.

Additive. Recursively, the sub-derivations Dy,...,D, are all additive,
dp, =--- =dp,, and the rule R; is additive. The resulting deriva-
tion D is additive too.

Multiplicative. Recursively, the sub-derivations Dy, ..., D, are all multi-
plicative and the rule R, is multiplicative. The resulting derivation

D is multiplicative too.
»
D

It is convenient to use 1, when ¢ € dp, to focus on some assumption
on which 1 depends.

Logistic derivations. Here the context I' encodes explicitly, in a node of a
derivation, the assumptions on which the succedent formula depends.

8 For simplicity, I am ignoring here mixed derivations where additive and multiplicative
rules are applied intermittently.
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e Every instance of g ¢ is a derivation.
D

1 P
o Additive. If I', ¥1Fprtp,. . ., T', Epbarthp, for some p > 1, are (logis-
tically presented) additive derivations, and if
DY Py - T, Py iy
NIV

is an instance of a (logistically presented) additive rule in R,
then

(1)

Dl DP
D 1_\721F/\/’¢1 szpFNd)p ( )
Thay = Thard l

is a logistically presented additive derivation.
D

1 P
Multiplicative. If I'1, X1Fart01,. . ., I'p, Epbarthy, for some p > 1, are
(logistically presented) multiplicative derivations, and if

M, bt 0 IpXp b ¢y (R))
Ty Taby ¥ l
is an instance of a (logistically presented) multiplicative rule
in R, then
D, Dy
D Flazlkj\ﬂ/)l Fpazpk/\ﬂ/}p ( )
R M Ty Dbyt :

is a logistically presented multiplicative derivation.
The derivations Dy,. .., D, are the direct subderivations of D.

Note that assumptions are introduced into a logistically presented deriva-
tion via identity derivations and remain as such as long as not discharged by
some application of an instance of a rule.

In cases where structural rules are kept in N as explicit primitive rules,
the definition of derivation has to incorporate their application too. As this
does not introduce any significant difference to the generalisation of MCN D
I skip the details of the modification needed.

There is an easy mutual conversion between the the two presentation
modes:

D D
Simple to logistic. Convert each node in 9 to I'ar¢p, where I' = dp.
D D

Logistic to simple. Convert each node in I'xrt) to v, setting dp =T.

Definition 2.3. (Derivability) 1 is derivable from T' in A, denoted by Tkpr1),
D

iff there exist a simply presented N -derivation ¢ with dp = T' (respectively,

D
a logistically presented derivation T'kart)).
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Thus, the logistic presentation keeps track explicitly of the assumptions
I' on which 1 depends. Note that Fa v indicates derivability of v from an
empty context, in which case 1) is referred to as a (formal) theorem of N.

Derivations in an SC'N D-system are depicted as trees (of formulas, or of
sequents, according to the presentation mode), where a node and its descen-
dants are an instance (of an application of) one of the rules. In derivation-trees
for simply presented derivations, the discharged occurrences of the assump-
tions are enclosed in square brackets, and marked, [...];, for some index i, to
match ¢ on the applied rule-name, and are leaves in the tree depicting the
derivation. Importantly, any instance of an assumption-discharging rule has a
unique index! Rules of an SC'N D-system operate on the succedent of a sequent
only. T also use D : T'Fy ¢ to indicate a specific derivation of that sequent. In
such a derivation, I' is also referred to as the open assumptions of D. If T" is
empty, the derivation is closed.

An important property of SCN D-derivations is their closure under com-
position (known also as closure under substitution of a derivation for an
assumption). This closure establishes the transitivity of SCN D-derivability,
namely ‘Fas’. It underlies the definition of derivation reduction used to define
harmony (local-soundness), introduced below in Sect. 2.3.

Definition 2.4. (Closure under derivation composition)
¥
D
Simple derivations. Let v/ be any simply presented N -derivation of 1) from ¢
/

D
(and assumptions dp, left implicit), and let ¢ be any simply presented
N-derivation of ¢ (from assumptions dp/, left implicit). Then N is closed
under derivation composition iff the result of replacing every occurrence

of (the leaf) ¢ in D by the sub-tree D’ is also a derivation, denoted
'D/
D" Dlp=9¢]
P = P , with dp» = (dD - {@})Udzy.
D
Logistic derivations. Let I', st be any logistically presented N -derivation
’D/

(of ¢ from T, ¢), and let Ik s be any logistically presented N -derivation
(of o, from I”). Then N is closed under derivation composition iff the
result of
1. Replacing every occurrence of (the leaf) pFar¢ in D by the sub-tree
/
P'PNQO.
2. Replacing the antecedent of the sequent labelling any node in D, say T,
by the new antecedent I' — ¢, I (leaving the succedent of the sequent

intact).
D/
D" Dlptny = "Fpy]
is also a derivation, denoted I' — o, I"Farp = T — o, TV partp (of ¥,

from T — ,TV).
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Thus, in D”, any use in D of the assumption ¢ is replaced by re-deriving ¢
according to D’ (from possibly additional assumptions, on which the conclusion
of D" (which is the same as the conclusion of D) now depends). This conclusion,
however, depends no more on the assump‘Eion . Note that if the assumption

Dlp:=p]=D
© is not actually used in D, then P (and similarly for the logistic
counterpart).

Ezample 2.1. Suppose D is the following simply presented derivation for
0, p—1p, e—xFY Ay, and D’ is the following simply presented derivation for
&, E— k¢ (both in intuitionistic logic).

L N

v Conry ) £ -
D X (A1) . ot (2B (g
Then,
§ §—p N
D g (E) Py (—E) : fO - (—E) X (—E)
Dlp = ¢] 4 X (AD)
eAx = YAX

(5)

Note that both occurrences of ¢ in D where replaced during the substitution.

Ezample 2.2. The composition of the above derivations when logistically pre-
sented looks as follows.

pre ooy (—E) pre  poxbe—x (—E)
@, p=Yky @, p—xkx (AD)
D: @, =9, p—=xXFYAX
e Eovrioe g
D & E—pp (6)
Then,
§HE E—pHE—gp §HE E—opE—g
———— (—=E) ——F——— (—=E)
, £, E— oy p—Pp—ap (—B) £, E— oo p—xFp—x (—B)
D[kaap::{,Efonup] £, E—p, o=y £, E—p, p—xbx N
@, p—=Y, poxEeAX = £, 6w, oY, poxFYAX A

(7)
The definitions are naturally extended to multiple simultaneous substi-
/ /

tution D]p; := <p11, o @m = @m], for any m > 1. The satisfaction of the clo-
sure under derivation composition needs to be shown for the specific SCN D-
systems used for meaning conferring, as it underlies establishing harmony (see
below). Most often, it is proved by induction on the structure of derivations.
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Note that there is difference between this property of an SCN D-system
N and the property of admissibility in N of the cut-rule
DiE g Tt
ok 4

(cut)

also reflecting the transitivity of A-derivability. The admissibility of (cut)
establishes a property at the level of sequents: any sequent N -derivable using
(cut) has a direct N'-derivation without the use of (cut), which usually differs in
form. The closure property above is a property of derivations, not of sequents
(see more about this issue in [24]).

As a simple example of the failure of the closure under derivation com-
position, suppose that the definition of a derivation is modified, by adding a
requirement that ', the collection of leaves in D, is consistent. In such a case,

Lo T’

D . a1 D’ .

¢ may have a consistent I', ¢, as will ‘¢ ; however, this does not ensure the
rD/

Dy =
consistency of T',T”, the leaves of v Wb ’ ], whereby the latter fails to be a
legal derivation, causing failure of closure under derivation.

For an example of an ND-system (for a relevant logic) for which clo-
sure under composition does not hold with a “blind replacement”, see [9]. For
another example of an SC N D-system not closed under derivation composition
see [43].

There is a family of derivations that play a central role in the PTS pro-
gramme, as being the vehicle through which meaning is conferred by the opera-
tional rules, called canonical derivations, defined® below. See [10] for a detailed
motivation and discussion of this definition.

Definition 2.5. (Canonical derivation from open assumptions) A N-derivation
D for 'k is canonical iff it satisfies one of the following two conditions.

e The last rule applied in D is an I-rule (for the main operator of v).

e The last rule applied in D is an assumption-discharging E-rule, the major
premise of which is some ¢ in I', and its encompassed sub-derivations
Ds,...,D, are all canonical derivations of 1.

In a canonical derivation of ¢ from I', the conclusion ¢ results by an
application of an I-rule of the main operator of . This is viewed as the most
direct way to derive ¢, a derivation according to the meaning of its principal
operator. It is important to note, that the sub-derivations of a canonical deriva-
tion need not be canonical themselves. I use I'H§,¢ for canonical derivability

in V.
2.3. Harmony and Stability

The notion of harmony can be traced back to the following famous comment by
Gentzen (in [16, p. 80]), one of the fathers of modern (structural) proof-theory:

9 In the literature, canonicity is seen as a property of proofs (derivation from an empty
context). I extend it in [10] to arbitrary derivations from open assumptions.



228 N. Francez Log. Univers.

... The introductions represent, as it were, the ‘definitions’ of the
symbol concerned, and the eliminations are no more, in the final
analysis, than the consequences of these definitions....

Thus, by this comment, the E-rules can be “read off” the I-rules.

In [28], going back to his original formulation of [27], Prawitz formulates
the following principle,'? that came to be known as the inversion principle,
which supposedly captures Gentzen’s remark that the E-rules should be “read
oftf” the I-rules.

Let p be an application of an elimination rule that has v as con-
sequence. Then, the derivation that justify the sufficient condition
[...] for deriving the major premiss of p, when combined with the
derivations of the minor premises of p (if any), already “contain” a
derivation of 9; the derivation of v is thus obtainable directly from
the given derivations without the addition of p.

and [28]

The corresponding introductions and eliminations are inverses of
each other, in the sense that the conclusion obtained by an elimi-
nation does not state anything more than what must have already
been obtained if the major premise of the elimination was inferred
by an introduction. In other words, a proof of the conclusion of an
elimination is already contained in the proofs of the premisses when
the major premiss is inferred by introduction.

In a sense, this principle embodies the old conception of a valid argument,
one the conclusions of which are “contained” in its assumptions. For a historic
survey of this principle, see [22] or [41].

Dummett [8] basically adheres to the same, coining its obtaining as “har-
mony”.

One can discern two main notions of harmony that might be intended for
the purpose for which harmony is needed: a criterion for I/E-rules to qualify
as meaning conferring.

Intrinsic harmony. This is a property of the I/E-rules for a logical constant,
say ‘«’, that depends on the SCN D-system as a whole, as rules for other
logical constants may have to be appealed to establish that the property
holds for ‘x’.

Harmony in form. This is a property that supposedly depends only on the
form of the I/E-rules, independent of any underlying N D-system aug-
mented with the rules of “x’.

2.3.1. Intrinsic Harmony. Following [6,26], intrinsic harmony is formalized by

local-soundness, existence of reductions removing maximal formulas (known
also as ‘detour removal’).

10 The quotation is notationally modified, to fit the notation used here.
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Definition 2.6. (Mazimal formula) A maximal formula in an SCN D-derivation
D is a node in D that is the conclusion of an application of an I-rule, and,
simultaneously, a major premise of an application of an E-rule.

Definition 2.7. (Local-soundness) An SCN D-system N is locally-sound iff
every derivation D having an occurrence of a maximal formula can be trans-
formed into an equivalent derivation D’ (with the same conclusion and open
assumptions) in which that occurrence!! of the maximal formula is removed.
Such a transformation is called a (proof) reduction.

If NV is locally-sound, it means that the E-rules in N are not too strong
w.r.t. the I-rules, as nothing can be “gained” by first introducing and then
immediately eliminating. Clearly, the rules for tonk fail local-soundness, as
the maximal formula ¢ tonk v in (8) cannot be removed.

P
————— (tonkl)
tonk
@ tonk ¢ (tonkE)
¢ (8)
As is well-known, intuitionistic logic (in its standard SC'N D-presentation) is
intrinsically harmonious [27]. The removal of an implicative maximal formula

is by means of the reduction in (9) (with all lateral assumptions omitted).

[pli
%
_ (—>Iz) D’ D!
p—1) LN Dy := @]
v =R, v ©)

The reduction is well-defined due to the closure of intuitionistic logic under
derivation composition.

2.3.2. Harmony in Form. This kind of harmony reflects the “reading off” the
E-rules from the I-rules in a different, more direct way, by requiring the F-
rules to have a specific form, given the I-rules. This specific form is induced
by another principle, called “a stronger inversion principle” [23].

A stronger Inversion Principle: Whatever follows from the direct grounds for
deriving a proposition must follow from that proposition.

To understand this specific form, that allows for the derivation of an arbi-
trary conclusion, consider the (logistically presented) E-rule for intuitionistic
disjunction.

Peng (V) Toobng x Tigbng x

I'tng x
We see that in order for an arbitrary consequence y to be drawn from a dis-
junction ¢V, this conclusion has to be derivable (with the aid of the auxiliary

assumptions I'), from each of the grounds for the introduction of ¢V (serving
as a discharged assumption), namely from ¢ (first minor premise) and from

(VE)

11 Thus, this is a weaker property than normalisation, requiring iterated reduction until no
maximal formula remains.
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(second minor premise). Mimicking this form of rule for other operators leads
to what became to be known'? as general elimination rules (GE-rules). A
rule of this form was also proposed by [42] for independent reasons, related to
the relationship between normal N D-derivations, and cut-free sequent-calculus
derivations, and also by several other authors. As already mentioned, in [11] a
procedure was proposed, for SCND, to generate harmoniously-induced GFE-
rules from given I-rules. In Sect. 4.1 this procedure is extended to MCND.

A digression: There is an ongoing debate in the community about this pro-
cedure, that aims, in the terminology of Read [33], to produce “flattened”
G E-rules, that only discharge formulas as assumptions (in their simple presen-
tation). Recently, a new approach to harmony emerged (see [25,37,38]) with a
different view of PTS, called a reductive approach by Schroeder-Heister. Under
this reductive approach, a certain logic is taken to have a given meaning of its
connectives, 2nd order intuitionistic logic P2 (with universal quantification
over propositional variables) in this case; then, the rules of any other connec-
tive are assumed to have a certain form allowing expressing its two meanings
(an I-meaning and an E-meaning) as I P2 formulas. Harmony is then defined
as inter-derivability of those two formulas in IP2. Under this definition, [25]
proves the non-existence of “flat” G E-rules for a certain ternary connective.

It is important to note, and this was emphasized in [38] (including an
explicit footnote) and in the Conclusions section of [37], that the reductive
approach is different from the “foundational approach” to which I adhere,
aiming at different notions of harmony. The existence of a GE-rule whose
expression in P2 is inter-derivable with the expression of a certain I-rule
in IP2 is a different question than the existence of a GE-rule obtained from
an arbitrary I-rule so that local-soundness and local-completeness hold. I am
aiming at much more general settings, where the rules need not at all have
meaning(s) representable in /P2. An attentive reader might have noticed that
when the object language was discussed, I only said that usually (but defi-
nitely not always!) formulas are built freely over propositional variables. T am
interested also in harmony as applicable to natural language (see [12,14]), the
sentences of which are certainly not built that way, and to which the reductive
approach in [38] does not apply. Even in logic, I am interested in rules with
side-conditions, like those in the Relevant Logic R (see [9]) which cannot be
translated to I P2 formulas because of the side-conditions.

Thus, I regard the generalisation of the procedure to induce harmonious
GE-rules to MCND as a worthy task, in spite of the ongoing debate on
flattening G E-rules.

2.3.3. Stability. The notion of stability did not receive a precise definition
in [8], but the intention is clear: the E-rules should not be too weak w.r.t.
the I-rules. Again, following [6,26], an approximation to this property can be
formalised by means of the existence of expansions.

12 In the literature, such rules were only proposed in the framework of SCND. In Sect. 4
I generalise it to the M CND setting.
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Definition 2.8. (Local-completeness) An SCN D-system N is locally-complete
iff every derivation D in N for pFx¢ (for a compound ¢) there exists a
derivation D’ for kA that contains applications of E-rules to ¢ as a major
premise, as well as application of all the I-rules (for the operator dominating
). D' is called an expansion of D.

The local-completeness implies that the I-rules are strong enough (w.r.t.
the E-rules) to allow a “reconstruction” of ¢ after it was “taken apart”. Local-
completeness is only an approximation to stability. For example (from [8]),
quantum logic disjunction has an E-rule more restricted than the intuitionistic
(VE)-rule in allowing no lateral assumptions in the minor premises, but still
having an expansion.

As is also well-known, intuitionistic logic is locally-complete.

3. Multiple-Conclusion Natural-Deduction

In this section, I adapt the definitions of all the SCND notions from sin-
gle conclusion to multiple-conclusion natural-deduction (MCN D). The extra
detailed presentation of SCN D above allows for a transparent parallelism of
the MCND presentation. Note again that I am aiming to a general presen-
tation, not restricted to classical logic, the latter discussed after the general
discussion.

3.1. Object Language, Contexts and Sequents

The object language L is defined exactly as for SCN D-systems. Sequents for
MCND have the form I'FpyrA, where I' is the left context, a finite (possibly
empty) sequence of L-formulas, and A is the right context, equally structured.

3.2. Rules

In contrast to the SCN D case, where the distinction between additivity and
multiplicativity applied only to left contexts, here they apply both to left
and to right contexts. I assume the following assumption, that will affect the
construction of a harmoniously-induced MCN D G E-rule.

Assumption (structural rule-uniformity): In a M CN D-system N, a rule is
multiplicative on both I and A, or is additive on both I and A.

This assumption excludes rules that are additive on the left context and
multiplicative on the right context, or vice versa. Note that this assumption
does not exclude that some rules in N are additive, while other rules are
multiplicative—the assumption restricts the form of a single rule only.

Here too there are two modes of presentation, also referred to as ‘simple’
and ‘logistic’.

A rule in a MCN D-system, say (R), again has (finitely many) premises
and (finitely many) conclusions, again all objects depending on the presenta-
tion mode.
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Simple presentation. The objects of N in its simple presentation, serving as
premises and conclusions of rules, are finite (possibly empty) sequences
A of formulas of L.

Additive rule.
X1]a [Ep]p

01, A - @p A .

Here both the premises and the conclusion are finite sequences of
formulas of the object language L. Here too premises may depend
on additional, non-discharged, lateral assumptions, left implicit also,
where there is a constraint that all premises depend on the same lat-
eral assumptions.

How should'® the notation [¥]; be read? If ¥ = ay,...,ay,, then
[X]x is to be read as [a1]k - - - [an ]k That is, a collection of assump-
tions each being a single formula, collectively discharged by any
application of an instance of the rule. It is not to be read s a sin-
gle assumption constituting a sequence of formulas, an assumption
discharged by applications of instances of the rule. This conven-
tion allows for a certain compaction of the notation, already fairly
complicated; once explained, it should not cause any confusion.

Multiplicative rule.

[E1i]h [Zplp
oL AL - op A,
A A, (R 11
©,A1,...,p ( )

Here the restriction on the equality of lateral assumptions is not
imposed, each premise possibly depending on a different collection
of lateral assumptions.

Logistic presentation. The objects of A in its logistic presentation, serving as
premises and conclusions of rules, are sequents of the above form I'xrA.
In this, those objects resemble more the ones used for the Sequent
Calculi presentation of logics. However, the central ingredients of SC'N D-
systems, namely the use of I/E-rules and the discharge of assumptions,
are preserved.
Again, the presentation splits into an additive and a multiplicative
sub cases.

Additive.
L% Fy e, A o TLE, By oop, A
Ty, A

13 T thank an anonymous referee who noted that this notation might have an unintended
reading when derivations are defined as below.
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Here both left context and right context are shared among the
premises.

Multiplicative.
Flazl '_./\/ @17A1 vazp '_N Sop»Ap
Fl,...,rp}_/\/’ (,07A1,...,Ap (13)

Here both left context and right context may vary with the premises.

(R1)

The notions of rule-generality are inherited from the SC' N D-setting, and apply
both to I" and to A. The classification of the operational rules in Sect. 2.2
remains intact for M CN D-rules too.

Anticipating the presentation of classical logic in Sect. 5, the following
(AI) rule is an example of a logistically-presented additive categorical rule in

MC N D-form.
TFp, A Ty, A

Trorg,a M) (14)
For an example of a logistically-presented additive hypothetical rule, the I-rule
for implication, can be used.

I, -, A

Troog. A D

(15)
A note about (abuse of) notation: Because sequences of formulas may have
repetitions of the same formulas, a strict formulation of a rule discharging
assumptions has to indicate which instances (if any) of an assumption is dis-
charged. This might be done, for example, by using I'(p) instead of T, ¢ as
above. Under this strict notation, the (—1) rule would appear as follows:

NFAW)
" A(poy) D)

where the parenthetical occurrence is a distinguished one. Since the notation
below becomes complicated anyway, I will relax this strictness. Furthermore,
the notation will pretend as if the exchange structural rule is in force, and
display the principal formulas as peripheral. Since those extra complication
are orthogonal to the issue of harmony, no harm should be caused by this
abuse of notation.

As for structural rules, they can be applied on both sides of ‘+’, i.e.,
both on I and on A. Note that while both I' and A use commas as formula
separators, the meaning of the comma differs according to which context it is
a part of.

In [18, p. 141], Hjortland finds an apparent difficulty when explicit
assumption recording (as an explicit left context) is desired. Because of a wrong
representation of this context, where I' is just added to nodes in a derivation,
that according to him look like I'; A, the comma turns ambiguous. However,
by strictly adhering to Gentzen’s logistic-M C'SC' form used in the sequent-
calculi [15, p. 150], where the nodes are sequents T'+A, there is no ambiguity,
and, as mentioned above, commas in I' are interpreted differently than com-
mas in A: for systems intermediate between intuitionistic logic and classical
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logic (though not necessarily for arbitrary M C N D-systems), the comma in I’
is read conjunctively, while the comma in A is read disjunctively. See [3] (and
further references therein) for M C N D-systems for intermediate logics.

3.3. Derivations

I assume also for M CN D-derivations the usual definition of (tree-shaped)
N -derivations, ranged over by D, again defined separately for the two presen-
tations of N.

Definition 3.1. (Derivations) The presentation splits into the simple and logis-
tic presentations.

Simple derivations. Here a derivation A has an explicit (multiple) conclusion
A, and implicit assumptions on which the conclusion A depends, again
denoted by dp, defined in parallel to D.

D
e Every assumption ¢ is a derivation ¢, with dp = {¢}.

Dj
Additive. If ¢;, A, for 1 < j < p, are simply presented derivations
with dependency sets dp, = -+ = dp, = d with ;Cd, and if
[X1]x [Xplp
pLA e ep A
¢, A (£:) (16)

is an instance of (simply presented) additive rule in R with
a fresh discharge label, then

[Z1)1 [Zplp
Dy Dy
eLA o op, A
Dy _ar == (R)
o, A= @, A (17)
is a derivation with dp =d — Ulgjgpﬁlj
The derivations D;,.. ., D, are the direct sub-derivations of D.

D;j
Multiplicative. If p;, A, for 1 < j < p, are simply presented deriva-
tions with dependency sets dp, with 3;Cdp,, and if
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is an instance of (simply presented) multiplicative rule in R
with a fresh discharge label, then

E1]i (Zplp
Dl Dp
p D ey
907A =4t @aAlw'wAp s (19)

is a derivation with dp = UlgigpdDi - Ulgjgpij

The derivations D;,.. ., D, are the direct sub-derivations of D.
Reminder: Recall the convention as to how [X]j is to be read. Thus,
the derivation D has [31]|+- - -+|X,| leaves (each being just a formula).

D
Logistic derivations. Here a derivation 't A has explicit assumptions I', on
which a (multiple) conclusion A depends.
e Every instance of an identity sequent ¢lr ¢ is a derivation.
Dl DP
o Additive. If I', X1k a1, A, -+, I3, B op, A, for some p > 1, are
logistically presented derivations, and if
szl }_./\/ <)017A F7Zp l_N %0177A
IEa o, A

()

is an instance of a (logistically presented) additive rule in Ry,
then
Dy Dy
F721 l_N @17A szp l_/\f Sop7A

Tk, A =9F Thap, A (1)

is a logistically presented derivation.
Dy Dy
Multiplicative. If I'y, X1Fao1, A1, -, T'p, By Far 0, A, for some
p > 1, are logistically presented derivations, and if

', 2 B (PlaAl Fpazp Fa @paAp (R)
l

Fl,...,Fpl_./\[ Lp,Al,...,Ap
is an instance of a (logistically presented) multiplicative rule
in Rr, then

D
Fl,...,FpFNgD,Al,...,Ap
Dl DP
].—‘1721 }_N (pl,Al Fp,Ep "N’ QOP,AP
=dr Ty, Dpbng, A, A,

(R1)
is a logistically presented derivation.
The derivations Dy,. .., D, are the direct subderivations of D.

Note that here too, assumptions are introduced into a derivation via iden-
tity axioms and remain as such as long as not discharged by some application



236 N. Francez Log. Univers.

of a rule. Note also that the definition adheres to the structural rule-uniformity
assumption.

For M C N D-derivations, there is also an easy mutual conversion between
the the two presentation modes:

D D
Simple to logistic. Convert each node in ¥, A to T'Farp, A, where I' = dp.

Logistic to simple. Convert each node in ﬂ‘/\/%/’ A to @Dl,)A, setting dp =1T.
Definition 3.2. (Derivability) A is derivable from T' in N, denoted by THa A,
iff there exist a simple A/-derivation A (respectively, a logistically presented
derivation FI—?/A) of A from I" in V.

Thus, the logistic presentation keeps track explicitly of the assumptions
T" on which A depends. Note that Fa A indicates derivability of A from an
empty context, in which case A is referred to'* as a (formal) theorem of N.

Derivations in an MC N D-system are also depicted as trees (of formu-
las, or of sequents, according to the presentation mode), where a node and its
descendants are an instance (of an application of) one of the rules. In sim-
ply presented derivations, the discharged occurrences of the assumptions are
again enclosed in square brackets, and marked, [...];, for some (unique) index
i, to match i on the applied rule-name, and are leaves in the tree depicting
the derivation. Operative rules of an M CN D-system also operate on the right
context of a sequent only. I also use D : I'txrA to indicate a specific deriva-
tion of that sequent. In such a derivation, I' is also referred to as the open
assumptions of D. If I is empty, the derivation is closed.

The property of closure under composition is very important also
for MC N D-derivations, again manifesting the composability of MCN D-
derivations. While derivation composition in SC N D-systems take place at the
leaves only, for M CN D-derivations a whole path (defined below) is modified
during derivation composition.

Definition 3.3. (Paths) A path in a M CN D-derivation D is a sequence d;, 1 <

¢ < m (for some natural number m > 1) of nodes (which depend on the

presentation mode) in D, s.t.:

e d; is a leaf, (an assumption formula ¢ for a simple D, and a sequent @ xr¢
for a logistically presented D).

e for 1 < i < m, d; is a premise of some rule application in D, the conclusion
of which is di+1-

e d,, is the conclusion of D.

For a leaf d, let IIp(d) be the path in D starting at d.

Definition 3.4. (Closure under derivation composition) Let N be an MCN D-
system.

14 Usually, this notion is only used for A = {}, a single conclusion.
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¥

D’ D
Simple derivations. Let ¢, A} and A; be two simply presented A derivations.
N is closed under derivation composition iff the result of prefixing D’

to the result of adding A} to every node in IIp(p) (in D) is a legal N
'D/

Dlllp(yp) = ¢, Af]
derivation, denoted by D" = Ay, A}
/

D
Logistic derivations. Let I, A’ and T', oA be two logistically presented
N-derivation. N is closed under derivation composition if the result of
prefixing D’ to the result of adding IV to every antecedent and A’ to every
succedent of every node in IIp(yp) (in D) is also a derivation, denoted
D/

D[Mp(p) := T'Farp, A]
D' = T —opT'FyA, A

Thus, in D”, any use in D of the assumption ¢ is replaced by re-deriving ¢
according to D’ (from possibly additional assumptions, on which the conclusion
of D" (which is the same as the conclusion of D) now depends). This conclusion,
however, depends no more on the assumption ¢. }\Iote that if the assumption

D

© is not actually used in D, then D[IIp(y) := ¢, A'] = D.

The definition of derivation substitution is naturally extended to multiple

Di
simultaneous derivation substitutions D[IIp(p1) := 1, AL, ..., dp(om) =
Dy,

©m, AL, for any m > 1. The satisfaction of the closure property needs to be
shown for the specific M C'N D-systems used for meaning conferring.

Closure under derivation composition is a necessary condition for reduc-
tions in M C'N D derivations, and has to be established whenever needed.

Example 3.1. Suppose we have the following two simple M C'N D-derivations
D, D', using some rules that are not further specified.

0, A1 Ay DITEED WD
T(Rl) 127423(1%3)

D : A5 D/ : ©, 26

Ay X5

(R2)

(Ra)

In D, Up(p) consists of the nodes (¢,A;), Az and As. The resulting
/

D
D[lp(p) := ¢, X¢] is as follows.

SN, B
X4

As, Eg

The richness of structure in M CN D emphasizes even more strongly how
structural rules participate in meaning conferring. As observed in [7], the very
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same operational rule in (15) can give rise to three different meanings of impli-
cation, by varying the structural assumptions.

Classical. No structural restriction imposed.

Intuitionistic. Abolishing weakening on the right, on A (rendering the system
single-conclusion).

Relevant. Abolishing weakening on the left, on I' (with two variants, classical
and intuitionistic) depending whether weakening on the right is retained
or abolished.

4. Harmony and Stability in M C N D-Systems

In view of the move from premises and conclusions as formulas to premises
and conclusions as contexts, a reconsideration of local-soundness and local-
completeness is due. The impact of the fact that in MCN D-systems both
premises and conclusions consist of (finite) sequences of formulas is, as observed
by Hjortland [18, p. 139], that a maximal formula is disjunctively situated (D-
situated) w.r.t. a right context A. This affects the form of the reductions
needed to establish local-soundness. The situation is similar for the arbitrary
conclusion to be drawn by a harmoniously-induced G E-rule, needing a finer
analysis of the dependency on right and left contexts, affecting its construction.

This can be best understood in terms of the following generalization of
Prawitz’s inversion principle to the M CN D-environment, to be called the D-
inversion principle.

Definition 4.1. A collection of direct grounds ¢}, A1, ..., ¢.,, Ay, for the intro-
duction of ¢, A (premises of a suitable I-rule) is D-ezhaustive iff U1 <<, A =

A.

The two relevant cases of D-exhaustiveness to emerge below are:

e Every single premise of an additive I-rule.
e The collection of all premises of a multiplicative I-rule.

The D-inversion Principle: Every conclusion D-situated w.r.t. a right
context A drawn from ¢, itself D-situated w.r.t. A, can already be drawn
from any D-exhaustive grounds of introducing ¢.

This principle will underly the GE-rules constructed below, allowing the
reductions that establish harmony, and the expansions that establish stability.

4.1. M CN D Harmoniously-Induced G E-Rules

In this sub-section, I adapt and extend the procedure described in [13] for gen-
erating the harmoniously-induced G E-rules (harmonious in form) from given
I-rules, to an M C' N D-environment. Thereby, Gentzen’s remark quoted above,
about “reading off” the FE-rules from the I-rules, is extended to cover also
MC N D-systems. Only propositional rules are handled here. Recall that while
in SCN D-systems a conclusion is a formula, for M CN D-systems, a conclu-
sion is a (finite) sequence of formulas. So, deriving an arbitrary conclusion
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means deriving an arbitrary such sequence, to be denoted A’. The examples
anticipate the M C'N D presentations of classical logic in Sect. 5.

As already mentioned, the key observation, already anticipated by Hjort-
land [18, p. 139], is that the arbitrary conclusion A’ inferred by applying a
G E-rule has to be disjunctively situated (D — situated) w.r.t. the right context
A of the major premise. In other words, right contexts are propagated from
a D-situated formula to its arbitrary conclusions. The construction is done
for both simple and logistic presentations, where the latter reflects possible
structural impact by distinguishing multiplicative and additive I-rules. I con-
sider separately the two modes of presentation (simple, logistic), and within
each first the special case of categorical I-rules (more easily comprehended),
to be followed by hypothetical I-rules. The resulting harmoniously-induced
G E-rules reflect those distinctions.

4.2. Simple Presentation
Additive I-rule. For additive rules, by definition, since all premises and the
conclusion share the same right context A, each premise is, on its own,
a D-exhaustive ground for introduction of the conclusion.
Categorical [-rule. Suppose the simple additive categorical I-rules of an
operator 4, the main operator of ¢, can be schematically presented

LA oo o™i A
Pis ®i (5I)i ’
SOvA 5 OSZSTL (20)

The premises of (47;), each a finite collection of formulas, are
denoted A? = ), A, 1 < j < m;. Note again that ¢, as well as

all ¢!, are D-situated w.r.t. the same right context A, whence the
additivity of the I-rules.

Then, to be harmonious in form, a harmoniously-induced G E-rule
should draw an arbitrary conclusion A’, D-situated w.r.t. A, from
every D-exhaustive ground of introducing ¢ (a single premise of the
I-rule) using that ground as a discharged assumption. Thus, the
harmoniously-induced G E-rules have the following form.

[W{l]ll [sogln]ln
/ /
Dl,jl ,Dn,jn’
A A .. A
2 . (5GE1'1,~~,17L) ' ]
A A Tednl 0 <i<n, 1<j; <my (21)
This construction gives rise to the following reductions.
D D, G e
my / /
i, A A (61); Dy j, Drjn
®, A A A (GGEDn )
A/7A J1 > In e (22)
D.

Ji
D}, oy, (9)) = of' Al
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Here, <pf is one of the premises of (61);, so that the js span all those
premises. The total number of harmoniously-induced G E-rules is
M <i<nm;.

For a simple categorical additive I-rule, this form of a harmoniously-
induced G E-rule indeed reflects the D-inversion idea: any arbitrary
conclusion A’ that can be drawn from (the major premise) @, A,
can already be drawn (D-situated w.r.t. A) from each collection of
its grounds of introduction, being singletons in this additive case.
Every one of the generated harmoniously-induced G E-rules “pre-
pares itself”, so to speak, to “confront” every one of the (§I)-rules
(via one of its premises), as reflected by the reductions.

Recall that the availability of such a reduction constitutes part of
the definition of intrinsic harmony. Note also that the availability of
this reduction rests on the closure under derivation composition. An
instance of this rule (for additive conjunction) appears in [32]. In
the examples to follow, I allow myself some relaxation of the strict
indexing used everywhere whenever no confusion should arise.

Ezample 4.1. Consider the simply presented additive categorical I-rules
for disjunction.

0, A P, A
IAVZTNVAN (VD eV, A

Here n = 2 (two (VI) rules), my = mg = 1 (one premise for each
(VI) rule), Al = ¢, A and Al = +,A. By applying the construction
above, the resulting one (VGE)-rule is the following.

[l [¥]i
Dy Dy
VA NN
AA (VE2) (24)

Ezample 4.2. Consider the simply presented additive categorical I-rule
for conjunction.

o, A P, A

©AYp, A (D)

(25)

Here n = 1 (one (AI) rule), m; = 2 (two premises for this single rule),
where Al = p, A and A? = v, A. By applying the construction above,
the resulting two (AGE)-rules are the following.

[eliy [¥]1,

Dy %
AN, A A I AP, A A I
AR (NGB FELE e (hGER), 26)
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Continuing examples (4.1) and (4.2), the resulting reductions are as

follows.
TDA ol W,
/ / ~
22w, , D
@vaA A A (\/GEll’lz) Dl [H'Dll (90) = Q07A]
AlLA oy AlLA
(27)
(and similarly for (VI)sz).
D D, [eli,
, .
¥ A '(/)a A (/\I) D} ) Dl
90/\¢7A A (/\GEll) Dl[HD’I (90) = vaA]
AA Lo, AA (28)

(and similarly for (GEA)a2).

Hypothetical /-rule. Suppose the simply presented additive hypothetical I-
rules for an operator ¢, the main operator in ¢, are of the following form.

[221] 1 [E?”]mi
Dl Dmi
LA .. mi A
? djl (5[1,...,mi)i )
@, A , 1<i<n (29)

The 4’th rule has m; possibly discharging premises, each discharging a
collection X7 of assumptions, the support of the ground. When m; = 0
(for some j), the j’th premise discharges no assumptions (a categorical
premise). Once again, recall the convention as to how [X]; is read. If
all premises are categorical, the hypothetical rule reduces to the special
case of a categorical rule. These I-rules generate harmoniously-induced
G FE-rules based on the same D-exhaustive collections of grounds, each
G E-rule corresponding to one premise discharging assumptions in the i’th
I-rule. Note that the arbitrary conclusion can be drawn (D-situated w.r.t.
A) from the grounds provided the corresponding support has been derived
(as D-situated w.r.t. A). The total number of harmoniously-induced GE-
rules is the same as in the categorical case. Thus, the contribution of
hypotheticality in an I-rule is two-folded. Each of the supports becomes
a premise (in the corresponding G E-rule), and all the grounds become
dischargeable assumptions (in all GE-rules).

The general form of the GE-rule is as follows.

. - W{/l]zl W/{"]ln
A 1j nin D1 o
@DA Ejll e Eji A'jl e Af
) 1 :1 ((SGEl-hm’l-n)
A 7A J1seees JIn (30)

1<i<n, 1<j; <m;. If m; =0, there is no derivation of the ith support.



242 N. Francez Log. Univers.

This construction leads to the following reductions, where each (§GE) is
again “confronted” against each (67). Note that the notation Ilp(y) is natu-
rally extended to IIp(X) pointwise.

=i (=7 ]m, _ ,
1Di Dy [¥1'], (7],
m; * * ’ /
wi,A wz A (611’“","11)’ ,Dl,v.h Dﬂjjn Dl,j] n,Jn
0, A oy = A’ ' Lyl
(6GE_17"'y n)
A/, A FARERES) In
D,
D} [, (2] := 27 ]
D, Mo, (w]) = A ]
. ALA

(31)

Note the nestedness of the reduction. The availability of this reduction
depends on closure of derivations under derivation composition.

Ezample 4.3. Consider implication, with the following (—1) simply presented
hypothetical rule.

[eli
D
v, A
p—=1h, A (32)
Here n = 1 (one rule, with no categorical premise), m; = 1 (one discharging

premise), ¥1 = . This simple additive hypothetical I-rule gives rise to one
G E-rule, as follows.

(=1

[¥];
D p D
-, A A’

Al A (33)

Continuing example (4.3), the reduction for implication is the following.

[l
D [ D
v, A (_Jl) D D/} Dlllp(p) :== ¢ ]
AA ~ AlLA

(34)

Ezxample 4.4. Consider another simply presented hypothetical additive I-rule
for ‘if... then... else’ (ite), where n = 1, and the single I-rule has no categorical
premise, and has two premises discharging assumptions;

[Pl [,
Dy Do
v, A, A

_= A= s 1,02
ite(p, i), A 0el)
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thus, the two following G E-rules are harmoniously-induced.

[V [x]1
- N ~ A
Zte(%l/i,xi,/’A ® (iteGEY), zte(%w,xi,/,A i (iteGEL),
(36)
The reductions are as follows
lelr [~z
D1 D2 [¥]3 D
A x.A (iteI':?) D* D} Dy[llp, (¢) = ¢ ]
ite(, 1, x), A ’ (G E), ASAMES P, A ]
ALA o A A
(37)
and
[elr [z
D1 Dy [xls D*
8 x4a (itel'2) D* D} Di[lp, (—¢) == ~¢]
ite(d, 1, x), A o AT 3 Dy [p; (¢) = P, A ]
N (iteGE?) . ALA
(38)

Clearly, the harmoniously-induced G E-rule for a categorical additive I-
rule is the assumption-less special case, yielding the original formulation.

Multiplicative I-rule. Recall that here only the collection of all premises of an
I-rule together are D-exhaustive.

Categorical [-rule. The simple multiplicative categorical I-rules of an
operator 4, the main operator in ¢, can be schematically presented
as

el o AAT )
o, AL AT 1<i<n (39)

Note that ¢ and all @{ are D-situated w.r.t. possibly different right
contexts AZ , whence the multiplicativity of the rule.

As mentioned above, no single premise can form a D-exhaustive
ground, only all of the premises taken together. Intuitively, it is
undeterminable which subset of A = A}, ... A" is contributed by
each separate premise. Therefore, the harmoniously-induced GE-
rule should combine all the grounds for introducing 6 (by all of §’s
I-rules) and use each of those grounds as (discharged) assumptions
for deriving an arbitrary conclusion A’; thus having the following

form:
[T, 01 [on, - o,
N P
0, A A . A z z
E 1 5 bn
AA (6G ) (40)
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Note that the decomposition of A into A}, ..., A" is unavailable to
the GE-rule, but becomes available during a reduction (see below),
when the /-rule becomes available too.

For a simple multiplicative categorical rule, this form of the
harmoniously-induced G E-rule indeed reflects the D-inversion idea:
any arbitrary consequence A’ that can be drawn (D-situated
w.r.t. A) from (the major premise, once dI) is determined)

o, Al,... ;A" can already be drawn from the D-exhaustive
grounds of introduction (all of them!) [<pg], i =1,...,n, j =
1,...,m;. Note again that all those assumed grounds are discharged
by the rule.
The construction above leads directly to the following reduction:
w;?IA}---so??fq’AiZ’” le1, o o1ty lens ) enml,

o AL, AT (8D N A

ALAL AT (6GER: ) e

2 Do,
Dilllpy (i) i= @i, Afs oy Hpy (@) = "0 AT

7 1 m;
AAL L AT

(41)
Each such individual substitution adds a possibly different A" to
every node in every path IIp, (7).

Ezample 4.5. Consider multiplicative conjunction ® (known in Linear
Logic as the tensor product, and in Relevant Logic as the intensional
conjunction), with the following I-rule.

()07A1 w,AQ
%0®1/17A1’A2 (®I) (42)

Here n = 1 (one (®I) rule), m; = 2 (two premises for this single rule),
where Al = ¢, A; and A? = ¢, Ay. By applying the construction above,
the resulting (single!) (AGE)-rule is the following.

[@7 w]l

Dy

ey, A A
A'A (43)

Recall again that [¢,]; represents two formula assumptions simultane-
ously discharged, not one assumption of a sequence (here of length 2).
This is clearly seen by the reduction for multiplicative conjunction, pre-
sented below.

(®GEZ)1

D1 Do [ps ¥l
0, A1 P, An (®1) D} Dy Da
PRY, A1, A A GE! Dilp; () := ¢, A1, Iy () = 1), As]
A AL, Ay (@ n ~ AL AL Ay

(44)
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In comparing the multiplicative conjunction with the additive one
in (4.2) in a sub-structural logic lacking contraction and weakening, like
Linear Logic, we clearly get

eAYEp,  but o ® YK (45)

The observation that the additive and multiplicative I-rules for conjunc-
tion yield different harmoniously-induced G E-rules (also for conjunction)
appears already in [33] in a SC' N D-context, without resorting to additiv-
ity /multiplicativity of the right context A in general, and without any ref-
erence to D-exhaustiveness. I believe the latter provides a clearer insight
to the source of the different results of the construction of harmoniously-
induced G E-rules.

Hypothetical I-rule. Suppose a simply presented hypothetical multi-
plicative I-rule is the following:

=i (27" ],
Dl Dm7
LAL g AT
i i - '(/}z ah i (51—1, - mi)i
o, A, .., AT (46)

The resulting harmoniously-induced simple multiplicative G E-rule
is the following.

1 m n
[7/)17 ces ¢1 1111 ["prlu ceey 7/)1? ]ln
D} Dy D D,
1 1 / /
oA B xL A A
SGEM: - In
AA ( ) (47)
The resulting reduction is as follows.
(=i (27" )m,
V}’IA] - VM\DI,Z”' (1o LN WL, ooy ¥,
DA e S D; D; D,
e AL LA 2 A’ Al
(8GEhIn)
A Af, Lo A
D; Do,
D, [Ip, (T} := £!] Dy, Mp,, (Z7) := =]
D[, (#]) 5= plAal f e T () = P, A ]
~ A A: A
(48)

Note that while the generation of harmoniously-induced G FE-rules are
functional, this function is not injective, and different sets of I-rules may lead
to the same set of harmoniously-induced G E-rules; however, there is no reason
to expect a one-one relationship.

4.3. Logistic Presentation

In this section, I turn to the construction of harmoniously-induced logistically
presented G E-rules, incorporating also the left context I'. In the multiplicative
case, the context-uniformity assumption comes into place. I omit the specifi-
cation of the resulting reductions, that become notationally cumbersome.
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Additive I-rule. Once again, the discussion splits into the categorical case and
hypothetical case. The subscript A/ (on ‘+’) is omitted to avoid notational
clutter.

Categorical [-rule. Suppose the ith logistically presented additive cat-
egorical I-rule for § has the following form, where § is the main
operator of :

Thpl, A - TH™,A
Thp, A

Then, the harmoniously-induced logistically presented G E-rules
(again based on each premise forming a D-exhaustive ground) have
the following form:
ThHp, A T, cp{”—A' e TpinEA!
A" A

(0GEj,... ;) (50)

Hypothetical I-rule. Suppose the ith logistically presented additive
hypothetical I-rule for § has the following form, where § is the main
operator of ¢:

[,Spl, A oo TSl A
Tk, A

The general form of the harmoniously-induced logistically presented
GE-rule is as follows:
TFp, A TES -0 TEX D9l A o Tyl FA
A, A

(6GEj1,~"yjn)

(52)
Multiplicative /-rule. Again, categorical and hypothetical I-rules are sepa-
rately considered.

Categorical [-rule. Suppose the ith logistically presented multiplicative
categorical I-rule for ¢ has the following form, where ¢ is the main
operator of :

Dlpi, A - Tl AT
Tl .. Tlikg, Al AT

(1), -

Then, the harmoniously-induced logistically presented G E-rule has
the following form:
T, A Ti,ot, oo, @EAY oo Tyl oo omnkAY
Ty, ..., TLRFALA (54)
Hypothetical /-rule. Suppose the ith logistically presented multiplicative

hypothetical I-rule for ¢ has the following form, where ¢ is the main
operator of ¢:

TSl AL o TP Sbr AT

(5GE)

K3

Th.  Tlikp, AL L, AT
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Then, the general form of the logistically presented harmoniously-
induced GE-rule is as follows:
Thp, A T1FS} o0 TubSP Ty, 9, oo, 7 TFAY o Dy, ik, oo, pneA’
Ty, ..., TpFA A

(5GE)
(56)

4.4. GE-Harmony Implies Local Intrinsic Harmony

I now reestablish for MCND the relationship between the two notions
of harmony considered, and show that GE-harmony (under the extended
harmoniously-induced GE-rule construction) is stronger than intrinsic har-
mony: the form of the GE-rules guarantees both local-soundness and local-
completeness w.r.t. to the I-rules. I present only the case of simple presenta-
tion, logistic presentation being similar but notationally cumbersome.

Theorem. (Harmony implication) If N is closed under derivation composition,
then for any operator §, its GE-rules harmoniously-induced by its I-rules are
intrinsically-harmonious.

Proof. Assume the closure of A” under composition and that the G E-rules for
¢ are harmoniously-induced by its I-rules. We proceed as follows.

Local-soundness. The reductions for a J-maximal formula were already pre-
sented in (22), (41), (31) and (48).

Local-completeness. First, note that the definition needs an adaption to
MCN D: it now requires a derivation of ¢, A from itself, not just derive
¢ from itself. Otherwise, the property will not relate MCND I/FE-rules
as required for stability.

I have to show some way to expand a derivation of ¢, A (with main
operator §). The way to do it differs for the additive and multiplicative
cases, as the harmoniously-induced G FE-rules generated differ. Only the
simple presentation is shown.

Additive rules. Again, the categorical case is separated, for convenience.

Categorical rules. The exact specification of the expansion involves
a lot of multiple indices, so instead of presenting it, I describe
the idea of its construction, in stages, and then present an
example. First, construct the following 1st-layer subderivation

Délll] The arbitrary conclusion A’ is chosen as ¢ itself (with

an empty A).
[oiliy, o e, Loy, - lenmly,
0, A — (61)1 — — (81),
) GE»JI,A“iJTL)
v, A ( J1se-5dn

This 1st-layer subderivation uses one (0GE)-rule, and all the
(61)-rules. Note that it discharges ome assumption'® from

15 This is not reflected in the notation; however, because of its complexity, I preferred not
to complicate it more in order to enforce this, and just state it outside the rule itself.
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each block of grounds of introduction via each (67);. In the
next layer, combine n 1st-layer subderivations into a 2nd-
layer derivation, choosing the (G E)-rules applied (with a major
premise as another copy of ¢, A) so as again to discharge one
(yet undischarged) assumption from each block of grounds.
The second layer looks like

@, A ©, A

D D
<)07A @7A e §07A
oA (SGE™)

At the nth (last layer), one appropriately chosen (GE)-rule
combines the results of the previous layer, discharging the
remaining assumptions in each block.

Hypothetical rules. Here the idea is similar, but the construction
of the 1st-layer requires also establishing the supports X' in
order to apply a (GE)-rule. The supports are assumed, and
discharged by the applications of the (47)-rules. The form of
the 1st layer subderivation becomes the following.

[Zil]la leily, - Lo, ) [E;“]m lerly,, - lell, N
o > o1 "~ g

p, A

The rest of the layered construction is like for the categorical
case.

Multiplicative rules. Here the construction is simpler.

Categorical [-rule. Recall that only one harmoniously-induced G E-
rule is generated, having as premises all the grounds of intro-
duction, for all the (§I)-rules. The expansion is as follows.

[er, .. o],
@

[%017 o 'Qoml]l
o 0D

0, A

Hypothetical /-rule. Similar, with the ¥-supports assumed by the
G E-rule and discharged by the I-rules. I omit the details.

This ends the proof.

Example 4.6. Returning to conjunction, its expansions are as follows.

Additive. According to the construction, there are two layers only.

D
OAY, A g
: (ANGEY')
oA, A eAY, A (AGEL)

A, A
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Note, however, that there is in this case a simpler expansion.

D D
A, A [l (ACEY A, A [ (AGE)
@, A vA g
A, A (D) (58)
Multiplicative.
pOUA . povd  (CGF) (59)

Example 4.7. To see an additive expansion'® with more layers, consider ‘exclu-
sive or’ (). The additive and multiplicative cases are separately considered.

Additive. Let the two simple additive (xI)-rules be the following.

e, A i, A —p, A P, A
et T (60)
Four harmoniously-induced G E-rules are generated.
[g]z‘ [%]j [ng]i [gﬂ]j
px, A A} A% . px, A A% A% o
AN A (zGE" ), N A (zGE™)y
(61)
[;;/J]i [%]j [;;ﬁ]z‘ [;;P]j
wrp, A A} Az’ o px, A A} A% o
A A (mGEL])?) A A (xGEl’])4

An expansion is as follows. For typographical reasons, it is displayed in
parts, separating the layers. First, there are four 1st-level derivations. All
weakenings are omitted.

ol [Y]2 —[pls [Yla
N pry G(g,)f
Dy wx, A (& )1
[@]5 [ﬂﬂﬁ [“@]7 W]z
s, gup DN gy D
(JTGE ’ )2
DLQ : QDZL'Q/}, A
lels  [¥]o [elio [¥
N T I
Dig: pa, & (@GE™h

16 The expansion for the additive case, in the single-conclusion case, was suggested to me
by Stephen Read.
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[oli2, A []13,A “[elo, A [tha, A

xl xl
px, A px, A (@D px), A (xGE:E?”lz)Qf
Dia: pxp, A ?
At the 2nd layer, there are two derivations, each one combining two 1st
layer ones.
Dy Dy
o), A, A prp, A (5GE>6),
Dy - px, A
Dy 3 Dy4
o, A prp, A g, A (IGEIO’B)l
Dy : pxp, A

Finally, at the 3rd layer, there is one derivation, combining the two
2nd layer derivation, completing the discharge of the yet undischarged

assumptions.
Doy Dy 9
A A A .
o, A prp, A prip, (2GE39),
D31 : px, A

Assumptions discharge: There are seven applications of G E-rules in the
full derivations, and sixteen assumptions to discharge, where two pairs of
assumptions are equi-labelled, discharged together.

e The applications of GE-rules in 1st level subderivations discharge two
(different) assumptions each.

e The applications of GE-rules in 2nd level subderivations discharge
three assumptions each: G FE3 one 1 and two —s, and *GFE5 one
o and two —s.

e The application of the GE-rule on (the one) third level subderivation
(ending the whole derivation) discharges two (different) assumptions.

Multiplicative. Here, only one harmoniously-induced G E-rule is generated.

[Qov ﬂ/f]l [_‘<P7 ’(/)]J

Dy Dy
pr), A A/ A/ ii
A A (zGE™) (62)

The expansion establishing local-completeness is as follows.

D SWZ A [(ps;;;/}]i @) [:féfj (@1)2
WJ%A e <pa:¢,A

(xGEH)
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o, A A oA, A oY, A
TonA (AI) oA (ME) A (N2E)
v A U, A eV, A
QD\/UJ,A (\/II) (p\/’L/J,A ( 2 ) 7’11/}7A (\/E)
[99]1:
uDA wA o A
D, i P, P N
v a 1) ¥, A (=F)
[’%]7:
A ; -0, A p, A
oA (=1Y) A (—E)

F1GURE 1. The simple MCND-presentation NC' of proposi-
tional classical logic

Some more expansions
For implication, the resulting expansion is

D
o=, A [plr [WY]a

D YA 1
oo A =, a 1)

(—GE?)
(63)

Finally, consider the expansion for (ite), where n = 1, the I-rules of which are
given in (35), and GE-rules in (36).

ite(p, 9, x), A [l [¥]2 (iteGE?) ite(p, ¥, Xx), A [20ls [x]a
$.a 02 (reria)
ite(p, ¢, x), A

(iteGE3)

(64)

5. A Multiple-Conclusion Presentation of Classical Logic

Following [2,31], the operational rules for the connectives for a simple M CN D-
presentation NC' of classical logic is in Fig. 1. In addition, the previous struc-
tural rules are assumed too. Since in their presence the multiplicative and
additive rules are equivalent, only the latter'” are presented. I restrict the
discussion to the propositional fragment, which suffices to make the point of
proof-theoretical justification.

17 Bori¢i¢ (in [2]) and Cellucci (in [5]) present the former.
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Remarks. e All the rules are both pure and simple.
e In [5], Cellucci presents the following single (VI) rule, that can be shown
equivalent to the two rules of Boricié¢ [2].

0,1, A
PVih, A (65)

e Note that by substituting in all the rules of MCND an empty A (except
for (=I)), familiar single-conclusion SC'N D-rules are obtained.
e (LEM) is derivable as follows (contexts omitted).

(VI)

[el1

(V1)
s

PV,
T (Vo)
PV, PV (
— 0 (O)

PV (66)

e As observed in [31] (sub-section 3.3), the definition of —¢ as p—_L1 is not
peculiar to intuitionistic logic, as has been generally believed. Whether this
implication “is intuitionistic” or “is classical” depends on the rules for ‘—’.
The implication is classical here, yielding classical negation with the follow-
ing E-rule for L.

1, A
©, A (67)

e In continuation to the previous comment, it was also observed in [31, section
3.3] that the source of the non-conservativity of NK (Gentzen’s classical ND
system) is that the theory does not specify completely the meaning of the
classical implication; the current NC' does! For example, below is an NC-
derivation of Peirce’s rule within the positive ‘—’-fragment, without any
appeal to negation.

(LE)

Ll
©, P (Vap)
[(p—)—pla @, 09 (B)
0,9
2z (©)

(=) —p)—¢

(—1?) (68)

e The Double-negation elimination rule (DNE) is derivable too, as shown
below.

ol
4,
Y T, 0

- (
(

(W)
(=11
(—E)

AS)

—
AS)

S
AS)

)

12

T

1
¢ (69)

Theorem 5.1. (Closure of NC' under derivation composition) NC' is closed
under derivation composition.
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The proof is essentially the same as in the single conclusion case for
intuitionistic logic, by induction on the derivation.

By applying the construction above, the following additive harmoniously-
induced GE-rules are obtained (Fig. 2).

The shared contexts (additive) formulation of NC' with explicit left con-
texts is presented in Fig. 3. Eliminations are via G E-rules. Formulating a multi-
plicative presentation is straightforward and omitted, as the two are equivalent
in the presence of the standard structural rules.

Remarks. e Since the object language of CL contains both ‘A’ ‘v’ and
‘—’, it is possible to regard sequents I'tA here as expressing Ar—Va
(not necessarily possible for arbitrary object languages), with Ag = L

and Vg = T.
e As an example of a derivation from assumptions, below is a shared-context
derivation for =(pAY)FNe—@V—1, which is not acceptable in intuitionistic

logic.

[‘P}i»[w]j
2
mw,XAA X (AGE)
[90]1 [w]]
A Do
PV, - Ax X (VGE®)
[Igi
—), A )

FIGURE 2. The harmoniously-induced G E-rules for NC

(Az)

Tk, A THy, A TheAY, A T, by, A

T, A (A T A (AE)
Ff:ffA (ViI) ri(:fv/wﬂA (vor) Treve.a rﬁf;,xf LA
Fl;f;i el FFW’FAFAFW’A =F)

Fi1GURE 3. The additive logistically presentation of NC'
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el (A Ynet)

~(PAY)Fne=(pAY) 2 UENCONY oy

—(pAY), @, YFne

(P AY)FNc—p,

~(AP)ENe—pVp,
~(eAP)ENepV T, VY

(AP NepV ) (70)

e NC restores the symmetry characteristic of classical logic. For example,

parallel to ¢, Y- NncowAY, we also have VYo, ¥, in contrast to NK, in
which no direct immediate conclusion can be drawn from a disjunction.

(Az)
(AD)

(=1 x 2)
(VaI)
(Vo)
(€)

5.1. Reevaluating Classical Logic for Meeting the Meaning Conferring
Criteria

First, as noted above, the addition of negation to the positive fragment is
conservative.

G E-harmony obtains, by the form of the F-rules. The adaptation of the
construction in [13] shown above can “read off” the GE-rules from the I-rules.
Note that, pace Hjortland [18, p. 139], (=F) is the GE-rule harmonically-
induced by (—I). This can be realized the easiest by comparison to the ‘—’-
rules. In ‘(—1)’, there are both a support (namely, ¢), and a ground (categor-
ical component, ). The former produces the premise I'-¢ (of ‘(—E)’), and
the latter the premise T', by, A. However, ‘(=) has only a support, again ¢,
producing the premise T'Hp for ‘(=FE)’ too, but no explicit ground, hence no
premise with an explicit arbitrary conclusion.

As for intrinsic harmony and stability, the reductions (which are not
presented neither in [2] nor in [31], but are presented in [5]) and expansions
(not considered at all in [2,5] and [31]) are shown below.

Theorem 5.2. (Local-soundness of NC') NC is locally-sound.

Proof. Bellow are the detour-eliminating reductions, with left contexts omit-
ted. They are shown using the regular E-rules, that are derivable in NC' from
the G E-rules, and render the reductions easier to understand.

Reducing conjunction.

D1 DQ
e A YA
O (AI)
22 (AE) D,y
o, A e p, A (71)
The case of (AE,) is similar.
Reducing implication.
[l
D,
A ,
1/}7 A (_>Iz) D2 D2
(p—1), ¢ ) Dy [lp, () = ¢

v, A o v, A (72)
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Note the dependence on the closure of NC' under derivation substitution,
similarly to the single-conclusion case for intuitionistic logic.

Reducing negation.

)i
Dy
AA (=1 D2A D,
2 2 ("E) Dl [HD1 (90) =, A]
A oy A (73)

There is an implicit use of contraction in this derivation, as the substitu-
tion produces A, A in the r.h.s. of the conclusion.

Theorem 5.3. (Local-completeness of NC) NC' s locally-complete.
Proof. Below are the required expansions.

Expanding conjunction.

D D
Py, A (ME) Py, A (A2E)
D 7 A ¥4 (AI)
PAp, A e A, A (74)
Expanding implication.
D
) b okt (g
(-vna  ~ Geowa O (75)
Expanding negation.
D
- ﬁSD,AA[‘PL(’ Apg_\E)
o, A € -, AV (76)

5.2. Criticizing Multiple-Conclusion Natural-Deduction as a Way to Confer
Meaning

While the appeal to multiple-conclusion natural-deduction restores harmony
for classical logic, it raises the issue of adhering to the principle of answerability
[39]—does such a system of rules conform to our deductive inferential practice?
In what sense does it reflect use? After all, harmony per se is a goal of PTS only
as much as it serves as a qualification criterion for being meaning conferring.

A detailed negative answer to this question is presented in [39], where
the final conclusion is that conclusions should remain single in order for the
ND-system to be used to confer meaning. While in [34] Restall presents an
argument in favor of multiple conclusions, it is based on one example—a certain
way of proving by cases—claimed by Steinberger to be better handled by
single-conclusion N D, appealing to disjunction elimination. A similar criticism
is expressed by Dummett [8, p. 187], as he inherently connects the conclusions
set A with the disjunction of its elements, claiming that M CN D enforces the
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learning of the meaning of ‘V’. Yet another similar opposition is expressed by
Tennant [40, p. 320].

However, such a criticism is based on a rather narrow view of what consti-
tutes our inferential practices. Under a broader view, a positive answer to the
above question might still be available. One attempt (admitted by the author
to consist in a first approximation) is presented in [36]. It views a multiple
conclusion sequent (in a slightly modified notation), for an arbitrary object
language,

T={y, s ymH{01,.. ..o} = A (77)
as a meta-Tule
OFy1 - OFy, O,04F¢ -+ O,0,Fp
Ok (78)

For arbitrary ©, ¢ (and for technical reasons, n > 1).

If one views a single-conclusion sequent 'y as a rationality requirement
of a doxastic agent to accept ¢ whenever (s)he accepts every member of T,
then the above rule expresses a more general rationality requirement of the
agent. In case disjunction is present in the object language, as it is for classical
logic, then the meta-rule is in line with the view of A as the disjunction of its
elements, and with the GE-rule for disjunction. For a detailed presentation of
this view, with some technical results, the reader is referred to [36]. Another
way of rebutting the offence of MCND is presented by Hjortland (in [18, p.
89], relating it to Bilateralism [35].

While I find both of the arguments above as a convincing advance, I
consider this issue, of relating multiple-conclusions natural-deduction to actual
inferential practices, as still open, awaiting a fully satisfactory solution, which,
I conjecture, will be found in due time.

6. Conclusions

The purpose of this paper was to study the notions of harmony and stability,
central to the proof-theoretic semantics programme, in the context of multiple-
consequence natural-deduction proof systems, not necessarily as a justification
of classical logic.

The main result is an adaptation and extension to multiple-conclusions
natural-deduction systems of the procedure of constructing harmoniously-
induced general-elimination rules from given introduction rules, originally pre-
sented for single-conclusion natural-deduction system in [13]. In doing so, spe-
cial attention was paid to the effect on this construction of the distinction
between additive and multiplicative rule (in spite of their equivalence in classi-
cal logic). For a general discussion of the role of sub-structurality and emphasis
on its role in the study of harmony see [19]. It is hoped that this study enhances
our understanding of harmony and stability in general, and adds another voice
to the claim that choosing among “rival” logics, if to be done at all, should
not be based on their proof-theoretic justification (or an alleged lack thereof).
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