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Abstract Covering arrays have been widely used to detect the presence of faults in large software and hardware
systems. Indeed, finding failures that result from faulty interactions requires that all interactions that may cause
faults be covered by a test case. However, finding the actual faults requires more, because the failures resulting
from two potential sets of faults must not be the same. The combinatorial requirements on test suites to enable
a tester to locate the faults are developed, and set in the context of similar combinatorial search questions. Test
suites known as locating and detecting arrays to locate faults both in principle and in practice generalize covering
arrays, thereby addressing combinatorial fault characterization. In common with covering arrays, these locating and
detecting arrays scale logarithmically in size with the number of factors, but unlike covering arrays they support
complete characterization of the interactions that underlie faults.

Keywords Covering array · Combinatorial testing · Locating array · Detecting array · Compressive sensing ·
Experimental design
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1 Faults, Failures, and Testing

Software systems are complex systems whose correctness and performance are affected by numerous factors,
including the components from which they are built, the physical and computational environment in which they
are run, and the inputs they are provided, among others. This paper explores fundamental questions concerning
combinatorial requirements for a test plan to be able to reveal, isolate, and characterize faults. In order to make
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these questions precise, we must determine the types of faults that are to be examined, the types of test cases that are
feasible, the manner in which such test cases are executed, and the test outcomes that are possible. Our objective is
to explore determinations of each that are neither so specific that they cannot apply to real systems, nor so generic
that few conclusions can be drawn.

Roughly speaking, a test case in a test plan can be executed and the output or behaviour of the system measured.
Interpreting the outcome of a test case execution requires knowing what the “expected” or “correct” outcome is;
deviation from this is a failure. In some cases, the magnitude of the deviation can be measured, while in others
only the presence of a significant deviation can. In an attempt to classify outcomes, one uses a reference model of
correct performance. Often such models are incomplete, in which case classifying the outcome as failed or normal
is problematic. Indeed, the reference model itself may not correctly capture the operation that the developers or
users expect. These concerns make the classification of outcomes in terms of their status as failures difficult in any
complex system. We do not attempt to resolve this very challenging problem here; rather we make no assumption
that the reference model is correct, and treat a failure as evidence that either the reference model or the system itself
is incorrect.

When a test case execution results in failure, but the reference model is correct, the system contains a fault, or
perhaps many faults. Depending on the nature of the fault, it may result in failure for many different test cases. We
cannot fix failures, except by correcting faults; but we cannot find faults without witnessing the failures that they
cause.

One major goal of testing is to ensure that when a test plan is executed, a failure will be witnessed whenever a
fault is present. A second, equally important, goal is to isolate or characterize the fault so that it can be corrected.
Without any limitations on the nature of faults, neither of these can be accomplished. More realistic objectives are
to reveal the presence of, or perhaps characterize, restricted types of faults that may be present.

Suppose that the type of potential faults to be treated has been specified. When a fault is present, the first goal
requires that the test plan contain a test case whose execution results in failure. Once a failure is encountered, a
fault must be present. Because the (unknown) correspondence between faults and failures is many-to-many, further
test case executions are typically needed to characterize a fault, not just find a failure. Then the regime in which the
test plan is executed plays a substantial role. If the test plan can be adapted to alter future test cases when a failure
is encountered, testing is adaptive or sequential. When it is fixed, independent of the failure outcomes, testing is
nonadaptive or predetermined. We focus on nonadaptive testing but comment in places on the adaptive regime.

In order to make the ideas and the framework precise, we first explore simpler testing problems and outline their
combinatorial foundations. Then we develop the combinatorial testing framework that is widely used in software
interaction testing, and examine the combinatorial basis for fault characterization. Although much of the ensuing
discussion simply surveys relevant work, we focus particularly on probabilistic methods, not previously applied to
these problems, and their algorithmic consequences.

2 Main Effects

In order to develop the combinational characterization, we first explore some problems in which faults arise either
from a single factor, or from a single set of factors. The impact of a single factor is a main effect.

2.1 Combinatorial Group Testing

A simple scenario is useful to formalize some basic concepts. See [25] for a much more complete discussion.
Suppose that there are k items. Each may be defective (faulty) or not. A test case is a subset of the items; it results
in failure if and only if the test case contains a defective item. Hence test cases are “pools” of items.

A test plan to reveal the presence of a defective is remarkably simple: Form one pool containing all items, and
check for failure. If no failure arises, no item is defective; if a failure arises, at least one item is defective. This
idealized situation demonstrates clearly the difference between revealing the presence of a defective and finding
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the defective items, because for the test plan with one test case, failure gives no information about which items are
defective.

How can the defective items be found nonadaptively? When any number of items can be defective, there are 2k

possible sets of defective items. Each test case has two possible outcomes, so when N test cases are run there are
2N sets of outcomes possible. To characterize the set of defective items, then, it must happen that 2N ≥ 2k , that is
N ≥ k. Indeed in the absence of further information, there can be no better test plan than to test items individually.

Now suppose further that an a priori upper bound d on the number of defective items is known (or estimated).
Then there are

∑d
i=0

(k
i

)
possible sets of defective items, and a lower bound on the number N of test cases needed

is obtained from 2N ≥ ∑d
i=0

(k
i

)
. When d is small compared to k, this opens the possibility of using much fewer

than k test cases.
Combinatorial group testing is the study of test plans to find defectives in a population of k items when at most

d are defective. For a test plan to support recovery of a set of at most d defectives, the pattern of failures observed
must correspond to a unique set of at most d items. Let us make this precise. Index the test cases by {1, . . . , N }.
For each item x , let ρ(x) be the set of indices for the set of test cases in which x appears.

Provided that at most d defectives are present, we can recover the set of defectives D if and only if there is no
other set D′ of at most d defectives for which

ρ(D) :=
⋃

x∈D
ρ(x) =

⋃

x∈D′
ρ(x) =: ρ(D′).

Let D be a set containing k subsets of {1, . . . , N }. If for every D1 ⊆ D with |D1| ≤ d, and every D2 ⊆ D with
|D2| ≤ d,
⋃

D∈D1

D =
⋃

D∈D2

D ⇔ D1 = D2,

then D is a d-union-free family, where d represents subsets of size at most d. Representing each item x as the set
ρ(x), union-free families characterize what is required to find at most d defectives. Recovery is possible in principle
if and only if the sets of test case indices form a d-union-free family, and there are indeed at most d defective items.

We usually write the test cases as an N × k binary array with rows indexed by test cases and columns indexed
by items. Then the result is a d-separable matrix. The union-free condition can be translated to this matrix setting;
For every two sets C1,C2 of column indices, each of size at most d, there must be at least one row in which the
columns indexed by one contain at least one 1 entry while the columns indexed by the other contain only 0 entries.

An easy example arises when d = 1 and k = 2N −1. The columns of a 1-separable matrix are the binary vectors
of length N , omitting the all-zero vector. Then every item is tested, and no item appears in precisely the same test
cases as any other. Evidently N ≈ log k in this case, and hence a dramatic improvement on individual testing is
possible. The logarithmic relationship between the number of test cases needed and the number of items to be tested
extends to all fixed values of d, but naturally the constructions to achieve a logarithmic bound are not as simple as
when d = 1.

If there are more than d defective items, we may mistakenly identify a small set of defective items when the
failures actually result from a different set of more than d items. Because defective items always cause a pool
test to which they belong to fail, we can examine test cases that differentiate all sets of size at most d + 1 rather
than d. If there is a set D of at most d items and another set D′ of more than d items for which ρ(D) = ρ(D′),
adjoin any column index from D′\D to D to form D′′. Then D′′ contains one more column index than does D and
ρ(D) = ρ(D′′). When the tests are (d + 1)-separable, this cannot occur. Using a (d + 1)-separable matrix, we still
cannot guarantee to determine which items are defective when more than d are, but we can certify that more than
d are defective.

A second important issue is the complexity of characterizing the defective items. Given the set F of failing test
cases, there is a unique set D having at most d items for which ρ(D) = F . We are faced with the ‘inverse’ problem
of finding D given F . A basic strategy is to examine the test cases that do not fail. Each item participating in a
test that passes cannot be defective, and hence we can immediately classify a number of the items as certainly not
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defective. Those items that remain, however, may or may not be defective, and we appear to be forced into further
testing to determine which are. Instead we can strengthen the original test plan so that once items are determined
not to be defective as described, all that remain must be defective. Intuitively, every item that is not defective must
appear in at least one test containing no element of the set D of defectives. Let us make this precise. Let D be a set
containing k subsets of {1, . . . , N }. If for every D1 ⊆ D with |D1| = d, and every D ∈ D,

D ⊆
⋃

D∈D1

D ⇔ D ∈ D1,

then D is a d-cover-free family. When written as an N × k matrix, the result is a d-disjunct matrix. Equivalently,
an N × k binary matrix is d-disjunct if for every set D of d column indices and every column index x /∈ D, there is
at least one row in which column x contains a 1 but all columns in D contain 0. Then when D is indeed the set of
defectives, the required row is the proof that x is not. The simple recovery strategy of examining tests that do not
fail then efficiently determines precisely the set of defective items (when there are at most d of them).

Group testing is not widely used in software testing; the simplifying assumptions are too restrictive. Nevertheless
it lays a foundation for proceeding to more complicated systems. We consider one extension next.

2.2 Learning a One-Term Boolean Function

Nowwe treat a related problem, discussed in [8,23]. Suppose that there are k attributes; each is modeled by a logical
or boolean variable to indicate whether the attribute is present or absent. Among the 2k possible assignments of
attributes to an test, some have a positive outcome, some a negative one. As an example, in access control schemes,
certain combinations of attributes may enable access while others do not. The collection of all positive outcomes (or,
if preferred, negative ones) can be expressed as a boolean function of the variables using conjunction, disjunction,
and negation. Such a function is a type of classifier. A classifier can typically be written in many equivalent ways,
so we consider writing the formula as a disjunction of terms or clauses, in which each term is a conjunction of
literals, and each literal is a variable or a negated variable.

In computational learning theory, a central question is to learn the classifier function φ given evaluations of the
function for different attribute assignments. Again a test case assigns boolean values to each of the k attributes, and
a pass or fail outcome is observed. And as before, restrictions must be placed on the function φ in order to learn
the function in ‘few’ tests. When the classifier function involves only one term, in which no variable is negated, the
problem is one of combinatorial group testing. Provided that the term involves at most d variables, a test plan from
a d-separable matrix can find it in principle, and one from a d-disjunct matrix can find it efficiently. But this is a
very limited set of classifier functions.

If there is a single term that involves at most d literals, combinatorial group testing techniques do not suffice, for
now an item may impact the result through its absence rather than its presence. Nevertheless the idea is the same.
Call a term with � ≤ d literals a d-term. A d-term is an assignment of truth values to the � attributes, according to
whether the corresponding variable is negated or not.

Again form an N × k array in which the entries are each 0 (false) or 1 (true). A d-term is a selection of � ≤ d
column indices (c1, . . . , c�), and a value ei ∈ {0, 1} for each 1 ≤ i ≤ �. A row covers the d-term if there is some
row in which the entry in column ci is ei for each 1 ≤ i ≤ �. Indeed for each d-term D we can write ρ(D) to be
the set of row indices for rows in which D is covered.

When for some d-term D we have ρ(D) = ∅, the term D for the classifier cannot be revealed. Hence simply
discovering whether or not some d-term affects the classification, we must cover all of them. Again we make this
precise.

A d-universal matrix is an N × k array in which for every set {c1, . . . , cd} of distinct column indices and every
vector (e1, . . . , ed) ∈ {0, 1}d , there is at least one row in which column ci contains entry ei , for each 1 ≤ i ≤ d.
Although we are concerned with terms with � < d as well, each participates in 2d−� terms on d literals and hence
must also be covered. The strength of the matrix is the largest d for which it is d-universal. Universal matrices of
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strength d are necessary and sufficient to reveal the presence of at least one d-term in the classifier function, but as
before the presence of such a d-term does not ensure that we can characterize which term is involved. Despite the
much stronger requirements on universal matrices than on disjunct or separable ones, when d is fixed the growth
rate in the number of tests as a function of k continues to be O(log k). We revisit this later when we consider the
generalization to covering arrays.

Following the generalization from union-free to cover-free families (or separable to disjunct matrices), this
concern can again be addressed. Suppose that D is a d-term, D′ is a different term with any number of literals,
and ρ(D) = ρ(D′). If D 
= D′, they cannot have the same support (set of variables), so suppose without loss of
generality that there is a variable v in D′ but not D. Conjoin v to D as the negation of the literal in D′ to form a
(d + 1)-term D′′. A row that covers D′′ covers D but not D′. It follows that using the rows of a (d + 1)-universal
matrix as test cases, not only can the set ρ(D) of failures only be consistent with D, but D can be efficiently
recovered by ruling out all d-terms that are covered in passing tests.

When the support of the classifier function involves at most d variables, the function itself can nonetheless
involve many terms. The extension to handling all functions supported by at most d variables is immediate.

The extension to functions with more than one term is not straightforward. Although it remains true that any
d-term in the classifier function must result in a positive test, and therefore will be revealed if present, a universal
matrix of strength d or d + 1 can no longer guarantee to characterize or isolate it. We return to this issue later.

2.3 Compressive Sensing

A k-bit signal is transmitted over a binary communications channel. Our objective is to make measurements of
the channel as the communication is underway, and from the measurements to recover the intended transmission.
Although random noise occurs during transmission, we suppose that the noise is small compared to the signal, and
that error detection and correction incorporates sufficient redundancy to repair the (hopefully few) transmission
errors.As before, if each of the 2k signals availablemight be transmitted, ourmeasurementsmust differentiate among
them all. The idea of compressive sensing or compressive sampling is to determine measurement and recovery
strategies when the signal is known to have a sparse representation. If measurement is obtained by “pooling” bits in
the transmission and recording whether or not each pool contains a 1, this is a combinatorial group testing problem.
Compressive sensing adds the notion that measurement involves forming a linear combination of the entries in each
pool.

We begin by describing a specific framework. An admissible signal of dimension n is a vector in R
n which is

known a priori to be taken from a given set Φ ⊆ R
n . A measurement matrix A is a matrix from R

m×n . Sampling a
signal x ∈ R

n is computing the product Ax = b. Once sampled, recovery involves determining the unique signal
x ∈ Φ that satisfies Ax = b using only A and b. If Φ = R

n , recovery can be accomplished only if A has rank n,
and hence m ≥ n. However for more restrictive admissible sets Φ, recovery can sometimes be accomplished when
m < n. Given a measurement matrix A, define an equivalence relation ≡A so that for x, y ∈ R

n , we have x ≡A y if
and only if Ax = Ay. If, for every equivalence class P under ≡A, the set P ∩ Φ contains at most one signal, then
recovery is possible in principle. Because Ax = Ay ensures that A(x − y) = 0, this can be stated more simply.
The null space of A, N (A), is the set {x ∈ R

n : Ax = 0}. An equivalence class P of ≡A can be represented as
{x + y : y ∈ N (A)} for any x ∈ P . Hence recoverability is equivalent to requiring that, for every signal x ∈ Φ,
there is no y ∈ N (A)\{0} with x + y ∈ Φ.

To apply these observations, a reasonable a priori restriction on the signals to be sampled is identified, suitable
measurement matrices withm  n are formed, and a reasonably efficient computational strategy for recovering the
signal is provided. A signal is t-sparse if at most t of its n coordinates are nonzero. The recovery of t-sparse signals
is the topic of compressive sensing. An admissible set of signalsΦ has sparsity t when every signal inΦ is t-sparse.
An admissible set of signals Φ is t-sparsifiable if there is a full rank matrix B ∈ R

n×n for which {Bx : x ∈ Φ} has
sparsity t . We assume throughout that when the signals are sparsifiable, a change of basis B is applied so that the
admissible signals have sparsity t .
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A measurement matrix has (�0, t)-recoverability when it permits exact recovery of all t-sparse signals. A basic
problem is to design measurement matrices with (�0, t)-recoverability where m is small relative to n, but in such
a way that recovery can be accomplished efficiently. Suppose that matrix A has (�0, t)-recoverability. Then given
A and b, recovery of the signal x can be accomplished in principle by solving the �0-minimization problem
min{||x||0 : Ax = b}. This can be done exactly when the (�0, t)-null space condition holds: The null space
N (A)\{0} contains no (2t)-sparse vector. Recovery remains difficult, and the best available methods resort to an
enumerative strategy, essentially listing the possible supports of signals from fewest nonzero entries to most. For
each, reduce A and x to A′ and x′, respectively, by eliminating coordinates in the signal assumed to be zero.

Chen et al. [10,24] instead solve the �1-minimization problem min{||x||1 : Ax = b}, using standard linear
programming techniques. For this to be effective, it is necessary that for each t-sparse signal x, x is the unique
solution to min{||z||1 : Az = Ax}. This property is (�1, t)-recoverability. For y ∈ R

n and C ⊂ {1, . . . , n},
define y|C ∈ R

n to be the vector such that (y|C )γ = yγ if γ ∈ C and (y|C )γ = 0 otherwise. A necessary and
sufficient condition for (�1, t)-recoverability is: Whenever y ∈ N (A)\{0} and every C ⊂ {1, . . . , n} with |C | = t ,
||y|C ||1 < 1

2 ||y||1 (see [24,69]).
The contrast with the group testing and learning approaches arises from the measurement of real-valued factors

rather than binary factors; the measurement as a linear combination of main effects rather than as a union of them;
and the resulting recovery from real-valued measurements.

2.4 Statistical Design of Experiments

In compressive sensing applications, the signal x is often taken to be a sequence in {0, 1}n or {−1, 1}n , while the
measurement matrix contains arbitrary reals. Most often, statistical design of experiments [50] is concerned with the
magnitude of the entries in the ‘signal’, and hence recovers a linear model for a response in Rn using measurement
matrices (design matrices) with entries from a small finite set such as {0, 1} or {−1, 1}. When a factor has s levels,
the design matrix represents s − 1 of the factor’s levels as a column. When the columns of the design matrix are
indexed by the factors’ levels, the objective is to determine the effect of each factor on the response by producing
a linear model, a linear combination of factor levels. If the design matrix has fewer rows than columns, it must
happen that some column C (factor’s level) can be written as a linear combination of other columns C. When this
occurs,C is confounded with C, and any effect ofC can equally well be attributed to C. In general, the alias structure
of a design matrix for main effects contains all pairs of distinct sets of column indices {(C, C′) : a nonzero linear
combination of columns in C is equal to a (possibly different) linear combination of columns in C′}.

The alias structure can only be empty when the design matrix has row rank equal to its number of columns, and
hence the determination of a linearmodel requires a number of tests at least equal to the number of factor levelsminus
the number of factors. When equal, the design is saturated. Given a priori information on the maximum number t
of factor levels that can affect the response, if a set of t or fewer columns is aliased with a set of t + 1 or more, only
the former can be the cause of the effect on the response. Hence the alias structure can be simplified by removing
all pairs of sets in which one has more than t column indices. Supersaturated designs [13] address this situation,
and employ a number of tests that is in general insufficient to estimate all main effects. The machinery of (�0, t)-
recoverability from compressive sensing could be brought to bear here; in the design of experiments literature, more
often experimenters attempt to select design matrices which perform well according various alphabet optimality
measures [38].

When building statistical models, a further option arises. One can consider the set of all possible linear models
and select among them; this is done using the search linear model [30]. We do not explore this here, because it
focuses on measurement rather than on fault location.

2.5 Towards Interactions

Each of the approaches outlined so far is concerned with the detection of the significance of choosing a level for a
factor on a response. For fault characterization, each informs us concerning the effect of the failure of one factor’s
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level on faults in response to those. The methods vary in terms of what type of response can arise and what type
of measurement can be done. But their differences are few in comparison with their similarities. In each case, the
observation that few factor levels are significant is used to reduce the number of measurements taken. And in each
the objective is to characterize the response, i.e., to determine exactly which factor levels are implicated.

We have treated these situations first, because they concern the simplest case in which factor levels do not interact
significantly. However, fault characterization for large software systems must address interactions. Of the methods
discussed so far, only statistical design of experiments makes a serious attempt to treat interactions. In that setting,
the following are often observed:

Effect Hierarchy Lower strength interactions tend to have larger effects on the response than do higher strength
ones.

Effect Heredity When an interaction of strength t has a significant effect on the response, weak effect heredity
states that at least one lower strength interaction contained in it also tends to a significant effect while strong effect
heredity says that all tend to.

Effect Sparsity The number of interactions having a significant effect on the response tends to be relatively small.

None of these is a hard and fast rule, and none tells us the strength of testing that might be needed. They indicate,
however, that in the absence of specific knowledge about the system, testing should focus on failures that result
from faults caused by interactions of small strength.

3 Combinatorial Coverage and Covering Arrays

To see the result of an interaction that may cause a failure, some test must include it. Indeed when the presence of a
specific interaction in a test ensures a failure, our first task simply asks that each interaction of interest appear in at
least one test. This is the province of combinatorial testing [32,34,40,41,54]. This provides an economical means
to determine whether the system has any interaction of choices resulting in a failure.

We develop a formal combinatorial framework. There are k factors F1, . . . , Fk . Each factor Fi has a set of
si possible values (levels) Si = {vi1, . . . , visi }. A test is an assignment of a level from Si to Fi for each i with
1 ≤ i ≤ k. A test, when executed, can pass or fail. For any t-subset I ⊆ {1, . . . , k} and levels νi ∈ Si for i ∈ I , the
set {(i, νi ) : i ∈ I } is a t-way interaction, or an interaction of strength t . Thus a test on k factors contains (covers)(k
t

)
interactions of strength t . A test suite is a collection of tests; the outcomes are the corresponding set of pass/fail

results.
Let A = (arc) be an N × k array in which the entries in the i th column are from Si . A t-way interaction

{(ci , νi ) : 1 ≤ i ≤ t, νi ∈ Sci } is covered in row r of A if arci = νi for 1 ≤ i ≤ t . For an interaction T , the set
ρA(T ) is the set of row indices for rows in which T is covered. For a set T of interactions, ρA(T ) = ∪T∈T ρA(T ).

Let It be the set of all t-way interactions for an array, and let It be the set of all t-way interactions of strength
at most t . Consider a t-way interaction T ∈ It of strength less than t . Any t-way interaction T ′ of strength t that
contains T necessarily has ρ(A, T ′) ⊆ ρ(A, T ). A subset T ′ of interactions in It is independent if there do not
exist T, T ′ ∈ T ′ with T ⊆ T ′.

An array A is a covering array for a set T of interactions when, for every T ∈ T , we have ρA(T ) 
= ∅; see Table 1.
It is a mixed covering array when factors may have different numbers of levels, and uniform when all factors have
the same number. The notationMCA(N ; t, k, (s1, . . . , sk)) is used when there are k factors having s1, . . . , sk levels,
and all t-way interactions are covered in N tests cases. The simpler notation CA(N ; t, k, v) is used when all factors
have v levels.

Table 1 Covering arrays
MCA(N ; t, k, (s1, . . . , sk)) ρA(T ) 
= ∅ for all T ∈ It
CA(N ; t, k, v) ρA(T ) 
= ∅ for all T ∈ It and v = s1 = · · · = sk
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Based on classification of real systems [44,45] and subsequent research, coverage typically focuses on t-way
interactions with t ≤ 6 (an effect hierarchy is empirically observed in the systems considered). Covering all
interactions of interest is desired; often covering most but not all can be effective [43]. Using covering arrays as test
suites is intended to reveal the presence or absence of failures, and hence the presence or absence of faults. There
is a very large literature on the construction and existence of covering arrays; here we focus on their uses in finding
faults.

3.1 Rate of Fault Detection

Given a number of factors k, a number of levels v for each factor, and a strength t , the minimum size problem asks
for the smallest N for which a CA(N ; t, k, v) exists. This question has been the focus of most of the literature
on covering arrays. Consider the application in the determining the presence or absence of interaction faults (see
[12,42], for example). Naturally we hope that all tests will be run, and none will reveal a fault. However, if there is
a fault, and the tests of the array are run sequentially (i.e., executing the test corresponding to the first row, then the
second, and so on), the first test in which a failure is encountered enables us to certify the software as faulty, and to
attribute the failure to one or more of the interactions covered in this test. Let us suppose that we have no a priori
information about which t-way interaction might be faulty, if any. Then the natural objective is to ensure that, after
running the i th test, we have covered the largest number of t-way interactions that any collection of i tests could
cover. The best we might hope for is that this holds for every number i of tests run, until all t-way interactions are
covered.

In order to measure the goodness of a test suite at detecting a fault early, let T be the set of all t-way interactions.
For every t-way interaction T ∈ T , compute the index φ(T ) of the first row of the test suite that covers T . If T is the
only faulty interaction, exactly φ(T ) tests are executed in order to detect the presence of a fault. Therefore if every
t-way interaction is equally likely to be the faulty one, the expected time to detect the fault is

∑
T∈T φ(T ) divided

by the total number of t-way interactions. Denote by Λ(t, (v1, . . . , vk)) the number of t-way interactions to cover
for a test suite of strength t , having k factors with vi levels for 1 ≤ i ≤ k. Then a simple recursion can be used to
compute this number:Λ(t, (v1, . . . , vk)) = 0 if t > k; 1 if t = 0; and v1Λ(t−1, (v2, . . . , vk))+Λ(t, (v2, . . . , vk))
otherwise.

The sum
∑

T∈T φ(T ) can also be calculated more directly. For each test Si , 1 ≤ i ≤ N , compute the number
τi of t-way interactions that are covered by Si but not covered by S j for any 1 ≤ j < i . Then there are exactly
τi t-way interactions T for which φ(T ) = i . Let ui = ∑N

�=i τ�, so that ui is the number of interactions that are
covered in a test numbered i or larger (that is, the number of uncovered interactions before executing the i th test).
Because the total number of t-way interactions is Λ(t, (v1, . . . , vk)), we obtain an explicit formula for the expected
time to fault detection, when there is exactly one fault to be found:

∑N
i=1 iτi

Λ(t, (v1, . . . , vk))
=

∑N
i=1 ui

Λ(t, (v1, . . . , vk))
(1)

The denominator in this ratio is independent of the particular test suite chosen, as is
∑N

i=1 τi = Λ(t, (v1, . . . , vk)).
Therefore to reduce expected time to fault detection, the only opportunity is to cover more interactions earlier in
the test suite; hence we want ‘early coverage’.

When there are multiple faults, one could ask for the time to find the first, or the time to find all. In our context,
finding the first is the more natural extension. This can again be easily calculated. If there are s faulty interactions
and we have no a priori information about their location, the expected number of tests to detect the presence of a
fault is

Φs =
∑N

i=1

(ui
s

)

(
Λ(t,(v1,...,vk ))

s

) (2)
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When no faults are detected during the test execution of a CA(N ; t, k, v) all N = Φ0 tests are run; when s are
present, one expects to run Φs to find evidence of at least one fault. In the literature, certifying the presence of a
fault and certifying the absence of one are treated as two sides of the same coin. However, Bryce and Colbourn
[6] showed that for certain parameters, no CA(N ; t, k, v) minimizes both Φ0 and Φ1. See also [7] for methods to
improve the rate of fault detection, and [57] for methods that incorporate constraints.

Arguably, covering arrays are directed at certifying the absence of faults, not their presence, because they are
optimized for the situations in which all tests are run. Hence comparisons of the ability of combinatorial test suites
that cover all interactions with testing methods that are designed to reveal faults early (see, e.g., [3,59]) may not be
using the most appropriate combinatorial test suites.

We are primarily concerned with the use of combinatorial testing to characterize the faults, not just to tell us when
at least one is present. Consider the small test suite in Table 2, based on a CA(6; 2, 5, 2); tests are run sequentially
until a failure is found, with the result shown.

Which interaction can cause the fault? Because a covering array of strength two has been employed, we seek an
explanation using 1-way or 2-way interactions. If an interaction fault always results in a test failure for a test that
covers the interaction, then we can be sure that no 1-way interaction fault is present, because each appears in at
least one of the first three passing tests. Test 4 contains

(5
2

) = 10 2-way interactions; of these, two appear in at least
one of the first three passing tests and cannot be faulty. So there are eight possible 2-way interactions that could
cause the failure, and there is no information about which of them are faulty.

Testing is often divided into operational testing in which the presence or absence of faults is explored, and
debug testing in which the fault is characterized and corrected [28,33]. In this setting, combinatorial testing using
covering arrays addresses the operational testing, but typically makes no effort to isolate potential faults beyond
their presence in a failing test.

3.2 Restricting the Possible Faults

Further information can be obtained by executing all tests even after a failure is detected. We give an example next.
For the CA(6;2,5,2) in Table 3, a response for each test is listed in the adjacent column.

Can we explain these responses? First, we try to locate faults due to main effects (one-way interactions). The
second test passes, so all (factor, level) pairs in it are known not to be faulty. Therefore in Table 4a, that considers
only the second test, when factor 1 is set to one, the run is not faulty. Similarly, for factors 2, 3, 4, and 5 set to zero,

Table 2 Test suite and
responses

Factors
1 2 3 4 5 Response

Tests

1 0 1 1 1 1 Pass
2 1 0 1 0 0 Pass
3 0 1 0 0 0 Pass
4 1 0 0 1 1 Fail
5 0 0 0 0 1 –
6 1 1 0 1 0 –

Table 3 Covering array
and responses

Factors
1 2 3 4 5 Response

Tests

1 0 1 1 1 1 Fail
2 1 0 1 0 0 Pass
3 0 1 0 0 0 Fail
4 1 0 0 1 1 Pass
5 0 0 0 0 1 Pass
6 1 1 0 1 0 Pass
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Table 4 Locating faults
due to main effects

(a) Test 2 (b) All Successful Tests

Factors 0 1 Factors 0 1
1 � 1 � �
2 � 2 � �
3 � 3 � �
4 � 4 � �
5 � 5 � �

Table 5 Locating faults
due to 2-way interactions

(a) Test 2 (b) All Successful Tests
Factors 00 01 10 11 Factors 00 01 10 11

1, 2 � 1, 2 � {1,3} � �
1, 3 � 1, 3 � {1} � �
1, 4 � 1, 4 � {1} � �
1, 5 � 1, 5 {3} � � �
2, 3 � 2, 3 � � � {1}
2, 4 � 2, 4 � � {3} �
2, 5 � 2, 5 � � � {1}
3, 4 � 3, 4 � � � {1}
3, 5 � 3, 5 � � � {1}
4, 5 � 4, 5 � � � �

one, zero, and zero, respectively. This is indicated by a check-mark (�). Repeating for each one-way interaction
for each successful test, no single (factor, level) error accounts for the faults; see Table 4b.

Therefore, to explain the responses we turn to 2-way interactions. Because the second test passes, all 2-way
interactions in it are known not to be faulty; Table 5a records the results. Repeating for each 2-way interaction in a
test that passes, those interactions not found to pass in this way in Table 5b form a set of candidate faults. In this
example, there are nine interactions in the set of candidate faults. In Table 5b, these are indicated by giving the
indices of the subset of the failed tests in which the interaction is covered. The 2-way interaction T = {(1, 0), (2, 1)}
has ρ(T ) = {1, 3}, and it is the only 2-way interaction T for which this holds. Hence if there is a single fault, it
must be {(1, 0), (2, 1)}, and we have located the fault.

Our success for one response is not sufficient, however. If only run 1 fails, because ρ({(1, 0), (3, 1)}) = {1} =
ρ({(2, 1), (3, 1)}), there are at least two equally plausible explanations using only a single two-way interaction.

Nevertheless, testing with covering arrays can reduce the set of interactions that might be faulty. See [41] for
further discussion of this. See also [9,29,67] for more sophisticated uses of covering arrays to learn a model of the
faulty interactions, including in the presence of intermittent and masked faults.

3.3 Coverage is Not Enough

Although covering arrays can reveal the presence of faults, they necessitate a second round of (debug) testing to
characterize the faults. Naturally, this is a reasonable testing methodology when the location of the potential faults
can be sufficiently restricted. As we have seen, however, if the objective is to find a failure, attribute it to a small
candidate set of interaction faults, and pursue further testing on these, it not at all clear that a covering array is the
“right kind” of test suite. Indeed the expected time to fault detection is a more informative metric than is the size of
the test suite, and these are different.

We develop the combinatorial requirements for determining which interactions are faulty, without the need for
a second round of testing.
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4 Locating and Detecting Arrays

In order to see that an interaction T causes a fault, a test suite A must have ρA(T ) 
= ∅. In other words, A must
be a covering array because coverage is necessary. But we have seen that coverage is not enough to find faulty
interactions without further testing. We turn to combinatorial group testing, computational learning, compressive
sensing, and the design of experiments to understand how they avoid further testing.

The statistical design of experiments targets interactions among factors, and in that sense most closely matches
our objectives here. Its focus on measurement of the effects on a numerical response is quite different than ours,
however. Because we are primarily concerned with pass/fail outcomes, we are not interested in separating the effects
of two interactions that both cause faults. Rather we seek the identity of the faulty interactions. In this sense, fault
characterization bears more similarities with combinatorial group testing, computational learning, and compressive
sensing.

Each can be viewed as finding one t-way interaction, or as finding t 1-way interactions, but as currently developed
do not find multiple interactions each of strength more than one. Hence they do not address our question directly,
but they provide the conceptual framework.

In each case, a suite A of tests is executed and responses are collected, which may be pass/fail or insignifi-
cant/significant. A set F of test indices specifies the failing responses. The goal in each case is to determine the
defective or significant items by determining which sets could yield the failing responses F . The statistical design
of experiments extends this to determine not just the items (1-way interactions) but also higher strength interactions.

Although the details differ, the conceptual basis for combinatorial fault characterization is the same as in these
better studied topics. We develop a combinatorial basis for fault characterization next.

4.1 The Combinatorial Basis for Fault Characterization

Here we follow the presentation in [20]. Imagine that there is a set T of faulty interactions. Testing using array A
we observe that ρA(T ) is the set of failing tests, and we wish to recover (characterize) T . Suppose that faults, if
present, are caused by interactions of strength at most t (an effect hierarchy assumption). Even when interactions
causing faults are independent, it may not be possible to uniquely determine T given ρA(T ). For example, if factor
Fi has levels vi1, . . . , visi and each of {(Fi , vi j ) : 1 ≤ j ≤ si } causes a fault, then all tests fail, and there is no way
to determine which interactions cause faults. Moreover, there are

τ = 1 +
∑

0<i1<···<it<k

⎡

⎣
t∏

j=1

si j − 1

⎤

⎦

mutually independent t-way interactions. If any set of t-way interactions can be the causes of the faults, one would
need to distinguish among all 2τ possible sets, requiring at least τ tests. In this case, we encounter again the need
for a number of tests linearly related to the number of interactions, as for standard statistical design of experiments.
At first, this suggests that a substantial reduction in the number of tests requires one to abandon the determination
of the interactions causing faults. If we suppose, however, that d interactions cause faults and want to determine
which, then we need only distinguish among

(
τ
d

)
sets, not 2τ . To formulate arrays for testing, we therefore assume

limits on both the number of interactions causing faults and their strengths. Of course, we must presume not just
effect hierarchy and heredity to limit the strengths of interactions considered, but also the sparsity of effects to limit
the number of interactions to be found.

As in [19], this leads to a variety of arrays A for testing a system with N tests and k factors having (s1, . . . , sk)
as the numbers of levels, defined in Table 6. Each variant specifies the number and strength of the interactions
considered. In the notation, d specifies an exact value for the number, while d specifies an upper bound of d;
similarly t specifies an exact value for the strength, while t specifies an upper bound of t . When all factors have the
same number of levels v, we can replace (s1, . . . , sk) with v in the notation.
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Table 6 Arrays for determining faults

Locating arrays

(d, t)-LA(N ; k, (s1, . . . , sk)) ρA(T1) = ρA(T2) ⇔ T1 = T2 whenever T1, T2 ⊆ It , |T1| = d, and |T2| = d

(d, t)-LA(N ; k, (s1, . . . , sk)) ρA(T1) = ρA(T2) ⇔ T1 = T2 whenever T1, T2 ⊆ It , |T1| ≤ d, and |T2| ≤ d

(d, t)-LA(N ; k, (s1, . . . , sk)) ρA(T1) = ρA(T2) ⇔ T1 = T2 whenever T1, T2 ⊆ It , |T1| = d, |T2| = d, and T1 and T2
are independent

(d, t)-LA(N ; k, (s1, . . . , sk)) ρA(T1) = ρA(T2) ⇔ T1 = T2 whenever T1, T2 ⊆ It , |T1| ≤ d, |T2| ≤ d, and T1 and T2
are independent

Detecting arrays

(d, t)-DA(N ; k, (s1, . . . , sk)) ρA(T ) ⊆ ρA(T ) ⇔ T ∈ T whenever T ∈ It , T ⊆ It , and |T | ≤ d

(d, t)-DA(N ; k, (s1, . . . , sk)) ρA(T ) ⊆ ρA(T ) ⇔ T ∈ T whenever T ∈ It , T ⊆ It , |T | ≤ d, and T ∪ {T } is
independent

The definition for a locating array captures the statement that when there are few faulty interactions and each
has small strength, every set of failing responses can have at most one corresponding set of faulty interactions.
Indeed using a locating array A ensures that there is at most one T for which ρA(T ) is a specified set of failed tests,
assuming that the permitted number of interactions each having the permitted strength are faulty. How does one
recover T from ρA(T )? As before, observe that every interaction appearing in a test that passes cannot be faulty.
Although many (typically most) interactions are determined not to cause faults in this way, it may nevertheless
happen that the effect of an interaction T remains undetected in the presence of a set T of faulty interactions. This
happens precisely when ρA(T ) ⊆ ρA(T ) but T /∈ T .

This leads to a variant of locating arrays, the detecting arrays. Combinatorial group testing provides the guide to
understanding what is needed. The sets of rows in which collections T appear in a locating array forms a union-free
family. We saw earlier that to recover defective items efficiently, one imposes a stronger cover-free requirement on
the sets. This is precisely what has been done to define detecting arrays. Using detecting arrays, faulty interactions
can be found by simply listing all interactions that appear only within failed tests. Hence they ensure efficient
determination of faulty interactions.

We argue that locating and detecting arrays properly belong to combinatorial testing. Indeed they are covering
arrays, but they provide information about the location of faults, not just their presence. Despite their fault location
capability, as for covering arrays the number of tests grows logarithmically in the number of factors when the
strength and the maximum number of levels are fixed; for locating and detecting arrays, one needs to assume in
addition that the number of faulty interactions is fixed to obtain the logarithmic growth [19]. One might therefore
expect that they have been extensively studied, in the same way as covering arrays.

Despite this expectation, the literature on detecting and locating arrays is in its beginning stages. Martínez et
al. [48] develop adaptive analogues and establish feasibility conditions for a locating array to exist. In [62,65] the
minimum number of rows in a locating array is determined when the number of factors is quite small. In [17]
the minimum number of rows for (1, 1)-, (1, 1)-, (1, 1)-, and (1, 1)-locating arrays is determined precisely when
all factors have the same number of levels. In [46,49] partial results are given for (1, 1)-detecting arrays (there
called “Sperner partition systems”). In [19] a construction for locating arrays from higher strength covering arrays
is provided. In [16] three recursive constructions for locating arrays of strength two are developed, patterned on
recursive constructions for covering arrays.

We expect that locating and detecting arrays can serve as a bridge between combinatorial testing and the statistical
design of experiments. Themeasurement of an interaction depends upon how it is confoundedwith other interactions
[50], while observing the effect of the interaction at all depends on its coverage. Locating and detecting arrays
ensure coverage; they also ensure that no two interactions are completely confounded. Hence they address both
combinatorial and statistical objectives. It appears natural to strengthen this bridge, by exploiting combinatorial
properties of experimental designs in refining the goals of combinatorial testing.
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4.2 Probabilistic Methods

Natural methods to analyze and construct locating and detecting arrays use probabilistic arguments and randomized
algorithms. Here we focus on the case of (2, 2)-detecting arrays in order to develop the ideas. Suppose that an N ×k
array on v symbols is chosen, each entry uniformly at random. What is the probability that it is (2, 2)-detecting?

There are τ = (k
2

)
v2 2-way interactions. Hence there are π = (

τ
2

)
pairs of (distinct) 2-way interactions. In order

to be (2, 2)-detecting, for every set T containing two 2-way interactions, and each of the τ − 2 2-way interactions
T /∈ T , at least one row must cover T but neither interaction in T . Call (T , T ) an event, and say that it is good
when some row provides covers T but neither member of T , and bad when no row does.

Naturally we are interested in the probability that there is no bad event. To determine this, we first group the
events according to the distributions of columns and symbols in the pair T of the event, defining classes as follows.

1. T involves four different columns.
2. T involves three different columns, with the same symbol in the unique column appearing twice.
3. T involves three different columns, with different symbols in the unique column appearing twice.
4. T involves two different columns, with different symbols in both columns.
5. T involves two different columns, with different symbols in one of the columns, but the same symbol in the

other.

Each of the five classes can be further partitioned according to the placement of T with respect to the class of T .
Two events (T1, T1) and (T2, T2) have the same pattern exactly when there is a permutation of the columns and
permutations of the symbols in each column, mapping one to the other. When events have the same pattern, they
are in the same class, so patterns refine classes.

For each pattern, we determine how many events have this pattern, and the probability that an event with this
pattern is good in a single row whose entries are chosen uniformly at random. To illustrate this, consider the pattern

By convention, the different columns of the diagram represent different columns of the array. Different nodes
within a column indicate different symbols appearing in that column. The class is indicated by the two solid lines;
in this case the event and pattern have class 3. The dashed line indicates the 2-way interaction T .

How many events have this pattern? First calculate the number of ways to choose the two 2-way interactions in
T so that they have class 3. This is n3 = 3

(k
3

)
v3(v −1). For each choice T of class 3, in order to obtain the specified

pattern, we choose one more of the (k − 3) remaining columns, and any of the v symbols in that column; then form
pair T by including the already chosen symbol, either from the first or the third column. It follows that the number
of events with this pattern is 2n3(k − 3)v.

Let the goodness of a pattern be the probability that an event of this pattern is good in a single row. What is the
goodness for an event of our chosen pattern? The 2-way interaction indicated by the dashed line is covered with
probability 1

v2
, but we must ensure that neither 2-way interaction corresponding to the solid lines is also covered.

In the second column, v − 2 symbols lead to a good event, and one leads to a bad event; for the last, we consider
the selection in the first column. Then v − 1 choices in the first column lead to a good event, and one is bad. Hence
the goodness is 1

v2
( v−2

v
+ v−1

v2
) = v2−v−1

v4
.

These computations can be done for each pattern of each of the five classes, as shown in Tables 7, 8, 9, 10, and
11. In the table for class i , first the set T for class i is depicted, and a count ni of ways that class i arises is given.
Then all patterns for this class are depicted, along with the number of events for this pattern, and its goodness.

The counts for classes can be verified in part by noting that n1 + n2 + n3 + n4 + n5 = π = (
τ
2

)
. Numbers of

events for patterns of class i can be verified in part, for each 1 ≤ i ≤ 5, by noting that the numbers of events sum
to ni (τ − 2) = ni (

(k
2

)
v2 − 2).

The goodness values can be verified using the diagrams. It is striking that goodness varies substantially among
events. When v = 2, many have the largest goodness 1

4 ; however, some have goodness 2−2
23

= 0, and hence cannot
be a good event. Indeed when v = 2, no (2, 2)-detecting array can exist [19,48], so there must be such events that
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Table 7 Patterns of class 1 tnuoCssalC
n1 = 3 k

4

)
v4

ssendooGstnevE#nrettaP
n1

k−4
2

)
v2 ((v−1)2)2

v6

4n1(k − 4)v (v2−1)(v−1)
v5

4n1(k − 4)v(v − 1) v2−1
v4

2n1(v − 1)2 v2−1
v4

4n1(v − 1) v2−1
v4

4n1
(v−1)2

v4

8n1(v − 1) v−1
v3

4n1(v − 1)2 1
v2

all n1( k
2 v2 − 2)

Table 8 Patterns of class 2 tnuoCssalC
n2 = 3 k

3

)
v3

ssendooGstnevE#nrettaP
n2

k−3
2

)
v2 v3−2v+1

v5

2n2(k − 3)v v−1
v3

2n2(k − 3)v(v − 1) v2−1
v4

n2(k − 3)v (v−1)2

v4

n2(k − 3)v(v − 1) 1
v2

n2(v − 1)2 1
v2

2n2(v − 1) v−1
v3

n2
v−1
v3

2n2(v − 1)2 1
v2

2n2(v − 1) v−1
v3

2n2(v − 1) 1
v2

all n2( k
2 v2 − 2)

cannot be good. When v ≥ 3, every event has positive goodness. When v = 3, goodness values range from 16
729 to

1
9 .

This classification can be carried out for any of the variants of locating or detecting arrays, in order to determine
a set of patterns of events, with a number of occurrences and goodness for each. In general, suppose that there are
m patterns, with numbers of occurrences r1(k), . . . , rm(k) and goodness values g1. . . . , gm . (When v is fixed, each
number of events is a function of k.) When N rows are chosen at random, the expected number of bad events is

Bv,k,N :=
m∑

i=1

ri (k) × (1 − gi )
N

Using standard probabilistic arguments [2], when this expectation is less than 1, an array having no bad events
must exist. Unlike the application to covering arrays, the different goodness values complicate a general analysis.
Nevertheless for any type of locating or detecting array with a specified number of symbols, the expectation bound
given yields a lower bound on k as a function of N , or an upper bound on N as a function of k, sufficient to ensure
the existence of an array of the desired type. In each case for which all goodness values are positive, N is �(log k).
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Table 9 Patterns of class 3 tnuoCssalC
n3 = 3 k

3

)
v3(v − 1)

ssendooGstnevE#nrettaP
n3

k−3
2

)
v2 v3−2v

v5

2n3(k − 3)v v2−v−1
v4

2n3(k − 3)v(v − 1) v2−1
v4

2n3(k − 3)v v−1
v3

n3(k − 3)v(v − 2) 1
v2

n3(v − 1)2 1
v2

2n3(v − 1) v−1
v3

n3
v−2
v3

2n3(v − 1) 1
v2

2n3(v − 2) 1
v2

2n3
v−1
v3

2n3(v − 1) v−1
v3

2n3(v − 1)(v − 2) 1
v2

all n3( k
2

)
v2 − 2)

Table 10 Patterns of class 4 tnuoCssalC
n4 = 1

4k(k − 1)v2(v − 1)2

ssendooGstnevE#nrettaP
n4

k−2
2

)
v2 v2−2

v4

4n4(k − 2)v v−1
v3

2n4(k − 2)v(v − 2) 1
v2

n4(v − 2)2 1
v2

4n4(v − 2) 1
v2

2n4
1
v2

all n4( k
2

)
v2 − 2)
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Table 11 Patterns of class 5 tnuoCssalC
n5 = 1

2k(k − 1)v2(v − 1)

ssendooGstnevE#nrettaP
n5

k−2
2

)
v2 v2−2

v4

2n5(k − 2)v v−1
v3

n5(k − 2)v v−2
v3

n5(k − 2)v(v − 1) 1
v2

n5(k − 2)v(v − 2) 1
v2

n5(v − 2) 1
v2

2n5(v − 1) 1
v2

n5(v − 1)(v − 2) 1
v2

all n5( k
2

)
v2 − 2)

Fig. 1 Genuine, uniform,
and discrete bounds: (2,
2)-detecting arrays, v = 3

For (2, 2)-detecting arrays, asymptotically all events (as k → ∞) have the lowest goodness value. Rather than
using the genuine goodness values, a uniform bound is obtained by treating all goodness values as equal to the
lowest.

One can improve the bound by choosing one row at a time, ensuring for each row selection that the number of
bad events does not exceed the expectation for a random array with this number of rows; this strategy is developed
for covering arrays in [5,14]. We treat this using uniform goodness values. The key observation is that, after each
row is selected, although the expected number of bad events may be fractional, the actual number is an integer.
Replacing the fractional expectation by its integer floor after each row is selected may reduce the number of rows
used. We call this the discrete bound.

In Fig. 1 we compare the genuine, uniform and discrete bounds for (2, 2)-detecting arrays with v = 3. Shown
vertically is the number of rows. Horizontally, graphs are indexed by the natural logarithm of the number of
columns. The uniform bound yields the largest number of rows; the genuine bound, although somewhat better when
the number of columns is quite small, appears to converge quickly to the uniform bound. On the other hand, except
when the number of columns is very small, the discrete bound yields a substantial improvement throughout this
range, despite using pessimistic goodness values. (Although in Fig. 1 the bounds appear to be ‘close’, in the range
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Fig. 2 Uniform, discrete,
and LLL bounds: (2,
2)-detecting arrays, v = 3

Fig. 3 Uniform and
discrete: the effect of
oversampling

examined the discrete bound yields nearly twice as many columns as the uniform bound for the same number of
rows.)

When applied to covering arrays, these techniques can be improved upon by using the symmetric version of
the Lovász Local Lemma (LLL) [18,27,31,58]. Because goodness values vary when considering locating and
detecting arrays, the symmetric version of LLL does not apply for the genuine goodness values. However, each
event nonetheless has limited dependence on other events, and the asymmetric version of LLL [2,26] does apply.
Moreover, the symmetric version of LLL does apply when using the uniform goodness values. The technical details
are involved, but standard, so we omit them here. In Fig. 2 we compare the LLL bound with the uniform and discrete
bounds, again for (2, 2)-locating arrays with v = 3. For few columns, the discrete bound yields fewer rows than the
uniform bound, which in turn yields fewer than LLL. However, the LLL bound overtakes both, yielding the fewest
rows for larger numbers of columns.

Finally we discuss a bound based on oversampling (as in [18]; also called post-processing [4]). Consider Bv,κ,N ,
the expected number of bad events when N rows are chosen on κ columns. There is some array with at most
�Bv,κ,N � bad events. Naturally if �Bv,κ,N � ≥ 1, no guarantee that an array of the desired type exists having κ

columns. Nevertheless, for each bad event (T , T ) we can remove one of the columns of T to avoid the bad event.
Hence there must be an array of the desired type having N rows and max(0, κ − �Bv,κ,N �) columns. Indeed to get
k columns we can determine whether there exists a κ ≥ k so that �Bv,κ,N � ≤ κ − k; when there is, we must have
an array of the desired type with at least k columns. This oversampling strategy can be applied in conjunction with
any of the genuine, uniform, or discrete bounds. In Fig. 3 we show the improvements obtained by oversampling for
the uniform and discrete bounds.



446 C. J. Colbourn, V. R. Syrotiuk

Fig. 4 Uniform and
discrete bounds with
oversampling versus the
LLL bound

While oversampling has a more dramatic effect on the uniform bound, it also makes a useful improvement to
the more accurate discrete bound. Oversampling does not appear to apply directly to the LLL bounds, because the
Lovász Local Lemma does not bound the number of bad events (except when it is zero).

Therefore it is of interest to compare the LLL bound with those obtained from oversampling. This is done in
Fig. 4. In this range, LLL is consistently outperformed by both the uniform and the discrete bounds with oversam-
pling. Perhaps more surprising is that, although the discrete bound is initially much better than the uniform one,
they appear to converge as k increases. One explanation is that the discrete bound makes most improvements when
the expected number of bad events is small; oversampling, rather than examining arrays with very few bad events,
instead removes columns. This reduces the relative advantages of discrete over uniform.

4.3 Computational Methods

It can safely be said that at the present time, producing a locating or detecting array with few tests for a specific
set of parameters is challenging, and is the subject of current research. Few testing problems have so far employed
locating and detecting arrays [1,21,60].

For covering arrays, AETG [14] popularized techniques that add one test at a time, greedily selecting a test to
(attempt to) maximize the number of newly covered interactions; such methods can lead to a number of tests that is
logarithmic in the number of factors [5]. The adaptation of such methods to locating arrays use the Discrete bound,
applying efficient derandomization of the techniques of Stein [63], Lovász [47], and Johnson [37] Preliminary
results using this strategy are reported in [61]. The LLL bound can also be derandomized using the techniques of
Moser and Tardos [51]; again, preliminary results are given in [61].

For large systems, one-test-at-a-time methods involve tracking a very large number of interactions. For this
reason, one-factor-at-a-time methods have been widely used. IPO [64] introduced such methods, which form the
basis of the ACTS system (see [41]). Again here, vertical and horizontal growth would need to address coverage in
differing sets of tests. The issue is (perhaps) complicated by the introduction of new interactions as new factors are
added; if information about the tests in which all interactions appear must be maintained, then the storage advantage
over the one-test-at-a-time method disappears. Can this be overcome?

In [53] a technique is developed for reducing the number of tests in an existing covering array by exploiting
redundancy in the coverage.Anaive application of this approach to locating arrays results in failure to distinguish sets
of tests in which interactions appear, and hence the post-optimization method as it stands is ineffective for locating
arrays. Nevertheless local modifications of a locating array can sometimes be made so as to ensure that a test
becomes unnecessary. What is needed is not only a strategy for finding such modifications, but also a demonstration
that they work in practice (if indeed they do).
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When more extensive computation is possible, metaheuristic search techniques such as simulated annealing (for
example, [66]) have proved to be very effective for covering arrays. Their adaptation for locating and detecting
arrays appears to be relatively straightforward; the primary issue is how to measure the proximity of an array to
the locating array desired, because the array may fail for lack of coverage, or because of the inability to distinguish
interactions. We expect that simulated annealing can address these concerns well. Related efforts on metaheuristic
search for (1, 2)-locating arrays appears in [39,52]. See also [70].

5 Diversity

We have seen that in order to locate significant interactions, it is not sufficient to cover them (although it is
necessary). The sets of tests in which interactions are covered must be different in order to distinguish the effects
of the interactions. This objective does not appear to have been addressed explicitly in the combinatorial testing
methods for software. However, we believe that it relates closely to objectives that have been extensively studied.
We discuss the connections next.

A covering array for a specified strength t may fail to cover all τ -way interactions for τ > t . Consequently, Dalal
and Mallows [22] suggest employing test suites with high diversity. The τ -diversity of an N × k array is the ratio
of the number of (distinct) τ -way interactions that are covered to the total number of τ -way interactions covered
in tests, N

(k
τ

)
. Larger τ -diversity can result from reducing the number of tests, or by covering as many τ -way

interactions as possible in the available number of tests. Increasing the τ -diversity improves the cost-effectiveness
of covering interactions.

Chen et al. [11] discuss the connection between “adaptive random testing” and diversity. They argue that this and
related measures of diversity enhance the ability to find faults, and that such test suites can be effectively generated
using a one-test-at-a-time strategy making decisions based on test distances. Hartman and Raskin [35] suggest
ensuring coverage of t-way interactions, while maximizing τ -diversity for τ > t . These observations are borne out
in [55], where the rate of fault detection (in a simplified abstract model) is shown to improve with higher diversity.

Large diversity still targets determining the presence of faults, not identification of specific faults. Nevertheless,
locating arrays indirectly address diversity. To see this, consider two t-way interactionsT1 = {( fi1 , νi1), · · · ( fit , νit )}
and T2 = {( f j1 , v j1), · · · ( f jt , v jt )}. They are consistent if whenever ia = jb, we have νia = v jb (i.e., they can
appear together in a test). When consistent, T = T1 ∪ T2 is a τ -way interaction for t < τ ≤ 2t . Now suppose
that ρ(T1) = ρ(T2), so that the array is not (1, t)-locating. Then ρ(T1) = ρ(T ). It follows that among the τ -way
interactions consistent with T1, only one is covered. Hence, inability to locate a t-way interaction that is covered
more than once appears to reduce τ -diversity for τ > t . Conversely, increasing τ -diversity appears to serve as a
useful surrogate for enhancing the combinatorial ability to locate.

While diversity focuses on making tests as different as possible, locating arrays focus on distinguishing among
the sets of tests in which interactions appear. The relationship between these two related but different objectives
merits study.

6 Summary

We reiterate the main combinatorial observations made throughout the paper.
In order towitness a faultwemust encounter a failure. This is not controversial, but it has an important implication:

In order to witness an interaction fault, some test case must cover it. This directed us to the well-studied area of
combinatorial testing.

To gain information about the location of at least one fault, we must consider at least one test failure. One test
failure ensures that a fault is present, but only narrows down the set of interactions that may cause the fault. If further
testing can be done, this points to finding the first failure quickly, and hence to minimizing the expected time to
fault detection. We have shown that minimizing the expected time to first failure is different from minimizing the
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size of a test suite that covers all interactions. Despite this, the two objectives are almost always conflated in the
literature.

To distinguish one set of faults from another, the sets must result in failures in different sets of tests. This
observation brings to bear the connections with combinatorial group testing, computational learning, compressive
sensing, and statistical design of experiments. Indeed in the latter context, we ask that sets of interactions not be
aliased with other sets, to avoid their effects being confounded. Unless exhaustive testing is done, some aliasing is
inevitable. Nevertheless combinatorial testing can ensure that no two “small” sets of low strength interactions are
confounded by appearing in the same sets of tests. This provides the combinatorial framework for locating arrays.

An efficient recovery strategy to determine the faults requires more. While compressive sensing and design of
experiments can rely on the algebra of linear equations to effect fast recovery, different techniques are needed for
combinatorial testing. Patterned on earlier work in combinatorial group testing, the combinatorial requirements
underlying locating arrays can be strengthened to define detecting arrays, for which recovery is efficient and easily
implemented.

7 Practical Limitations and Implications

We have concentrated on the underlying theory, but outline questions for testing in practice.
First, when covering arrays are used to limit the set of potential faults, which covering arrays should be used?

Although small test suites appear to be needed, little research has been done on finding test suites that reduce the
expected time until the first fault is detected. When a failure in testing triggers a change to a debug mode, techniques
to ensure that this transition is expected to occur early (when it occurs at all) are needed. Moreover, the smaller the
set of fault candidates, the easier the debug testing should be. It would be natural to proceed with testing until few
fault candidates remain, but no work appears to address this directly except for methods that characterize a fault
completely.

Secondly, we have made numerous assumptions that may not hold in practice. We mention a few. Test outcomes
are assumed here to be reliable, but in many applications both false positives and false negatives may arise because
of noise and environmental conditions. To handle rare and intermittent incorrect outcomes, tests can be replicated
and outlier outcomes discounted. Alternatively, one can require that the sets of rows covering different sets of rows
disagree in more than one row; extensions of locating and detecting arrays with increased separation among the
sets of rows are natural [61].

A further problem arises when a faulty interaction can have its effect masked by another set of interactions
(inhibitors), so that the fault does not produce a failure. (See [68].) Again unless substantial information is known
about the manner in which interactions can mask others, little can be done. However, either increasing diversity or
imposing locating conditions has the effect of ensuring that each set of interactions appears in the absence of each
other set, so a failure is still observed despite the presence of certain sets of inhibitors. What may be lost is the
observation of a failure in each test covering the faulty interaction, so fault characterization cannot proceed in the
manner proposed here.

Perhaps the most serious concern is that in designing a combinatorial test suite, certain tests may be impossible
to carry out, or they may be so costly that the testing budget cannot support them. A constraint is an interaction that
cannot be tested [56]. Substantial effort has been invested in producing covering arrays that violate none of a set of
constraints (see [15,41]). In [36] locating and detecting arrays in the presence of constraints are formulated.

Finally, a practical limitation arises from the paucity of effective tools to construct locating and detecting arrays.
Each of these can be better understood by computing, for every combinatorial test suite, all pairs of small sets of
low strength interactions that arise in the same set of rows.
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