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Abstract
We prove that for a certain class of n dimensional rank one locally symmetric spaces,
if f ∈ L p, 1 ≤ p ≤ 2, then the Riesz means of order z of f converge to f almost
everywhere, for Rez > (n − 1)(1/p − 1/2).

Keywords Riesz means · Symmetric spaces · Locally symmetric spaces · Almost
everywhere convergence

Mathematics Subject Classification 42B15 · 42B08 · 22E30 · 22E40

1 Introduction and Statement of the Results

In this article we study the almost everywhere convergence of the Riesz means on
quotients of rank one noncompact symmetric spaces over a proper subgroup of isome-
tries. Recall that noncompact rank one symmetric spaces are the real, complex and
quaternionic hyperbolic spaces, and the octonionic hyperbolic plane. We extend the
results obtained on rank one symmetric spaces in [15] to a class of rank one locally
symmetric spaces. To state our results, we need to introduce some notation.

LetG be a semi-simple, noncompact, connected Lie group with finite center and let
K be amaximal compact subgroup ofG. Consider the symmetric space of noncompact
type X = G/K . Let dim X = n. Denote by g and k the Lie algebras of G and K ,
respectively. We have the Cartan decomposition g = p⊕k. Let a be a maximal abelian
subspace of p and let a∗ be its dual. If a ∼= R, then we say that X has rank one. From
now on, we assume that rankX = 1.
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Denote by ρ the half sum of positive roots counted with their multiplicities, which
is just a positive constant depending on the structure of X . Fix R ≥ ρ2 and z ∈ C

with Rez > 0, and consider the even and bounded non-negative function

szR(λ) =
(
1 − λ2 + ρ2

R

)z

+
, λ ∈ a∗ ∼= R. (1)

Denote by κ z
R the inverse spherical Fourier transform of szR in the sense of distributions

and consider the Riesz means on X to be the convolution operator SzR :

SzR( f )(x) =
∫
G

κ z
R(y−1x) f (y)dy, f ∈ C∞

0 (X). (2)

Let � be a discrete and torsion free subgroup of G and consider the locally sym-
metric space M = �\X = �\G/K . Then M , equipped with the projection of the
canonical Riemannian structure of X , becomes a Riemannian manifold.

To define Riesz means on M , we first observe that if f ∈ C∞
0 (M), then the function

SzR f defined by (2) is right K -invariant and left �-invariant. So SzR can be considered
as an operator acting on functions on M, which we shall denote by ŜzR .

Denote by d(·, ·) the Riemannian distance on X and let

Ps(x, y) =
∑
γ∈�

e−sd(x,γ y), ∀s > 0, ∀x, y ∈ X , (3)

be the Poincaré series. Note that Ps(·, ·) can be both viewed as a function on X × X
as on M × M . The critical exponent δ(�) is defined by

δ(�) = inf{s > 0 : Ps(x, y) < +∞},

and is independent of the choice of x, y ∈ X . It may also be defined by

δ(�) = lim sup
R→+∞

log NR(x, y)

R
, ∀x, y ∈ X ,

where NR(x, y) = #{γ ∈ �| d(x, γ y) ≤ R} denotes the orbital counting function.
Using the fact that in rank one symmetric spaces, the volume growth at infinity is
exponential, i.e., for all x ∈ X and R > 1, |B(x, R)| � e2ρR , [22], it can be shown
that δ(�) ∈ [0, 2ρ], see [25, Section 1.6] for real hyperbolic space, generalized for
arbitrary rank symmetric spaces in [24, Section 2].

We say that a rank one locally symmetric space M = �\G/K belongs in the class
(R) if

(i) δ(�) < ρ,
(ii) supx,y∈X Ps(x, y) < +∞, for any s > δ(�), and
(iii) M has bounded geometry.
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We say that a manifold M has bounded geometry if its Ricci curvature is uniformly
bounded below (always true for complete locally symmetric spaces) and if its injec-
tivity radius is bounded away from zero. Conditions (ii) and (iii) hold for instance for
convex cocompact groups. Recall that � is called convex cocompact if �\Conv(��)

is compact, where Conv(��) be the convex hull of the limit set �� of �.
Our main result is the following, which extends the results of [15] for rank one

noncompact symmetric spaces, in the class (R) of rank one locally symmetric spaces.

Theorem 1 Let 1 ≤ p ≤ 2. If M ∈ (R) and Rez > (n − 1)( 1p − 1
2 ), then

lim
R→+∞ ŜzR f (x) = f (x), a.e., for f ∈ L p(M). (4)

The Riesz means operator has been extensively studied in the case of Rn ([6, 7, 13,
27]). The case of Lie groups and Riemannian manifolds of non-negative curvature is
treated in [1] and the case of elliptic differential operators on compact manifolds in
[5, 8, 16, 21, 26]. For the case of rank one noncompact symmetric spaces see [15],
for SL(3, H)/Sp(3) see [31] and for a general result on symmetric spaces (although
not optimal) see [14]. Note that as in the euclidean case of R

n , [27], as well as in rank
one symmetric spaces, [15], we obtain that (4) is valid for Rez larger than the critical

index z0(n, p) = (n − 1)
(
1
p − 1

2

)
.

Unlike the euclidean case, or for instance Riemannian manifolds of non-negative
curvature, [1], where (4) follows from L p continuity of a Riesz means maximal oper-
ator, even the problem of L p boundedness of SzR , p �= 2, is ill posed on noncompact
symmetric spaces. Indeed, for rank one, szR is compactly supported so it does not
extend to a holomorphic function in any complex strip containing the real line, an
extension that would be a necessary condition, [9].

Instead, one could use L p → Lr mapping properties of the maximal operator
Sz∗ f (x) = supR≥ρ2 |SzR f (x)|, based on estimates of the kernel κ z

R . More precisely,
the approach pursued in [15] for rank one symmetric spaces, is to show that if Rez >

(n − 1)/2, then Sz∗ f (x) ≤ M1 f (x)+ c| f | ∗ k(x), where M1 is the Hardy–Littlewood
maximal function over the balls of radius less than 1, and k is a kernel in Lq for every
q ≥ 2. The required almost everywhere convergence follows frommapping properties
of M1 and ∗κ , and complex interpolation.

In the present setting which deals with the class (R) of locally symmetric spaces,
condition (i) allows firstly to transform estimates of κ z

R on X to kernel bounds on
M , thus defining an integral Riesz means operator ŜzR on M . Next, we decompose the
correspondingmaximal operator Ŝz∗ to a local part and a part at infinity. The assumption
of bounded geometry (iii) (and conditions (i), (ii), via a heat kernel argument) ensures
that all balls of the same small radius behave like their euclidean counterparts. Thus,
the local part of Ŝz∗ can be also controlled by the Hardy–Littlewood maximal operator.
The part at infinity can be viewed as an integral operator onM , with a kernel belonging
to all Lq(M), q ≥ q0(M), where q0(M) is large enough, but finite. Assumption (ii)
on the uniform bound of Poincaré series turns out to be crucial in both parts.

This paper is organized as follows. In Sect. 2we present the necessary preliminaries,
and in Sect. 3 we prove Theorem 1.
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Throughout this article, the different constants will always be denoted by the same
letter c.

2 Preliminaries

In this section we recall some basic facts about symmetric spaces. For more details
see for example [19, 20].

2.1 Symmetric Spaces

Let G be a semisimple Lie group, connected, noncompact, with finite center and let
K be a maximal compact subgroup of G. We denote by X the noncompact symmetric
space G/K . In the sequel we assume that dimX = n. Denote by g and k the Lie
algebras of G and K . Let also p be the subspace of g which is orthogonal to k with
respect to the Killing form. The Killing form induces a K -invariant scalar product on
p and hence a G-invariant metric on G/K . Denote by d(., .) the Riemannian distance
and by dx the associated Riemannian measure on X .

Fix a a maximal abelian subspace of p and denote by a∗ the real dual of a. If
dima = l, we say that X has rank l. We also say that α ∈ a∗ is a root vector, if

gα = {X ∈ g : [H , X ] = α(H)X , for all H ∈ a} �= {0} .

Denote by ρ the half sum of positive roots, counted with their multiplicities.
From now on, we assume that rankX = 1. Then, X is one of the following: real

hyperbolic space Hn(R), complex hyperbolic space Hn(C), quaternionic hyperbolic
space Hn(H) or the octonionic hyperbolic plane H2(O). The constant ρ is, respec-
tively, (n − 1)/2, n, 2n + 1 and 11. We have the Cartan decomposition

G = K exp a+K , (5)

where a+ ∼= [0,+∞). On X = G/K , the decomposition K exp a+ corresponds to
polar coordinates. Therefore, each element g ∈ G is written as g = k(exp H)k′, where
the component H ≥ 0 is unique. Define |g| = H . Viewed on X = G/K , |g| is the
distance d(x, o) of x = gK to the origin o = K .

We identify functions on X = G/K with functions on G which are K -invariant
on the right, and hence bi-K -invariant functions on G with functions on X that are
K -invariant on the left. In the rank one setting, that simply means radial.

2.2 The Spherical Fourier Transform

Denote by S(X)# the Schwartz space of radial functions on X . The spherical Fourier
transformH is defined by

(H f )(λ) =
∫
G

f (x)ϕλ(x) dx, λ ∈ R, f ∈ S(X)#,
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where ϕλ are the elementary spherical functions onG. Let S(R) be the usual Schwartz
space on the real line and let S(R)even be the subspace of even functions in S(R). Then,
by a celebrated theorem of Harish-Chandra,H is an isomorphism between S(X)# and
S(R)even . Its inverse is given by

(H−1 f )(x) = const.
∫
R

f (λ)ϕ−λ(x)
dλ

|c(λ)|2 , x ∈ G, f ∈ S(R)even,

where c(λ) is the Harish-Chandra function.

2.3 The Class (R)

As mentioned earlier, the present setting concerns the class (R) of locally symmetric
spaces M = �\X = �\G/K , where (i) the critical exponent δ(�) < ρ, (ii) Poincaré
series is uniformly bounded for any s > δ(�), and (iii) M has bounded geometry. In
this subsection, we recall some known results concerning the assumptions above.

It is well known by various results by Elstrodt, Patterson, Sullivan and Corlette
that when δ(�) < ρ, the bottom of the L2-spectrum of the Laplace-Beltrami operator
−�M on M is equal to ρ2, as on X , see for instance [24] and the references therein.
The latter implies that M is of infinite volume, [23].

Poincaré series, thus its pointwise estimates, arises naturally in the study of locally
symmetric spaces. For the class (R), we require a uniform upper bound,

sup
x,y∈X

Ps(x, y) ≤ C(s) < +∞, ∀s > δ(�). (6)

Such a uniform upper bound is true, for instance, in the case of convex cocompact
groups.More precisely, in [30, Lemma3.3] itwas proved that if� is convex cocompact,
then there exists a constant C > 0 such that for all x, y ∈ X , and every s > δ(�),
it holds Ps(x, y) ≤ C Ps(o, o), where o = eK denotes the origin in X . The subject
of convex cocompact groups has been of extensive study. Without any intention to
exhaust the vast literature, we refer to [10, 25, 29, 30] for associated characterizations
and interesting results.

Finally, let us comment on the assumption of bounded geometry. To begin with,
recall that the standard notion of injectivity radius on Riemannian manifolds, in the
case of M = �\X boils down to inj(M) = inf x̃∈M inj(x̃), where

inj(x̃) = 1

2
inf{d(x, γ x) : γ ∈ ��{id}, x ∈ π−1(x̃)}.

Here,π : X → �\X denotes the canonical projection. It follows that� cannot contain
parabolic elements. For convex cocompact groups, the injectivity radius is bounded
away from zero (this was pointed out to us by J.-Ph. Anker). Furthermore, bounded
geometry implies some control on the volume growth ofM . For an upper bound, recall
that a ball of radius r on M has volume less or equal than the corresponding ball on
its universal cover X . It follows, using the Cartan decomposition (or see [2, p.647]),
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that there is a constant c > 0 such that for all x̃ ∈ M , r > 0,

|B(x̃, r)| ≤ c rne2ρr . (7)

For a lower bound concerning volume growth for M in the class (R), we make use of
the Faber–Krahn inequality.

2.3.1 Faber–Krahn Inequality

Given anon-negative non-increasing function�on (0,+∞),we say that aRiemannian
manifoldM satisfies theFaber–Krahn inequality with function� if, for any non-empty
relatively compact open set  ⊂ M ,

λmin() ≥ �(||),

where λmin() is the first eigenvalue of the Dirichlet problem in  for the Laplace-
Beltrami operator −�M and || = vol(), [18, Section 14.2].

Denote by ht the heat kernel on a Riemannian manifold. Then, for any ν > 0, the
following conditions are equivalent:

(a) The on-diagonal estimate ht (x, x) ≤ C t− ν
2 , for all t > 0 and x ∈ M .

(b) The Faber–Krahn inequality with function �(v) = c v− 2
ν where c > 0,

[18, Corollary 14.23]. Note that a Faber–Krahn inequalitywith function�(v) = c v− 2
ν

implies that, for any relatively compact ball B(x, r),

|B(x, r)| ≥ c(ν)rν, (8)

[18, p.371]. In the case of bounded geometry, geodesic balls are indeed relatively
compact sets, see [18, pp.312–313].

There is a very rich and long literature concerning heat kernel estimates in various
geometric contexts, [18]. In particular, optimal estimates of the heat kernel have been
obtained in [12] for real hyperbolic spaces, generalized in [2] for Damek-Ricci spaces
(which include all rank one noncompact symmetric spaces) and finally in [3] and [4]
for arbitrary rank noncompact symmetric spaces.

More precisely, the heat kernel ht on rank one symmetric spaces is a radial function,
that is ht (x, y) = ht (d), where d = d(x, y) is the geodesic distance on X . The
following (upper and lower) estimate holds:

ht (d) � t−
3
2 (1 + d)

(
1 + 1 + d

t

) n−3
2

e−ρ2t−ρd− d2
4t . (9)

Note that (9) implies the upper bound

ht (d) ≤ c(ε) t−
n
2 e−(ρ−ε)d for all t, d > 0, (10)
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for any 0 < ε < ρ.
The heat kernel hM

t on M = �\X is given by

hM
t (x̃, ỹ) =

∑
γ∈�

ht (x, γ y),

[10]. Therefore, when δ(�) < ρ, we have by (6) and (10) that

hM
t (x̃, ỹ) ≤ c(ε) t−

n
2

∑
γ∈�

e−(ρ−ε)d(x,γ y) ≤ c(ε, ρ) t−
n
2 ,

taking ε small enough so that ρ − ε > δ(�).
Thus, according to the equivalent conditions (a) and (b), the locally symmetric space

M = �\X in the class (R) satisfies the Faber–Krahn inequality with �(v) = c v− 2
n .

Hence, the lower bound (8) holds for ν = n.
It follows from (7) and (8) for ν = n that, for locally symmetric spaces in the class

(R), small balls are essentially euclidean:

|BM (x̃, r)| � rn, for all x̃ ∈ M and 0 < r < 1. (11)

3 Proof of Theorem 1

Asmentioned earlier, our goal is to derive results forM , analogous to the ones obtained
in ([15]) for the covering space X .

For that, in this section we study the boundedness of the maximal operator

Ŝz∗ f (x) = sup
R≥ρ2

|ŜzR f (x)|, for f ∈ L p(M), 1 ≤ p ≤ 2. (12)

Our aim is to prove that Ŝz∗ maps L1(M) to (L1,w + Lr )(M), for all r = r(M) large
enough, which is our main result in Theorem 4. Then, taking into account the L2(M)

boundedness result of Lemma 3, Theorem 1 follows by intepolation and well-known
measure theoretic arguments, see for example [17, Theorem 2.1.14].

The Riesz means kernel κ z
R on X is given by

κ z
R(exp H) = H−1

((
1 − λ2 + ρ2

R

)z

+

)
(exp H) , λ ∈ R, H ∈ R+.

Using this formula and the expression of the inverse spherical Fourier transformH−1

in the case of rank one symmetric spaces, Giulini and Mauceri in [15, Corollary 3.7]
obtained the following estimate of κ z

R :

|κ z
R(exp H)| ≤ c(z)Rn/2(1 + √

RH)−Rez−(n+1)/2(1 + H)(n−1)/2e−ρH , (13)
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where c(z) is some constant which grows at most exponentially in Imz when Rez is
in a bounded subset of (0,+∞).

Recall now that the Riesz means operator on M is initially defined as a convolution
operator on G,

(ŜzR f )(x) =
∫
G

κ z
R(y−1x) f (y)dy, f ∈ C∞

0 (M). (14)

Set κ z
R(x, y) = κ z

R(y−1x) and

κ̂ z
R(x̃, ỹ) =

∑
γ∈�

κ z
R(x, γ y), (15)

where x̃ = π(x) and π : X → M denotes the covering map. We shall first prove the
following result.

Proposition 2 If M ∈ (R), then the series (15) converges and theRieszmeans operator
ŜzR on M is given by

(ŜzR f )(x̃) =
∫
M

κ̂ z
R(x̃, ỹ) f (ỹ)d ỹ. (16)

Proof Use the Cartan decomposition and write (γ y)−1x = k exp Hγ k′
γ . Note that

d(x, γ y) = Hγ . Then, since κ z
R is K -bi-invariant, we have κ z

R((γ y)−1x) =
κ z
R(exp Hγ ). The distance on M is defined by

dM (x̃, ỹ) = inf
γ∈�

d(x, γ y). (17)

Recall that δ(�) < ρ. Then, estimate (13) implies that for any 0 < ε < ρ − δ(�),

|̂κ z
R(x̃, ỹ)| ≤ c(z)Rn/2

∑
γ∈�

(1 + √
RHγ )−Rez−(n+1)/2(1 + Hγ )(n−1)/2e−ρHγ (18)

≤ c(z)Rn/2
∑
γ∈�

(1 + √
RHγ )−Rez−(n+1)/2e−(ρ−ε)Hγ

≤ c(z)Rn/2(1 + √
RdM (x̃, ỹ))−Rez−(n+1)/2

∑
γ∈�

e−(ρ−ε)Hγ (19)

where we used (17). Thus, it remains to prove (16). Since κ z
R and f are right-K -

invariant, from (14) we get that

(ŜzR f )(x) =
∫
X

κ z
R(x, y) f (y)dy.
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Finally, since f is left �-invariant, by Weyl’s formula we find that

(ŜzR f )(x) =
∫
X

κ z
R(x, y) f (y)dy =

∫
�\X

⎛
⎝∑

γ∈�

κ z
R(x, γ y) f (γ y)

⎞
⎠ d ỹ

=
∫
M

κ̂ z
R(x̃, ỹ) f (ỹ)d ỹ.

��
Next, we proceed as in [15, Lemma 4.1], and we prove the following lemma.

Lemma 3 If f ∈ L2(M) and z ∈ C with Rez > 0, then ‖Ŝz∗ f ‖2 ≤ c(z)‖ f ‖2.
Proof Let ĤR = eR�M be the heat semigroup on M , where �M is the Laplace-
Beltrami operator on M . By the spectral theorem and the fact that the bottom of the
spectrum on M ∈ (R) is ρ2, it holds ‖ĤR‖L2(M)→L2(M) = e−ρ2R ≤ 1. Thus, by
[28,Chapter III, MAXIMAL THEOREM], the heat maximal operator f → Ĥ∗ f :=
supR>0 |ĤR f | is bounded on L2(M). Thus, it suffices to prove the boundedness of
(Ŝz − Ĥ)∗. Using the spectral theorem for �M and the Mellin transform we have

(ŜzR − ĤR) f =
∫
R

c(z, s)R−is(−�M )is f ds, (20)

where |c(z, s)| ≤ c(z)(1+ |s|)−(Rez+1) [15]. So, the integral in (20) converges. Since
L2(M) is a complete Banach lattice, from [11], we can write

(Ŝz − Ĥ)∗ f = sup
R>0

|(ŜzR − ĤR) f | ≤ c(z)
∫
R

(1 + |s|)−(Rez+1)|(−�M )is f |ds.

Thus, since by the spectral theorem ‖(−�M )is‖L2(M)→L2(M) ≤ 1, we obtain

‖(Ŝz − Ĥ)∗ f ‖L2(M) ≤ c(z)‖ f ‖L2(M).

��
Our main result is the following, corresponding to [15, Lemma 4.2].

Theorem 4 Let Rez > (n − 1)/2 and M ∈ (R). Consider q0 = q0(M) = 2ρ/ε,
where 0 < ε < ρ − δ(�). Then, for all 1 < p ≤ q ′

0, the operator Ŝ
z∗ maps L p(M)

continuously into (L p + Lr )(M) for every r ∈ [q0 p′/(p′ − q0),+∞]. Moreover, Ŝz∗
maps L1(M) continuously into (L1,w + Lr )(M) for every r ∈ [q0,+∞].
Proof We have

ŜzR f (x̃) =
∫
M

κ̂ z
R(x̃, ỹ) f (ỹ)d ỹ

=
∫
BM (x̃,1)

κ̂ z
R(x̃, ỹ) f (ỹ)d ỹ +

∫
BM (x̃,1)c

κ̂ z
R(x̃, ỹ) f (ỹ)d ỹ := I1 + I2.
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Estimates for I1. Let Nψ denote the maximal operator

Nψ f (x̃) = sup
t∈(0,1)

ψ(t)
∫

BM (x̃,t)

| f (ỹ)|d ỹ, ψ(t) = t−n, t > 0. (21)

Recall the kernel estimate (19), which holds for any 0 < ε < ρ − δ(�). Using the
uniform estimate of Poincaré series (6), it follows that for some c = c(z, ρ, ε) that

|I1| ≤
∫
BM (x̃,1)

|̂κ z
R(x̃, ỹ)|| f (ỹ)|d ỹ

≤ c Rn/2
∫
BM (x̃,1)

(1 + √
RdM (x̃, ỹ))−Rez−(n+1)/2| f (ỹ)|d ỹ

= c
∫
BM (x̃,1)

dM (x̃, ỹ)−n (
√
RdM (x̃, ỹ))n

(1 + √
RdM (x̃, ỹ))Rez+(n+1)/2

| f (ỹ)|d ỹ

= c
0∑

ν=−∞

∫
2ν−1<dM (x̃,ỹ)≤2ν

dM (x̃, ỹ)−n (
√
RdM (x̃, ỹ))n

(1 + √
RdM (x̃, ỹ))Rez+(n+1)/2

| f (ỹ)|d ỹ

≤ c
0∑

ν=−∞

∫
2ν−1<dM (x̃,ỹ)≤2ν

2−n(ν−1) (
√
R2ν)n

(1 + √
R2ν−1)Rez+(n+1)/2

| f (ỹ)|d ỹ

≤ c
0∑

ν=−∞

(
√
R2ν)n

(1 + √
R2ν−1)Rez+(n+1)/2

ψ(2ν)

∫
dM (x̃,ỹ)≤2ν

| f (ỹ)|d ỹ

≤ cNψ f (x̃)
0∑

ν=−∞

(
√
R2ν)n

(1 + √
R2ν−1)Rez+(n+1)/2

., (22)

where for the last two lines we used (21). Let 2k <
√
R ≤ 2k+1, for some k ∈ Z.

Thus,
√
R = 2k+s , for some s ∈ (0, 1]. Then, note that

0∑
ν=−∞

(
√
R2ν)n

(1 + √
R2ν−1)Rez+(n+1)/2

=
0∑

ν=−∞

(2k+ν+s)n

(1 + 2k+ν−1+s)Rez+(n+1)/2

≤
+∞∑

�=−∞

(2�+s)n

(1 + 2�−1+s)Rez+(n+1)/2

≤ c
0∑

�=−∞
(2�)n + c

+∞∑
�=0

(2�)−Rez+(n−1)/2 < c,

(23)

provided that Rez > (n − 1)/2. Combining (22) and (23), it follows that

|I1| ≤ c(z)Nψ f (x̃). (24)
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By (11), we have that ψ(t) behaves like |BM (x̃, t)|−1 as t → 0+. Thus, |I1| is
dominated by the Hardy–Littlewood maximal function over the balls of radius at most
1. A standard covering lemma shows that the maximal operator Nψ is of weak type
1 − 1 and is bounded on L p(M) for every 1 < p ≤ ∞.

Estimates for I2. Firstly, note that when dM (x̃, ỹ) > 1, we have d(x, γ y) > 1 for
all γ ∈ �. Then, we can control (1 + √

Rd(x, γ y))−1 above by 2(1 + √
R)−1(1 +

d(x, γ y))−1 if R ≥ 1, and by
√
R

−1
(1 + d(x, γ y))−1 if R < 1. Therefore, in both

cases, when Rez > (n − 1)/2, the kernel estimate (18) yields

|̂κ z
R(x̃, ỹ)| ≤ c(z)

∑
γ∈�

(1 + d(x, γ y))−Rez−1e−ρd(x,γ y)

≤ c(z)(1 + dM (x̃, ỹ))−(n+1)/2
∑
γ∈�

e−ρd(x,γ y), dM (x̃, ỹ) > 1.

Therefore,

|I2| ≤
∫
BM (x̃,1)c

|̂κ z
R(x̃, ỹ)|| f (ỹ)|d ỹ

≤ c(z)
∫
BM (x̃,1)c

(1 + dM (x̃, ỹ))−(n+1)/2
∑
γ∈�

e−ρd(x,γ y)| f (ỹ)|d ỹ

≤ c(z)
∫
M

κ̂(x̃, ỹ)| f (ỹ)|d ỹ,

where

κ̂(x̃, ỹ) = (1 + dM (x̃, ỹ))−(n+1)/2
∑
γ∈�

e−ρd(x,γ y), x̃, ỹ ∈ M .

Note that this kernel is uniformly bounded on M × M by (6). Thus, |I2| is dominated
by an integral operator with kernel κ̂ , acting on | f |. To conclude, it suffices to show
that for all q large enough,

sup
x̃∈M

‖̂κ(x̃, ·)‖Lq (M) < +∞ and sup
ỹ∈M

‖̂κ(·, ỹ)‖Lq (M) < +∞.

By symmetry, we may restrict to the first norm. Then, for every 0 < ε < ρ − δ(�),
we have

∫
M

κ̂q(x̃, ỹ)d ỹ =
∫
M

(1 + dM (x̃, ỹ))−q(n+1)/2

⎛
⎝∑

γ∈�

e−ρd(x,γ y)

⎞
⎠

q

d ỹ

≤
∫
M

(1 + dM (x̃, ỹ))−q(n+1)/2e−qεdM (x̃,ỹ)

⎛
⎝∑

γ∈�

e−(ρ−ε)d(x,γ y)

⎞
⎠

q

d ỹ
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≤ Cq(ρ − ε)

∫
M

(1 + dM (x̃, ỹ))−q(n+1)/2e−qεdM (x̃,ỹ)d ỹ,

by the uniform bound (6). Therefore, using the volume growth estimate (7), the last
integral can be estimated by

+∞∑
ν=0

∫
ν<dM (x̃,ỹ)≤ν+1

(1 + dM (x̃, ỹ))−q(n+1)/2e−qεdM (x̃,ỹ)d ỹ

≤ c
+∞∑
ν=0

(1 + ν)−q(n+1)/2(1 + ν)ne−qενe2ρν,

which is finite, if q ≥ q0(M) = 2ρ/ε. An application of Young’s inequality finishes
the proof. ��
Remark The result at infinity for Ŝz∗ is less precise than the one in [15, Lemma 4.2]
for Sz∗, where q ≥ 2 in the rank one case.

Using complex interpolation, we have the following result.

Theorem 5 Let M ∈ (R) and consider q0 = q0(M) = 2ρ/ε, where 0 < ε < ρ−δ(�).
Then, for all 1 ≤ p ≤ 2 and Rez > (n−1)( 1p − 1

2 ), the following mapping properties

of Ŝz∗ hold: for every f ∈ L p(M), 1 < p ≤ 2,

‖Ŝz∗ f ‖(L p+Lr )(M) ≤ c(z)‖ f ‖L p(M),

for all r ∈ [pq0/(2 − p + pq0 − q0),∞]. For every f ∈ L1(M), it holds

‖Ŝz∗ f ‖(L1,w+Lr )(M) ≤ c(z)‖ f ‖L1(M),

for every r ∈ [q0,∞].
As a corollary of Theorem 5 and standard measure-theoretic arguments, Theorem 1

follows.
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