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Abstract
The classical Freedman inequality, as a martingale extension of the Bernstein inequal-
ity, gives anupper bound for the tail probabilities of a supermartingalewhose difference
sequence is bounded above. In this paper, by employing a result of Lieb–Araki
concerning the concavity of a certainmap and construction of special projections corre-
sponding to the event of the tail probabilities, we establish some Freedman inequalities
formartingales in the setting of noncommutative probability spaces. As an application,
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1 Introduction

A probabilistic theory named as noncommutative probability theory has been estab-
lished and developed to include both classical probability theory and quantum theory. It
is called quantum probability theory (also called noncommutative probability spaces).
The reader is referred to [18] and references therein for basic ideas of probabilistic
modeling in quantum mechanics.

Exponential martingale inequalities and tail probabilities of sums of independent
random variables have extensive applications in probability theory. Many classical
martingale and concentration inequalities have been reformulated to include noncom-
mutative martingales. Noncommutative probability spaces have gained great interest
in the recent years. The reader is referred to [1,4,15] and references therein for some
interesting results.

In probability theory, the classical Bernstein inequality gives an upper bound on the
probability that the sumof independent randomvariables deviates from itsmean. Some
noncommutative Bernstein inequalities and other similar inequalities are obtained in
[5,19]. In classical probability, the Freedman inequality is a martingale extension of
the Bernstein inequality.

Using a powerful stopping time argument, Freedmanobtained a discrete-time super-
martingale inequality. More precisely, Freedman proved that if {Yn : Y0 = 0, n ≥ 0}
is a real-valued martingale with martingale difference sequence {Xn : X0 = 0, n ≥ 0}
such that Xn = Yn − Yn−1 ≤ 1 for all n, then, for real numbers c ≥ 0 and h > 0, it
holds that

Prob (Yn ≥ c and Zn ≤ h for some n ≥ 0) ≤
(

h

c + h

)c+h

ec, (1.1)

inwhich Zn = ∑n
k=1 Ek−1(X2

k ) is predictable quadratic variation,whereEk−1 denotes
the conditional expectation onto the k−1’stσ -algebra in the underlyingfilter. Recently,
Tropp [21] nicely extended Freedman’s result to the case of matrix martingales by
utilizing a deep theorem due to Lieb; see also [3,22].

The starting point of exploring noncommutative versions of classical martingale
inequalities goes back to the noncommutative Burkholder–Gundy inequalities. It is
remarkable that several noncommutative inequalities are applied in noncommutative
Harmonic analysis. Hence, it is actually interesting to study Freedman inequalities in
the content of noncommutative martingales. Another motivation for our work comes
from a very natural question concerning the existence of an appropriate version of
Freedman inequality. We study this question in the language of noncommutative mar-
tingales. We should, however, emphasize that most of the stopping time arguments are
no longer applicable and that they are often nontrivial and require additional operator
algebraic techniques to transfer classical martingale inequalities to the noncommuta-
tive probability setting. In fact, some constructions with projections play an important
role in providing a noncommutative candidate for the notion of stopping time.

In this paper, we apply a trace Jensen inequality due to Harada and Kosaki
to establish a version of the Freedman inequality in the context of martin-
gales/supermartingales given on some tracial von Neumann algebra in which the left
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hand side of (1.1) is replaced by the value of τ on a countable sum of orthogonal
projections. Such estimates have important consequences for quantum probability.
As an application, we derive a noncommutative analogue of Bernstein’s inequality,
which, in the classical set-up, is correspondingly known to be a consequence of Freed-
man’s inequality. We also conclude classical versions of Freedman’s inequality from
the established noncommutative one. Furthermore, we present a result correspond-
ing to Levy’s form of the iterated logarithm (see [11]). We also give some examples
illustrating our conditions.

The techniques and tools used in the papermake an effective use of spectral calculus
for (possibly unbounded) self-adjoint operators. A key point is to replace the classical
notion of a stopping time σ by a sequence of mutual orthogonal projections (pn). In
the classical set-up these projections would correspond to the indicator functions of
the disjoint events {σ = n}, n = 0, 1, 2, . . ..

In what follows, (M, τ ) denotes a noncommutative probability spaces consisting
of a von Neumann algebraM on a Hilbert spaceH with unit element 1 equipped with
a normal faithful tracial state τ : M → C. A closed densely defined linear operator
x : D(x) ⊆ H → H is called affiliated with M when ux = xu for every unitary
u in the commutant M′ of M. It is easy to see that if x is in the algebra B(H ) of
all bounded linear operators on the Hilbert space H , then x is affiliated with M if
and only if x ∈ M. A closed densely defined operator x affiliated with M is called
τ -measurable if there exists a number λ ≥ 0 such that τ

(
e|x |(λ,∞)

)
< ∞, in which

|x | = (x∗x)1/2 and e|x | denotes the spectral measure of the self-adjoint element |x |.
For a von Neumann subalgebra N of M, the conditional expectation of M with

respect to N is denoted by EN. For p ≥ 1, the noncommutative L p-space L p(M) is
defined as the completion of M with respect to the L p-norm ‖x‖p := (τ (|x |p))1/p.
The space L p(M) may be regarded as the subspace of the p-integrable operators in
the set of all τ -measurable operators.

A filtration of M is an increasing sequence (M j , E j )0≤ j≤n of von Neumann
subalgebras of M together with the conditional expectations E j of M with respect
to M j such that

⋃
j M j is dense in M with respect to w∗-topology. A sequence

(x j ) j≥0 in L1(M) is said to be a martingale (supermartingale, respectively) with
respect to the filtration (M j )0≤ j≤n if x j ∈ L1(M j ) and E j (x j+1) = x j(E j (x j+1) ≤ x j , respectively

)
for every j ≥ 0.

Put d j = x j − x j−1 ( j ≥ 0) with the convention that x−1 = 0. Then the sequence
dx = (d j ) j≥0 is called the martingale difference of (x j ). The reader is referred to [10]
for more information on noncommutative analysis elements.

Standing Notation. Throughout the paper, let (xn)n≥0 be a self-adjoint martingale
in M with respect to a filtration (Mn, En)n≥0 with x0 = 0 such that the martingale
difference sequence (dn)n≥1 is uniformly bounded by 1, that is,

dn ≤ 1 for all n ≥ 1.

Put z0 = 0 and zn = ∑n
k=1 Ek−1(d2k ). For any positive number t , set

u(t)
n := exp

{
t xn − (et − 1 − t)zn

}
.
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Besides this introductory section, the rest of this paper is organized as follows. In
Sect. 2, we establish some noncommutative Freedman inequalities for martingales
under some mild conditions. In Sect. 3, we give some applications of our main results
including a noncommutative Bernstein-type inequality.

2 Noncommutative Freedman Inequality

A useful inequality involving the trace of matrices, the so-called Lieb concavity, is
proved in [13]. Then, Araki [2] presented a generalization in the setting of von Neu-
mann algebras as follows.

Theorem 2.1 (Lieb–Araki concavity [2]) If v ∈ M is a self-adjoint operator, then the
function

φ : w �→ τ (exp(v + log(w)))

is concave on the strictly positive part of M.

The trace Jensen inequality showed in the paper [9] of Harada and Kosaki states
that if a ∈ M is a nonzero contraction in M and x is a bounded above (that is x ≤ m
for some m ∈ R

+) τ -measurable operator, then, for any continuous convex function
f with f (0) = 0, it holds that

τ( f (a∗xa)) ≤ τ(a∗ f (x)a).

If p is a projection such that pxp is bounded, then

n∑
k=1

τ
(
(pxp)k

)
k! ≤

n∑
k=1

τ
(
pxk p

)
k! ≤ τ(pex p) − τ(p).

Note that, since pxp is bounded, the series
∑∞

n=1
(pxp)n

n! is absolutely convergent.

Hence, the series
∑∞

n=1
τ((pxp)n)

n! is convergent. Thanks to the Taylor formula for the
exponential function, we have

τ(pepxp p) = τ(p) +
∞∑
n=1

τ ((pxp)n)

n! ≤ τ(pex p). (2.1)

The following lemma is a variant of a known result of [16, Proposition 1] in the
setting of noncommutative probability spaces.

Lemma 2.2 If x and y are either self-adjoint bounded above operators or positive
τ -measurable operators, and x ≤ y, then for any continuous monotone increasing
function f defined on an large enough interval containing the spectra of x and y, it
holds that

τ( f (x)) ≤ τ( f (y))
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Proof If x and y are τ -measurable operators and 0 ≤ x ≤ y, then the assertion is
deduced from Lemmas 2.5 and 2.9 of [7].

Now, let x and y be self-adjoint (not necessarily positive) bounded above operators
with x ≤ y ≤ m for some positive real numberm. Applying the positive τ -measurable
case to the operators 0 ≤ −y + m ≤ −x + m and the function t �→ − f (−t + m)

with f as given in the lemma we arrive at the result. �


Remark 2.3 TheLieb–Araki concavity ensures that if v ∈ M is self-adjoint and u ∈ M
is a positive operator, then the continuous function g : (0,∞) → (0,∞) defined by
g(t) = τ (exp(v + log(t + u))) is concave. It follows from the proof of Jensen’s
inequality for positive contractions [17, Theorem A] that if α is a unital positive map
on M and f is a real concave function on [0,∞), then for any self-adjoint element
a ∈ M , it holds that τ (α( f (a))) ≤ τ ( f (α(a))), where f (a) is defined by the
functional calculus.

Therefore, if w is a strictly positive operator in M, then by applying the Jensen’s
inequality above for any conditional expectation EN corresponding to a von Neumann
subalgebra N of M and the cancave function gε(t) = τ (exp {v + log(t + εu)}) in
which ε > 0 is arbitrary real number, we have

τ (exp {v + logw}) ≤ τ (exp {v + log(w + εu)}) (by Lemma 2.2)

= τ (gε(w))

= τ (EN(gε(w)))

≤ τ (gε (EN(w)))

= τ (exp {v + log(EN(w) + εu)}) .

Now, if ε tends to zero, then we deduce that

τ (exp {v + logw}) ≤ τ (exp {v + log EN(w)}) (2.2)

for any self-adjoint operator v inM.

We are inspired by some ideas in the commutative case to provide our main result;
see [21].

Proposition 2.4 Let the sequence (xn)n≥0, fixed as in the last part of the Introduction,
be a martingale of positive elements in M. Then the sequence (u(t)

n )n≥0 is trace-
decreasing, that is, τ(u(t)

n+1) ≤ τ(u(t)
n ) for all n ≥ 0. Furthermore, τ(u(t)

n ) ≤ 1 for all
n ≥ 0.

Proof The function f (s) = es − 1 − s is a monotone increasing function on [1,∞).
Let us fix a real number t ≥ 1. To prove the trace-decreasing property of (u(t)

n )n≥0,
we apply (2.2) with v = t xn − f (t)zn+1 and w = etdn+1 . We have
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τ(u(t)
n+1) = τ(exp {t xn+1 − f (t)zn+1})

= τ(exp {t xn − f (t)zn+1 + tdn+1})
≤ τ

(
exp

{
t xn − f (t)zn+1 + log En(etdn+1)

})

≤ τ
(
exp

{
t xn − f (t)zn+1 + f (t)En(d2n+1)

})

= τ (exp {t xn − f (t)zn}) = τ(u(t)
n ).

To establish the last inequality above, we use the continuous functional calculus to
identify dn+1 with the function h(s) = s in C (sp(dn+1)), where sp(dn+1) stands for
the spectrum of dn+1. We aim to show that

etdn+1 ≤ 1 + tdn+1 + f (t)d2n+1. (2.3)

It is enough to verify that

ets ≤ 1 + ts + f (t)s2

for every s ≤ 1. To this end, we first assume that 0 ≤ s ≤ 1. Then

ets = 1 + ts +
∞∑
k=2

tksk

n! ≤ 1 + ts +
∞∑
k=2

tks2

n! = 1 + ts + f (t)s2 (0 ≤ s ≤ 1).

Second, we assume that s ≤ 0 . Let us define g(s) := 1+ ts + f (t)s2 − est for s ≤ 0.
Since g(0) = 0, we have to establish that g is monotone decreasing on (−∞, 0], or
equivalently, g′(s) = t+2 f (t)s−test ≤ 0 for every s ≤ 0, which is in turn equivalent
to show that g′′ ≥ 0. The later holds true, since

g′′(s) = 2 f (t) − t2est ≥ 2et − 2t − 2 − t2 ≥ 0

as s ≤ 0.
Since the conditional expectation operator is positive and En(dn+1) = 0, we have

En(etdn+1) ≤ 1 + En
(
f (t)d2n+1

)
≤ exp

{
En
(
f (t)d2n+1

)}
.

and so, by the operator monotonicity of the function log, we arrive at

log (En(exp(tdn+1))) ≤ En
(
f (t)d2n+1

)
,

Now use Lemma 2.2 to conclude the argument.
Finally, the last assertion follows from τ(u(t)

0 ) = 1. �

Remark 2.5 An investigation of the proof, shows that if M = L∞ is a commutative
probability space, then (u(t)

n ) is a supermartingale.
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Oneof theproblemswhichneed tobehandled is the lackof stopping-timearguments
which are used extensively in the classical case.Wepropose aCuculescu-type approach
and model these arguments by contructing inductively certain classes of projections.

Lemma 2.6 If the sequence (xn)n≥0, fixed as in the last part of the Introduction, is a
martingale in M, then for any nonnegative number c and positive number h, there
exists a sequence (pn)n≥1 of mutually orthogonal projections such that

max
1≤n≤m

τ
(
1[c,∞)(xn) ∧ 1[0,h](zn)

)
2n−1 ≤

∥∥∥∥∥
m∑

n=1

pn

∥∥∥∥∥
1

≤ inf
t>0

{
e−tc+(et−1−t)h

∥∥∥∥∥
m∑

n=1

pn u
(t)
n pn

∥∥∥∥∥
1

}
, (2.4)

for any m ∈ N. Then, if there exists a number n ∈ N such that 1[c,∞)(xn) ∧ 1[0,h](zn)
is a nonzero projection, then

∑∞
n=1 pn can be chosen to be nonzero.

Proof Let c ≥ 0 and let h > 0 be real numbers. Set

e0 := 0, and en := ec,hn = 1[c,∞)(xn) ∧ 1[0,h](zn)

for every n ≥ 1. Moreover, define

p0 := 0, and pn := pc,hn = en ∧
n−1∧
i=1

e⊥
i for n ≥ 1

Therefore, the pn’s are mutually orthogonal projections. In fact, if k < j , then

‖pk p j‖2 = ‖p j pk p j‖ ≤ ‖p j ek p j‖ = ‖p j ek‖2 = ‖ek p j ek‖ ≤ ‖eke⊥
k ek‖ = 0.

Moreover, 1[c,∞)(xn)xn ≥ c1[c,∞)(xn), and by the definition of pn , we have pn ≤
1[c,∞)(xn). Hence

pnxn pn = (
pn1[c,∞)(xn)

)
xn pn ≥ cpn1[c,∞)(xn)pn = cpn . (2.5)

Similarly, one can show that pnzn pn ≤ hpn . Indeed, 1[0,h](zn) zn ≤ h 1[0,h](zn) and
due to pn ≤ 1[0,h](zn), we deduce

pnzn pn = (
pn1[0,h](zn)

)
zn pn ≤ hpn1[0,h](zn)pn = hpn .

Now, fix t > 0. Therefore,

tcpn − (et − 1 − t)hpn ≤ tpnxn pn − (et − 1 − t)pnzn pn .
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Two operators exp
{
tpnxn pn−(et − 1−t)pnzn pn

}
and exp

{
(tc − (et−1−t)h)pn

}
commute. Hence

exp
{
(tc − (et − 1−t)h)pn

}≤exp
{
tpnxn pn−(et − 1−t)pnzn pn

}
,

and so

τ
(
pn exp

{
tc − (et − 1 − t)h

}) = τ
(
pn exp

{
(tc − (et − 1 − t)h)pn

})
≤ τ

(
pn exp

{
tpnxn pn − (et − 1 − t)pnzn pn

})
,

(2.6)

where to get the first equality, we write down the Taylor expansion as

pn exp
{
(tc − (et − 1 − t)h)pn

} = pn

∞∑
j=0

(
(tc − (et − 1 − t)h)pn

) j
j !

= pn

⎛
⎝1 +

∞∑
j=1

(tc − (et − 1 − t)h) j pn
j !

⎞
⎠

= pn e
tc−(et−1−t)h .

On the other hand, by the trace Jensen inequality (2.1), we get

τ
(
pn exp

{
tpnxn pn − (et − 1 − t)pnzn pn

}
pn
) ≤ τ(pnu

(t)
n pn). (2.7)

Combining inequalities (2.6) and (2.7), and summing over n, we obtain

etc−(et−1−t)h
m∑

n=1

τ(pn) ≤
m∑

n=1

τ(pnu
(t)
n pn)

for any natural number m. Taking the infimum over t > 0, we get the right hand side
of inequality (2.4).

It remains to show the left hand side of inequality (2.4). To this end, we prove that

τ

(
m∧

n=1

p⊥
n

)
≤ 1 − 1

2n−1 τ (en) (1 ≤ n ≤ m) (2.8)
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We use induction. As τ
(∧m

n=1 p
⊥
n

) ≤ τ(p⊥
1 ) = τ(e⊥

1 ) = 1 − τ(e1), the step n = 1
holds. Assume that inequality (2.8) holds for any i < m. Then

τ

(
m∧

n=1

p⊥
n

)
≤ τ

(
p⊥
m

)
= τ

(
e⊥
m ∨

m−1∨
i=1

ei

)

≤ τ
(
e⊥
m

)
+

m−1∑
i=1

τ (ei )

≤ τ
(
e⊥
m

)
+
(
1 − τ

(
m∧

n=1

p⊥
n

))
k−1∑
i=1

2i−1

(by the inductive hypothesis)

= τ
(
e⊥
m

)
+
(
1 − τ

(
m∧

n=1

p⊥
n

))(
2k−1 − 1

)
,

in which to reach the second inequality, we use this fact that if (pλ)λ∈� is a family of
projections inM, then τ (∨λ∈� pλ) ≤ ∑

λ∈� τ(pλ); see [20, Page 58]. Therefore,

τ

(
m∧

n=1

p⊥
n

)
≤ 2k−1 − 1 + τ

(
e⊥
k

)
2k−1 = 1 − 1

2k−1 τ (ek) ,

and (2.8) follows.
Now

∥∥∑m
n=1 pn

∥∥
1 = τ

(∨m
n=1 pn

) = 1 − τ
(∧m

n=1 p
⊥
n

) ≥ 1
2n−1 τ (en) for all

1 ≤ n ≤ m. �

Now, we deduce the classical Freedman inequality from Lemma 2.6.

Corollary 2.7 Let {Xn : X0 = 0, n ≥ 0} be a real-valued martingale of bounded
random variables with martingale difference sequence {	n : 	0 = 0, n ≥ 0} such
that 	n ≤ 1 for all n. Then, for all numbers c ≥ 0 and h > 0, it holds that

Prob (Xn ≥ c and Zn ≤ h for some n ≥ 0) ≤
(

h

c + h

)c+h

ec, (2.9)

in which Zn = ∑n
k=1 Ek−1(	

2
k).

Proof Notice that in the commutative case, due to the well-ordering principle of N,

the projection
∑∞

n=1 pn = ∨∞
n=1 pn = ∨∞

n=1

(
en ∧∧n−1

i=1 e⊥
i

)
, appeared in the proof

of Lemma 2.6, is the indicator variable of

A = {ω : Xn(ω) ≥ c and Zn(ω) ≤ h for some n ≥ 0}
=

∞⋃
n=1

( {ω : Xn(ω) ≥ c} ∩ {ω : Zn(ω) ≤ h} ),



22 Page 10 of 18 A. Talebi et al.

where en := χ{Xn≥c}χ{Zn≤h}. Furthermore, the sequence (pn) in the proof of the
noncommutative Freedman inequality (Lemma 2.6) corresponds to the stopping
time σ = inf{n ∈ N : Xn ≥ c and Zn ≤ h} with inf ∅ = ∞, and hence∑

n∈N pn u
(t)
n pn = u(t)

σ χ{σ<∞}. More precisely, we may assume that A �= ∅, since
otherwise Prob(A) = 0 and the desired inequality clearly holds. Now, if ω ∈ A,
then there exists the least number j ∈ N such that p j (ω) = 1. Hence, by the
definition of p j , we have e j (ω) = 1 and ei (ω) = 0 for any i < j . We, there-

fore obtain
(
u(t)

σ χ{σ<∞}
)

(ω) = u(t)
σ (ω)(ω)χ{σ(ω)<∞} = u(t)

j (ω). On the other hand,(∑
n∈N pn u

(t)
n pn

)
(ω) = p j (ω) u(t)

j (ω) p j (ω) = u(t)
j (ω), since pn are orthogonal.

By employing Tropp’s argument [21, Theorem 2.3], since the stopped process (u(t)
n∧σ )n

is a positive supermartingale, in which n ∧ σ = min{n, σ }, it follows from Fatou’s
lemma that

1 ≥ lim inf
n→∞ E

(
u(t)
n∧σ

)
≥ lim inf

n→∞ E

(
u(t)
n∧σ χ{σ<∞}

)
≥ E

(
lim inf
n→∞ u(t)

n∧σ χ{σ<∞}
)

= E

(
u(t)

σ χ{σ<∞}
)

.

Thus, Prob(A) ≤ inf t>0

{
e−tc+(et−1−t)h

}
and it is easy to verify that the minimized

value of e−tc+(et−1−t)h occurs at t0 = log
( c+h

h

)
, which gives

inf
t>0

e−tc+(et−1−t)h = e−t0c+(et0−1−t0)h =
(

h

c + h

)c+h

ec. (2.10)

Thus, the desired bound is obtained. �

If we assume that the martingale (xn)n≥0 satisfies an extra condition, we are able

to provide a noncommutative Freedman-type inequality as follows.

Theorem 2.8 Let for any two positive numbers c, h, the inequality xn ≤ ϕ(c/h)zn
holds for all n ≥ 1, where ϕ is a real-valued function satisfying ϕ(s) ≤ s

log(1+s) −
1 (s > 0). Then there exists a sequence (pn)n≥1 of mutually orthogonal projections
such that

sup
n≥1

τ
(
1[c,∞)(xn) ∧ 1[0,h](zn)

)
2n−1 ≤

∥∥∥∥∥
∞∑
n=1

pn

∥∥∥∥∥
1

≤
(

h

c + h

)c+h

ec. (2.11)

Then, if there exists n ∈ N such that 1[c,∞)(xn) ∧ 1[0,h](zn) is a nonzero projection,
then

∑∞
n=1 pn can be taken to be nonzero.

Proof It is enough we assume that ϕ(s) = s
log(1+s) − 1 (s > 0). As it is proved

in Lemma 2.6 and its notation, we have pnxn pn ≥ cpn and pnzn pn ≤ hpn , and
consequently, for any positive real number t

tcpn − (et − 1 − t)hpn ≤ pn
(
t xn − (et − 1 − t)zn

)
pn .
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Applying the trace Jensen inequality (2.1) we obtain

m∑
n=1

etc−(et−1−t)hτ(pn) ≤
m∑

n=1

τ(pnu
(t)
n pn)

for any m ≥ 1, whence

m∑
n=1

τ(pn) ≤ e(et−1−t)h−tc
m∑

n=1

τ(pnu
(t)
n pn) (m ≥ 1) (2.12)

for any t > 0. Now, if we show that
∑m

n=1 τ(pnu
(t0)
n pn) ≤ 1, where t0 = log

( c+h
h

)
,

then the right hand side of the desired inequality (2.11) follows from inequalities
(2.12) and (2.10). Note that by the assumption log(1 + c

h )xn ≤ ( ch − log(1 + c
h ))zn ,

which implies that t0xn ≤ (et0 − 1 − t0)zn and hence u(t0)
n ≤ e0 = 1 for all n. Thus∑m

n=1 τ(pnu
(t0)
n pn) ≤ ∑m

n=1 τ(pn) = τ
(∨m

n=1 pn
) ≤ 1, (m ≥ 1) as desired.

The left hand side of (2.11) can be shown by a similar argument as in Lemma 2.6.
�


In order to find a more appropriate noncommutative version of the Freedman
inequality, the main difficulty that one encounters is the lack of a noncommutative
analogue of stopped martingales, which Freedman’s original proof and also Tropp’s
approach are based on it. Under some mild conditions (see Example 2.10 for the
supermartingale condition), we overcome this problem as follows.

Proposition 2.9 For every nonnegative number c and every positive number h, if
(u(t0)

n )n≥0 is a supermartingale in M, where t0 = log
( c+h

h

)
, then there exists a

sequence (pn)n≥1 of mutually orthogonal projections such that

sup
n≥1

τ
(
1[c,∞)(xn) ∧ 1[0,h](zn)

)
2n−1 ≤

∥∥∥∥∥
∞∑
n=1

pn

∥∥∥∥∥
1

≤
(

h

c + h

)c+h

ec. (2.13)

Then, if there exists n ∈ N such that 1[c,∞)(xn) ∧ 1[0,h](zn) is a nonzero projection,
then

∑∞
n=1 pn can be taken to be nonzero.

Proof Applying the same notation introduced in Lemma 2.6 and the same argument,
we have

N∑
k=0

et0c−(et0−1−t0)hτ(pk) ≤
N∑

k=0

τ(pku
(t0)
k pk) (2.14)

for any natural number N .
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We claim that
∑∞

k=1 τ(pku
(t0)
k pk) ≤ 1, and the right hand side of the desired

inequality (2.13) follows from inequalities (2.10) and (2.14). To prove the claim, set

λn :=
n∑

k=0

τ(pku
(t0)
k pk) + τ

((
1 −

n∑
k=0

pk

)
u(t0)
n

(
1 −

n∑
k=0

pk

))
.

Evidently, the operators

pku
(t0)
k pk and

(
1 −

n∑
k=0

pk

)
u(t0)
n

(
1 −

n∑
k=0

pk

)

belong to L1(M) for all k, and

n∑
k=0

τ(pku
(t0)
k pk) ≤ λn .

We intend to establish that (λn)n≥0 is a decreasing sequence. From mutual orthogo-
nality of the pns, it follows that

λn+1 − λn = τ(pn+1u
(t0)
n+1 pn+1) + τ

((
1 −

n∑
k=0

pk

)(
u(t0)
n+1 − u(t0)

n

)(
1 −

n∑
k=0

pk

))

− τ(pn+1u
(t0)
n+1 pn+1)

= τ

((
1 −

n∑
k=0

pk

)(
u(t0)
n+1 − u(t0)

n

)(
1 −

n∑
k=0

pk

))

= τ

(
En
[(

1 −
n∑

k=0

pk

)(
u(t0)
n+1 − u(t0)

n

)(
1 −

n∑
k=0

pk

)])

= τ

((
1 −

n∑
k=0

pk

)
En
(
u(t0)
n+1 − u(t0)

n

)(
1 −

n∑
k=0

pk

))
≤ 0,

where the last inequality follows, since (u(t0)
n )n≥0 is a supermartingale. Consequently,

∞∑
n=0

τ(pnu
(t0)
n pn) ≤ lim

n→∞ λn ≤ λ0 = τ(u(t0)
0 ) = 1.

The left hand side of (2.13) can be observed by the same argument as in Theorem 2.8.
�


In what follows, we present an example of elements in the hypotheses of the asser-
tions of this section, in particular, the assumption that u(t)

n is a supermartingale. We
use the software MATLAB for computations, not a proof.
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Example 2.10 LetM = M2(C) be the von Neumann algebra of all 2×2 matrices with
entries in C with the identity I2 and equipped with the normalized trace τ := 1

2 tr. Let
N stand for the subalgebra of diagonal matrices and

EN
((

a b
c d

))
=
(
a 0
0 d

)
.

Let us consider the filtration (Mn, En)n≥1 such that

M0 = CI2, E0(x) = τ(x)I2, M1 = N, E1 = EN, and

Mn = M, En = idM (n ≥ 2).

If we set

x0 := 0, x1 :=
(
1 0
0 −1

)
, x2 :=

(
1 i
−i −1

)
, and xn := x2 for every n ≥ 2,

then clearly (xn)n≥0 is a self-adjoint martingale and x1x2 �= x2x1. In addition,

d1 =
(
1 0
0 −1

)
≤ 1, d2 =

(
0 i
−i 0

)
≤ 1, and dn = 0 ≤ 1 (n ≥ 3),

is the corresponding difference sequence. Moreover,

z0 = 0,

z1 = E0(d21 ) = τ

((
1 0
0 1

))
I2 = I2

z2 = E0(d21 ) + E1(d22 ) =
(
2 0
0 2

)

zn = z2 (n ≥ 3).

Assuming t = 2 and setting λ = e2 − 3, where e denotes Euler’s constant, one can
check that

u(2)
0 = exp{2x0 − λz0} =

(
1 0
0 1

)
,

u(2)
1 = exp{2x1 − λz1} =

(
e5−e2 0

0 e2−e2

)
�
(
0.0917 0

0 0.0045

)

u(2)
2 = exp{2x2 − λz2} = exp

(
8 − 2e2 2i

−2i 4 − 2e2

)
�
(

0.0022 0.0009i
−0.0009i 0.0004

)

u(2)
n = u(2)

2 (n ≥ 3).

The exponential matrices above are computed in software MATLAB. In order to
show that (u(2)

n )n≥1 is a supermartingale, it is enough to investigate the inequalities



22 Page 14 of 18 A. Talebi et al.

E0(u(2)
1 ) ≤ u(2)

0 and E1
(
u(2)
2

)
≤ u(2)

1 . We have

E0(u(2)
1 ) = 0.0962I2 ≤ u(2)

0

and E1
(
u(2)
2

)
�
(
0.0022 0

0 0.0004

)
≤
(
0.0917 0

0 0.0045

)
= u(2)

1 .

3 Applications

In this section, we provide a noncommutative Bernstein-type inequality for bounded
operators under a mild condition. As defined in [12], a sequence x1, x2, . . . , xn is
said to be successively independent if τ(ab) = τ(a)τ (b) for every a ∈ N(x j ) and
b ∈ N(x1, x2, . . . , x j−1) (1 < j ≤ n), where N(A) denotes the von Neumann
algebra generated by A ⊆ M. Note that, in this case, if E j−1 denotes the conditional
expectation of M with respect toN(x1, x2, . . . , x j−1), then

E j−1(a) = τ(a) (3.1)

for any a ∈ N(x j ). Indeed, if b ∈ N(x0, x1, . . . x j−1), then

τ
(E j−1(a)b

) = τ
(E j−1(ab)

) = τ (ab) = τ (a) τ (b) = τ (τ (a) b) .

Proposition 3.1 Let d1, d2, . . . , dn ∈ M be self-adjoint and successively independent
such that

(i) τ(d j ) = 0,
(ii) τ(d2j ) ≤ σ 2,

(iii) d2j ≤ 1,

for some σ > 0 and all 1 ≤ j ≤ n. Let c ≥ 0 be a real number. With xk := ∑k
j=1 d j

and αk :=
(

c
nσ 2 − log(1 + c

nσ 2 )
)∑k

j=1 τ(d2j ), if xk ≤ 1
log(1+ c

nσ2
)
αk for all 1 ≤ k ≤

n, then there exists a projection p inM such that

max
1≤k≤n

τ
(
1[c,∞)(xk)

)
2k−1 ≤ τ(p) ≤ exp

(
− c2

2nσ 2 + 2c

)
.

Moreover, if 1[c,∞)(xk) is a nonzero projection for some 1 ≤ k ≤ n, then p can be
taken to be nonzero.

Proof Set x0 := 0 and x j := ∑ j
k=1 dk . Then N(d1, . . . , d j ) = N(x0, x1, . . . , x j ),

and (x j )0≤ j≤n is a martingale with respect to
(
N(x0, x1, . . . x j ), E j

)
0≤ j≤n . In fact,

due to (3.1), d j ∈ N(d j ) and assumption (i), we have

E j−1(x j ) = x j−1 + E j−1(d j ) = x j−1 + τ(d j ) = x j−1.
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Again from (3.1), we obtain

zn =
n∑

k=1

Ek−1(d
2
k ) =

n∑
k=1

τ(d2k ) ≤ nσ 2,

and so by taking h = nσ 2, we get 1[0,h](zn) = 1. If xk ≤ 1
log(1+ c

nσ2
)
αk (1 ≤ k ≤ n),

then the desired inequalities can be deduced from Theorem 2.8 by putting p :=∑n
k=1 pk and noting that, by the usual calculus,

(
nσ 2

c + nσ 2

)c+nσ 2

ec ≤ exp

(
− c2

2nσ 2 + 2c

)
. (3.2)

�


Remark 3.2 Notice that, by using the same assumptions as in Proposition 3.1, and if
x j = ∑ j

k=1 dk is positive for all 1 ≤ j ≤ n, then one can check that the projection p
satisfies the following Cuculescu weak type (1, 1) inequality [6]:

τ(p) ≤ 1

c
sup

1≤ j≤n
‖x j‖1.

To be more precise,

τ(xn) ≥
n∑

k=1

τ(pkxn)

(
as

n∑
k=1

pk ≤ 1, and xn is positive

)

=
n∑

k=1

τ(Ek(pkxn)) (since Ek is trace-preserving)

=
n∑

k=1

τ(pkxk) (as (x j ) j is a martingale)

≥ c
n∑

k=1

τ(pk). (by (2.5))

Hence, we get the desired inequality; see also [20].

In the classical set-up the projection p in Proposition 3.1 corresponds to the charac-
teristic function of the subset {max1≤ j≤n X j ≥ c}. Hence, we arrive at the following
Bernstein-type inequality for commutative random variables (see [14, 7.5]).

Corollary 3.3 Let 	1,	2, . . . ,	n be independent real-valued mean-zero random
variables such that |	 j | ≤ 1 for all j, k, and assume that σ 2 = 1

n

∑n
j=1 Var(	 j ).
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Then for every c ≥ 0, it follows that

Prob

(
n∑

k=1

	k ≥ c

)
≤ Prob

⎛
⎝ max

1≤ j≤n

j∑
k=1

	k ≥ c

⎞
⎠ ≤ exp

(
− c2

2nσ 2 + 2c

)
.

The law of the iterated logarithm formartingales can be deduced form the Freedman
inequality; see [8, Theorem 6.1]. In the next corollary, we obtain a result corresponding
to the law of the iterated logarithm due to Levy; see [11].

Corollary 3.4 Suppose that λ > ee. If the sequence (pck ,hkn )n≥1 is defined as in the
proof of Lemma 2.6, then

∥∥∥∥∥
∞∑
k=1

∞∑
n=1

pck ,hkn

∥∥∥∥∥
1

< ∞, (3.3)

where ck = λ2
√
2λk log log λk and hk = λk+1, and the convergence is in the L1-norm.

Proof It follows from the noncommutative Freedman inequality 2.8 that

∥∥∥∥∥
∞∑
n=1

pck ,hkn

∥∥∥∥∥
1

≤
(

hk
ck + hk

)ck+hk
eck ≤ exp

{
−c2k

2ck + 2hk

}
,

in which the last inequality follows from (3.2). Summing over k, we arrive at

∥∥∥∥∥
m∑

k=1

∞∑
n=1

pck ,hkn

∥∥∥∥∥
1

=
m∑

k=1

∥∥∥∥∥
∞∑
n=1

pck ,hkn

∥∥∥∥∥
1

≤
m∑

k=1

exp

{
−c2k

2ck + 2hk

}
.

There exists some k0 such that for all k > k0, we have ck + hk ≤ λk+3. Hence

∞∑
k=k0

exp

{
−c2k

2ck + 2hk

}
≤

∞∑
k=k0

exp

{−2λ4λk log log λk

2λk+3

}
≤

∞∑
k=k0

1

kλ
.

The last series is λ-series and hence convergent. Therefore, the desired inequality
follows from tending m to infinity. �


In the commutative setting, inequality (3.3) means

∞∑
k=1

Prob (Xn ≥ ck and Zn ≤ hk for some n ≥ 0) < ∞.

The Borel–Cantelli lemma therefore ensures that

Prob

(
lim sup

k
Ek

)
= 0,
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where Ek = {Xn ≥ ck and Zn ≤ hk for some n ≥ 0} and then, as shown in [8], it also
entails that if φ(t) = √

max{2t log log t, 1}, then

lim sup
n

Xn

φ(Zn)
≤ 1

on {∑∞
n=1 Zn = ∞}. Note that it is not necessary that the events Ek are disjoint in k.
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