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kenan@cankaya.edu.tr

1 Department of Mathematics, Faculty of Arts and Sciences, Çankaya University,
Balgat, 06530 Ankara, Turkey

http://crossmark.crossref.org/dialog/?doi=10.1007/s11785-017-0732-y&domain=pdf
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1 Introduction

Operator theory is important to understand the nature of the spectral properties of an
operator associatedwith a boundary value problem acting on aHilbert space. To obtain
such an information as is well known that the corresponding inner product is useful.
Using the inner product an important class of operators consisting of all nonselfadjoint
operators is defined as follows [1]

Im (A f, f )H ≥ 0, f ∈ D(A), A : H → H,

where D(A) denotes the domain of the operator A. Such operators are called dissi-
pative. A direct result on dissipative operators is that all eigenvalues lie in the closed
upper half-plane. Therefore open lower half-plane does not belong to the point spec-
trum of A.

There is a connection between dissipative and contractive operators. Indeed, one
may pass to a contraction using a dissipative operator and the fact the lower half-plane
does not belong to the point spectrum of a dissipative operator. By a contraction it
is meant a linear transformation acting from a Hilbert space H into another Hilbert
space H ′ such that

‖Th‖H ′ ≤ ‖h‖H , h ∈ H.

Note that H and H ′ may be identical. This property allows one to define selfadjoint
operators on H and H ′, respectively, as follows [2,3]

DT = (
IH − T ∗T

)1/2
, DT ∗ = (

IH ′ − T T ∗)1/2 ,

where IH and IH ′ denote the identity operators on H and H ′, respectively. DT and
DT ∗ are bounded by 0 and 1 and are called defect operators of T . The spaces

DT = DT H , DT ∗ = DT ∗ H

are called defect spaces and the numbers

dT = dimDT , dT ∗ = dimDT ∗

are called defect numbers of T .

Characteristic function theoryon contractionswas developedbySz.-Nagy andFoiaş
[2,3]. By the characteristic function of a contraction it ismeant the transformation from
DT intoDT ∗ as follows

�T (μ) =
[
−T + μDT ∗

(
I − μT ∗)−1

DT

]
| DT ,

where μ is a complex number such that I −μT ∗ is boundedly invertible. With the aid
of the characteristic function, Sz.-Nagy and Foiaş investigated several properties of a
contraction.
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One of the important types of contractions on a Hilbert space is the completely
non-unitary (c.n.u.) contractions. Recall that a contraction acting on a Hilbert space
H is called c.n.u. if for no nonzero reducing subspace L for T is T | L a unitary
operator. A special class consisting of c.n.u. contractions is the class C0. The class
C0 consists of those c.n.u. contractions T for which there exists a nonzero function
u ∈ H∞ such that u(T ) = 0, where H p (0 < p ≤ ∞) denotes the Hardy class of
functions u, holomorphic on the unit disc D and the corresponding norm

‖u‖p =

⎧
⎪⎪⎨

⎪⎪⎩

sup
0<r<1

[
1
2π

2π∫

0

∣
∣u(reit )

∣
∣p dt

]1/p
, 0 < p < ∞,

sup
λ∈D

|u(λ)| , p = ∞,

is finite. It should be noted that for T ∈ C0 the function u can always be taken to be
inner. Then a natural question arises as whether for every contraction T ∈ C0 there
exits an inner function u with u(T ) = 0 such that every other function v ∈ H∞
with v(T ) = 0 is a multiple of u. Such a function is called a minimal function of T
and denoted by mT . Minimal function mT is determined up to a constant factor of
modulus one. Note that for every contraction T ∈ C0 there exits a minimal function
mT . Using the minimal function mT some spectral properties of the contraction T
can be investigated. Indeed, the zeros of the minimal function mT in the open disc D
and of the complement, in the unit circle C, of the union of the arcs of C on which
mT is analytic and the spectrum of the contraction T ∈ C0 coincide with each other.
Moreover, the points of the spectrum in the interior of the unit circle C are eigenvalues
of T . As a characteristic value of T , λ has finite index, equal to its multiplicity as
a zero of mT . Completeness of the root vectors of T associated with the points of
the spectrum of T in D can be proved as showing that the minimal function mT is a
Blaschke product.

In the literature, there are some theorems or methods to investigate the complete
spectral properties of a dissipative operators acting on a Hilbert space. For instance,
Livšic’s theorem, Lidskiı̆’s theorem, Krein’s theorem and Pavlov’s method are used
for such operators [1,4]. First three theorems are related with the compactness of the
dissipative operators. Tobemore precise,we should note that these operatorsmust have
at least nuclear imaginary parts. Then the methods follow from the entire functions.
However, in Pavlov’smethod, there is no need to obtain a compact dissipative operator.
It is needed to construct the characteristic function of Sz.-Nagy–Foiaş that can be
regarded as identical with scattering function of Lax–Phillips [5]. In the basic of this
method, there is a decomposition of a direct sum Hilbert spaceH = L2− ⊕ H ⊕ L2+ in
which a selfadjoint dilation of the maximal dissipative differential operator acting in
the Hilbert space H is constructed. The subspaces L2− and L2+ are the incoming and
outgoing channels, respectively.With the aid of the selfadjoint operator, a unitary group
U (t) (t ∈ R) is established. This unitary group and the incoming subspace D− =
(L2−, 0, 0) and the outgoing subspace D+ = (0, 0, L2+) of H satisfy the following
properties:

(i) U (t)D− ⊂ D−, t ≤ 0; U (t)D+ ⊂ D+, t ≥ 0,
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(ii)
⋂

t≤0
U (t)D− = ⋂

t≥0
U (t)D+ = {0} ,

(iii)
⋃

t≥0
U (t)D− = ⋃

t≤0
U (t)D+ = H,

(iv) D− ⊥ D+.

Then according to the scattering theory, a scattering function S(λ), Imλ > 0,
acting from D+ into D− can be constructed. Using Fourier transformation F
one obtains the functional model of c.n.u. continuous semigroup of contractions
Z(t) as follows

H = H2+  S(ς)H2+,

PZ(t) f = P
[
eiς tF f

]
, f ∈ H,

where H2+ is the Hardy space, ς = (λ− i)/(λ+ i) and P is the orthogonal projection
onto H. Such contractions can be found in, for example, [4,6–12].

In the Pavlov’s method it is used the connection between the continuous semigroup
of contractions {Z(t)}t≥0 and its cogenerator Z . Namely, every model of Z generates
amodel of {Z(t)}t≥0 . In this paper we do not use this connection but we use a different
way. Namely, we use the characteristic function of a c.n.u. contraction of the class C0
associated with a maximal dissipative differential operator. Then using the connection
between the characteristic function andminimal function of the contraction, we obtain
complete information about the spectral properties of the contraction and dissipative
differential operator.

A contractive operator can be embedded into a unitary operator. This theory is
the unitary colligation theory [13]. It should be noted that unitary colligation theory
includes the Sz.-Nagy–Foiaş characteristic function theory. To be more precise, we
should note that a contraction with its defect operators can be embedded into a unitary
colligation [13,14]. Arlinskiı̆ et al. studied the relation of c.n.u. contractions with
rank-one defects and corresponding unitary colligations [14]. Therefore we introduce
some results on the Cayley transform of the dissipative operator.

Jacobi matrices are useful to understand the characterization of selfadjoint,
nonselfadjoint and unitary operators acting on separable Hilbert spaces. Indeed,
multiplication operators on the Hilbert spaces L2(R) or L2(C) associated with the
probability measure m on the real line or on the unit circle C , respectively, is unitary
equivalent to the selfadjoint or unitary operatorswith a simple spectrumacting on some
Hilbert spaces [15]. Tri-diagonal Jacobi matrix representation of selfadjoint operators
with simple spectrum was introduced by Stone [16]. The nonselfadjoint version of
Stone’s theorem has been introduced by Arlinskiı̆ and Tsekanovskiı̆ [17]. Moreover,
the canonicalmatrix representation of unitary operatorswith simple spectrumhas been
introduced by Cantero et al. [18] with the help of five-diagonal unitary matrices called
CMV matrices. Arlinskiı̆ et al. [14] obtained a connection between truncated CMV
matrix and Sz.-Nagy–Foiaş characteristic function. Therefore, we introduce truncated
CMV matrix associated with the Cayley transform.

This paper is organized as follows. InSect. 2,we introduce the secondorder dynamic
equation defined on the union of two time scales.We consturct the associated boundary
value transmission problem on time scale. This can be regarded as the generalization
of the continuous boundary value transmission problems. In Sect. 3, we construct a
dissipative differential operator N in an appropriate Hilbert space H and we introduce
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some theorems on N . In Sect. 4, the resolvent operator of N is established. Two entire
functions are constructed whose zeros coincide with the eigenvalues of N . Moreover
some spectral properties are investigated with the help of the resolvent operator. In
Sect. 5, using the Cayley transform T of N a contractive operator is obtained whose
domain is the whole Hilbert space H. It is shown that T belongs to the space C0.
Moreover, some spectral properties of both T and N are introduced. In Sect. 6, other
properties of the contraction T are investigated. These properties are related with the
weak contractions, multiplicity of weak contractions and associated results, unitary
colligation theory and truncated CMV matrices.

Finally, we should note that the notations C and D will be used to denote the unit
circle C = {μ : |μ| = 1} and unit disc D = {μ : |μ| < 1}.

2 Dynamic Equation

Consider a time scale T̃ with min T̃ = 0 as a dense point and sup T̃ = ∞, where
ρ(x) is the backward jump operator on T̃ and suppose that σ(x) is the forward jump
operator on T̃. For details we refer to [19,20].

In this paper we consider the following dynamic expressions

ηk(y) = − 1

wk(x)
(pk(x)y

	k )∇k + qk(x)y,

on time scales Tk, k = 1, 2, where T1 = [0, b] ∩ T̃, T2 = [b,∞) ∩ T̃. We assume
that

(i) b ∈ T̃ is a dense point such that 0 < b < ∞,

(ii) y	k and y∇k are the delta- and nabla-derivative on Tk,, respectively,
(iii) p1, q1 andw1 and p2, q2 andw2 are real-valued functions on T1 and T2, respec-

tively,
(iv) p−1

1 , q1 and w1 and p−1
2 , q2 and w2 are piecewise continuous functions on T1

and T2, respectively,
(v) w1 > 0 and w2 > 0 are piecewise continuous functions on T1 and T2, respec-

tively.

We also assume that y, p1y	1 and y, p2y	2 are nabla-differentiable functions on
T1 and T2, respectively.

We consider the following dynamic equation

η(y) = λy, x ∈ T, (2.1)

where T = T1 ∪ T2 and
η = η1 ⊕ η2.

Clearly T is again a time scale. As can be seen in the conditions (2.3) and (2.4)
the solutions of (2.1) will be assumed to have a discontinuity at b. Therefore such a
representation of T will make the resolvent operator of the corresponding dynamic
operator clear in Sect. 4. The motivation such a representation follows from the papers
[21–27].
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Remark 2.1 As is well-known that time scale calculus makes it possible to unify
very interesting closed subsets of the real-line. In particular in the case that
T = {0, 1, 2, . . . , b − 2, b + 2, . . .} the expression (2.1) turns out to the second order
difference equation

− p(n − 1)y(n − 1) + q1(n)y(n) − p(n)y(n + 1) = λw(n)y(n), n ∈ T,

where q1(n) = p(n − 1) + p(n) + q(n). Shi and Sun [28] showed a very interesting
detail appearing in the previous equation. In fact, they showed that the corresponding
maximal operator is not well defined because of the term y(− 1). To overcome this,
they followed the method of Coddington called linear subspace theory [29] and they
constructed the minimal operator and selfadjoint extensions of the that minimal oper-
ator (subspace). This method is different from the known method and this is our task
to overcome this problem for the dynamic equation in a forthcoming paper containing
non-dense end points.

Let L2
w(T) be the Hilbert space consisting of all functions y such that

∞∫

0

|y|2 w∇x < ∞

with the inner product

(y, χ) =
∞∫

0

yχw∇x .

We denote by D being the subset of L2
w(T) consisting of all functions y ∈ L2

w(T)

such that y, p1y	1 and y, p2y	2 are piecewise continuous functions on T1 and T2,

respectively, and η(y) ∈ L2
w(T). For arbitrary two functions y, χ ∈ D following

Green’s formula is valid
∞∫

0

{η(y)χ − yη(χ)} w∇x = [y, χ ]b0 + [y, χ ]∞b

where [y, χ ]ζξ = [y, χ ](ζ ) − [y, χ ](ξ), [y, χ ] = yχ [	k ] − y[	k ]χ (x ∈ Tk), y[	k ] =
pk y	k and

w(x) =
{

w1(x), x ∈ T1,

w2(x), x ∈ T2.

Green’s formula implies the fact that the values [y, χ ](∞) and [y, χ ](∞) exist and
are finite. Latter one follows from the fact that pk, qk and wk are real valued functions
on each Tk, k = 1, 2.

It should be noted that if y(x, λ) andχ(x, λ) are the solutions of (2.1) corresponding
to the parameter λ then [y, χ ] is independent of x and depends only on λ on each Tk,
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k = 1, 2. Moreover the bracket [y, χ ] coincides with the Wronskian of y(x, λ) and
χ(x, λ) on each Tk : W [y, χ ] = [y, χ ], x ∈ Tk .

In this paper we assume that η is in the limit-circle case at singular point ∞. Limit
point/circle theory for the linear dynamic equations have been studied in the literature
[30–33].

Let

u(x) =
{
u1(x), x ∈ T1,

u2(x), x ∈ T2,
v(x) =

{
v1(x), x ∈ T1,

v2(x), x ∈ T2,

be the solutions of the equation η(y) = 0, x ∈ T, satisfying

{
u1(d1) = 1, u[	1]

1 (d1) = 0,

v1(d1) = 0, v
[	1]
1 (d1) = 1,

{
u2(d2) = 1, u[	2]

2 (d2) = 0,

v2(d2) = 0, v
[	2]
2 (d2) = 1,

where d1 ∈ T1 and d2 ∈ T2. Since limit-circle case holds for η, u and v belong
to L2

w(T) and D. Therefore for arbitrary function y ∈ D, the values [y, u](∞) and
[y, v](∞) exist and are finite. Moreover one finds

[u1, v1] ≡ 1, x ∈ T1,

and
[u2, v2] ≡ 1, x ∈ T2.

For y ∈ D we consider the following conditions

y(0) + h1(py
′)(0) = 0, (2.2)

y(ρ2(b)) = y(b−) = γ1y(σ
2(b)) = γ1y(b+), (2.3)

y[	1](ρ2(b)) = (py)′(b−) = γ2y
[	2](σ 2(b)) = γ2(py)

′(b+), (2.4)

[y, u](∞) − h2[y, v](∞) = 0, (2.5)

where h1 and h2 are complex numbers such that hk = Rehk + iImhk with Imhk > 0,
k = 1, 2, γ1 and γ2 are real numbers with γ1γ2 > 0. Boundary value transmission
problems containing spectral parameter in the boundary conditions defined on the
union of the continuous intervals have been investigated in some papers (for example,
see, [11,12]). Moreover, for h1 is real such problems have been studied in [34–37].
However, the problem (2.1)–(2.5) is new and contains several equations with appro-
priate boundary-transmission conditions.

3 Simple Dissipative Operator

In this section we shall construct a suitable operator corresponding to the problem
(2.1)–(2.5).
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Let H = H1 ⊕ H2, Hk = L2
wk

(Tk), k = 1, 2, be the Hilbert space with the inner
product

〈y, χ〉H =
b∫

0

y1χ1w1∇1x + γ1γ2

∞∫

b

y2χ2w2∇2x,

where

y(x) =
{
y1(x), x ∈ T1,

y2(x), x ∈ T2,
χ(x) =

{
χ1(x), x ∈ T1,

χ2(x), x ∈ T2.

It should be noted that the space H is, in fact, the direct sum space L2
w(T).

Let D(N ) be the set consisting of all functions y ∈ D satisfying the conditions
(2.2)–(2.5). We define the operator N on D(N ) as

Ny = η(y), y ∈ D(N ), x ∈ T.

Therefore the equation

Ny = λy, y ∈ D(N ), x ∈ T,

coincides with the problem (2.1)–(2.5).
Integration by parts implies that the adjoint operator N∗ of N is the operator defined

by

N∗y = η(y), y ∈ D(N∗), x ∈ T,

where D(N∗) denotes the set of all functions y ∈ D satisfying

y(0) + h1(py
′)(0) = 0,

y(b−) = γ1y(b+),

(py)′(b−) = γ2(py)
′(b+),

[y, u](∞) − h2[y, v](∞) = 0.

For

y(x) =
{
y1(x), x ∈ T1,

y2(x), x ∈ T2,
χ(x) =

{
χ1(x), x ∈ T1,

χ2(x), x ∈ T2,
∈ D(N )

following equations are obtained:

[y1, χ1] = [y1, u1][χ1, v1] − [y1, v1][χ1, u1], x ∈ T1,

[y2, χ2] = [y2, u2][χ2, v2] − [y2, v2][χ2, u2], x ∈ T2. (3.1)

Then we obtain the following theorem.
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Theorem 3.1 N is dissipative in H.

Proof Let y ∈ D(N ). Then we have

〈Ny, y〉H − 〈y, Ny〉H = [y, y]b0 + γ1γ2[y, y]∞b . (3.2)

Transmission conditions (2.3) and (2.4) give

[y, y](b−) = γ1γ2[y, y](b+). (3.3)

On the other side we obtain from (2.2)

[y, y](0) = − 2iImh1
∣
∣(py′)(0)

∣
∣2 . (3.4)

Moreover (2.5) and (3.1) implies

[y, y](∞) = 2iImh2 |[y, v](∞)|2 . (3.5)

Substituting (3.3)–(3.5) in (3.2) we obtain

Im 〈Ny, y〉H = Imh1
∣∣(py)′(0)

∣∣2 + γ1γ2Imh2 |[y, v](∞)|2 (3.6)

and this completes the proof. ��

Definition 3.2 Anonselfadjoint operator A actingon aHilbert space H is called simple
if there is no invariant subspace of H on which A has selfadjoint part there.

Theorem 3.3 N is a simple dissipative operator in H.

Proof Consider that N has a selfadjoint point in a nontrivial subspace Hs of H. Then
for

y(x) =
{
y1(x), x ∈ T1,

y2(x), x ∈ T2,
∈ D(N ) ∩ Hs

one has from (3.6) that

0 = Imh1
∣
∣(py)′(0)

∣
∣2 + γ1γ2Imh2 |[y, v](∞)|2 . (3.7)

(3.7) is satisfied only if (py)′(0) = 0 and [y, v](∞) = 0. Therefore (2.2) and (2.5)
imply that y(0) = 0 and [y, u](∞) = 0. Consequently, y1 ≡ 0, y2 ≡ 0 and y ≡ 0.
This completes the proof. ��

Corollary 3.4 All eigenvalues of N lie in the open upper half-plane.
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4 Resolvent Operator

In this section we will construct the resolvent operator of N and we will investigate
some spectral properties of N .

Now consider the solutions

ϕ(x, λ) =
{

ϕ1(x, λ), x ∈ T1,

ϕ2(x, λ), x ∈ T2,
ψ(x, λ) =

{
ψ1(x, λ), x ∈ T1,

ψ2(x, λ), x ∈ T2,

of the Eq. (2.1) satisfying

{
ϕ1(0, λ) = −h1, (pϕ1)

′(0, λ) = 1,
ϕ2(b+, λ) = 1

γ1
ϕ1(b−, λ), (pϕ2)

′(b+, λ) = 1
γ2

ϕ′
1(b−, λ),

(4.1)

and { [ψ2, u2](∞) = h2, [ψ2, v2](∞) = 1,
ψ1(b−, λ) = γ1ψ2(b+, λ), (pψ1)

′(b−, λ) = γ2ψ
′
2(b+, λ).

(4.2)

If we denote by ωk(λ) the Wronskian of ϕk(x, λ) and ψk(x, λ) such that ω1(λ) =
W [ϕ1, ψ1], x ∈ T1, and ω2(λ) = W [ϕ2, ψ2], x ∈ T2, then constants of the Wron-
skian of ϕk(x, λ) and ψk(x, λ) on each interval and transmission conditions given in
(4.1) and (4.2) imply

ω(λ) := ω1(λ) = γ1γ2ω2(λ). (4.3)

Note that the zeros of ω(λ) coincide with the eigenvalues of N . Moreover the zeros
of the functions

	h1(λ) := ψ(0, λ) + h1(pψ)′(0, λ)

and
	h2(λ) := [ϕ(x, λ), u(x)](∞) − h2[ϕ(x, λ), v(x)](∞)

coincide with the eigenvalues of N .

Let us consider the equation

(N − λ1)y = f, x ∈ T, (4.4)

where λ is not an eigenvalue of N , 1 denotes the identity operator in H and

y =
{
y1, x ∈ T1
y2, x ∈ T2

∈ DN , f =
{
f1, x ∈ T1
f2, x ∈ T2

∈ H.

Equation (4.4) is equivalent to

η(y) − λy = f, x ∈ T,
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subject to the conditions (2.2)–(2.5). One can infer that the solution y of (4.4) is in the
form

y(x, λ) =

⎧
⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎩

a1ϕ1(x, λ) + a2ψ1(x, λ) + 1
ω1(λ)

x∫

0
[ϕ1(x, λ)ψ1(t, λ)

−ϕ1(t, λ)ψ1(x, λ)]w1(t) f1(t)∇1(t), x ∈ T1,

b1ϕ2(x, λ) + b2ψ2(x, λ) + 1
ω2(λ)

x∫

b
[ϕ2(x, λ)ψ2(t, λ)

−ϕ2(t, λ)ψ2(x, λ)]w2(t) f2(t)∇2(t), x ∈ T2.

	−differentiating yields

y[	](x, λ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

a1ϕ
[	1]
1 (x, λ) + a2ψ

[	1]
1 (x, λ) + 1

ω1(λ)

x∫

0

[
ϕ

[	1]
1 (x, λ)ψ1(t, λ)

−ϕ1(t, λ)ψ
[	1]
1 (x, λ)

]
w1(t) f1(t)∇1(t), x ∈ T1,

b1ϕ
[	2]
2 (x, λ) + b2ψ

[	2]
2 (x, λ) + 1

ω2(λ)

x∫

b

[
ϕ

[	2]
2 (x, λ)ψ2(t, λ)

−ϕ2(t, λ)ψ
[	2]
2 (x, λ)

]
w2(t) f2(t)∇2(t), x ∈ T2.

The condition (2.2) gives
a2	h1(λ) = 0

and hence a2 = 0. Moreover the condition (2.5) implies

b1 = − 1

ω2(λ)

∞∫

b

ψ2(t, λ)w2(t) f2(t)∇2(t).

Hence y(x, λ) must be in the form

y(x, λ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

ϕ1(x, λ)

[

a1 + 1
ω1(λ)

x∫

0
ψ1(t, λ)w1(t) f1(t)∇1(t)

]

− ψ1(x,λ)
ω1(λ)

x∫

0
ϕ1(x, λ)w1(t) f1(t)∇1(t), x ∈ T1,

ϕ2(x, λ)

[
− 1

ω2(λ)

∞∫
x

ψ2(t, λ)w2(t) f2(t)∇2(t)

]

+ψ2(x, λ)

[

b2 − 1
ω2(λ)

x∫

b
ϕ2(t, λ)w2(t) f2(t)∇2(t)

]

, x ∈ T2.
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Taking into account the transmission conditions (2.3) and (2.4), y(x, λ) is found as

y(x, λ) =

⎧
⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎨

⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎪⎩

− ϕ1(x,λ)
ω1(λ)

b∫

x
ψ1(t, λ)w1(t) f1(t)∇1(t) − ψ1(x,λ)

ω1(λ)

x∫

0
ϕ1(t, λ)w1(t) f1(t)∇1(t)

− ϕ1(x,λ)
ω2(λ)

∞∫
b

ψ2(t, λ)w2(t) f2(t)∇2(t), x ∈ T1,

− ψ2(x,λ)
ω1(λ)

b∫

0
ϕ1(t, λ)w1(t) f1(t)∇1(t) − ψ2(x,λ)

ω2(λ)

x∫

b
ϕ2(t, λ)w2(t) f2(t)∇2(t)

− ϕ2(x,λ)
ω2(λ)

∞∫
x

ψ2(t, λ)w2(t) f2(t)∇2(t), x ∈ T2.

(4.5)

Using (4.3) we shall construct the kernel

G(x, t, λ) =
{

− ψ(x,λ)ϕ(t,λ)
ω(λ)

, 0 ≤ t ≤ x ≤ ∞, t, x �= b,

− ϕ(x,λ)ψ(t,λ)
ω(λ)

, 0 ≤ x ≤ t ≤ ∞, t, x �= b.

Then (4.5) can be introduced as

y(x, λ) =
b∫

0

G(x, t, λ)w(t) f (t)∇1(t) + γ1γ2

∞∫

b

G(x, t, λ)w(t) f (t)∇2(t)

or
y(x, λ) = 〈

G(x, t, λ), f (t)
〉
H .

Let Kλ be the operator acting on H as follows

Kλ f = 〈
G(x, t, λ), f (t)

〉
H , (4.6)

where f ∈ H. Then Kλ is the inverse of the operator N − λ1.

Definition 4.1 A dissipative operator A is called maximal dissipative if it does not
have a proper dissipative extension.

Theorem 4.2 N is maximal dissipative in H.

Proof It is sufficient to show that the equality (N − λ1)D(N ) = H, Imλ < 0, holds,
where 1 denotes the identity operator in H [2,3]. It is enough to use the method of
variation of parameters given above. Let y ∈ D(N ) and f ∈ H. If one solve the
equation

(N − λ1)y = f, x ∈ T, Imλ < 0,

then from (4.6) it is found that y(x, λ) = Kλ f ∈ H, Imλ < 0. This completes the
proof. ��
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Now let λ = 0.Note that zero is not an eigenvalue of N .Then the equation Ny = f,
x ∈ T, can be solved with a similar method given above. Hence the inverse of N is
found as

K f = 〈
G(x, t), f (t)

〉
H ,

where f ∈ H. Since limit-circle case holds for η, K is a Hilbert–Schmidt operator.
Therefore K and its imaginary part ImK are compact operators.

It is known that the nonreal spectrum of an operator with compact imaginary part
consists of eigenvalues of finite algebraicmultiplicities (dimensions of the correspond-
ing root subspace) and the limit points of nonreal spectrum belong to the spectrum of
the real part of the operator [17]. Therefore, together with the results given in [38] we
obtain the following theorem.

Theorem 4.3 (i) Eigenvalues of K are countable,
(ii) zero is the only possible limit point of the eigenvalues,
(iii) zero must belong to the spectrum of K , however, may not be an eigenvalue of K ,
(iv) the nonreal spectrum of K consists of eigenvalues of finite algebraicmultiplicities

and limit points of nonreal spectrum belong to the spectrum of the real part ReK .

Consequently, we obtain the following corollary.

Corollary 4.4 (i) Eigenvalues of N are countable,
(ii) infinity is the only possible limit point of the eigenvalues of N ,
(iii) infinity must belong to the spectrum of N , however, may not be an eigenvalue of

N .

The problem of completeness of eigen- and associated functions of N will be
investigated in the next section.

5 Contractive Operator

First of all we shall remind the following nice connection betweenmaximal dissipative
operators and related contractions [2,3].

Lemma 5.1 (i) Assume the operator L0 is dissipative. Then the operator T0 =
K (L0) = (L0 − i I )(L0 + i I )−1 is a contraction from (L0 + i I )D(L0) onto
(L0 − i I )D(L0) and L0 = i(I + T0)(I − T0)−1. For each contraction T0
such that 1 /∈ σp(T0) (the point spectrum of the operator), operator L0 =
K−1(T0), D(L0) = (I − T0)D(T0), is dissipative.

(ii) Each dissipative operator L0 has a maximal dissipative extension L . A maximal
dissipative operator is closed.

(iii) A maximal dissipative operator is maximal dissipative if and only if T = K (L)

is a contraction such that D(T ) = H and 1 /∈ σp(T ).

(iv) If L is a maximal dissipative operator, L = K−1(T ), then −L∗ is also maximal
dissipative, L∗ = − K−1(T ∗).
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(v) If L is a maximal dissipative operator, then σ(T ) ⊂ C+,
∥
∥(L − λI )−1

∥
∥ ≤

|Imλ|−1 , λ ∈ C−.

Let us consider the Cayley transform T of the dissipative operator N as follows

T = (N − i1)(N + i1)−1.

Since N is maximal dissipative, domain of T is the whole Hilbert space H [2,3]. One
immediately gets the following inequality

‖T ‖H < 1. (5.1)

Indeed, for (N + i1)−1 f = y, a direct calculation gives

‖(N − i1)y‖2H < ‖(N + i1)y‖2H ⇔ 2Im 〈Ny, y〉H > 0.

Definition 5.2 A contraction T on a Hilbert space H is called c.n.u. if for no non-zero
reducing subspace T for T is T | T is a unitary operator.

(5.1) gives the following result.

Theorem 5.3 T is c.n.u. contraction on H.

Definition 5.4 [2,3,39,40] The classes C0. and C.0 of contractions are defined as

T ∈ C0. if T n f → 0 for all f,
T ∈ C.0 if T ∗n f → 0 for all f.

Asymptotic classifications of C0. and C.0 are given as

C0. = {
T : ‖T ‖H ≤ 1, limn ‖T n f ‖H = 0 for every f

}
,

C.0 = {
T : ‖T ‖H ≤ 1, limn ‖T ∗n f ‖H = 0 for every f

}
.

C00 is defined as C00 = C0. ∩ C.0.

Theorem 5.5 T ∈ C00.

Proof Following inequality holds:

∥∥T n f
∥∥
H ≤ ‖T ‖nH ‖ f ‖H . (5.2)

Then (5.1) and (5.2) give that T ∈ C0.. Similarly the inequality

∥∥T ∗n f
∥∥
H ≤ ∥∥T ∗∥∥n

H ‖ f ‖H
and (5.1) imply T ∈ C.0. This completes the proof. ��
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We denote by DT = (1 − T ∗T )1/2 and DT ∗ = (1 − T T ∗)1/2 the defect operators
of T acting on H,DT = DT H andDT ∗ = DT ∗ H the defect spaces and dT = dimDT

and dT ∗ = dimDT ∗ the defect indices of T .

Theorem 5.6 The characteristic function �T of T is

�T (μ) = 	h1(λ)

	h1
(λ)

= 	h2(λ)

	h2
(λ)

, μ = λ − i

λ + i
, Imλ > 0.

Proof Let y ∈ D(N ). Then for the equality f = (N + i1)y we obtain the following
[39]

D2
T f = (N + i1)y − (N∗ + i1)χ, (5.3)

where
χ = (N∗ − i1)−1(N − i1)y. (5.4)

(5.4) implies that
(N − i1)y = (N∗ − i1)χ,

where y ∈ D(N ) and χ ∈ D(N∗). Hence y − χ is a solution of the equation

η(τ) = iτ, τ ∈ L2
w(T),

satisfying the conditions (2.3) and (2.4). Therefore we set

y − χ = cτ(x, i) = c (ϕ(x, i) + ψ(x, i)) , (5.5)

where c is a constant and

τ(x, λ) =
{

τ1(x, λ), x ∈ T1,

τ2(x, λ), x ∈ T2.

Substituting (5.5) into (5.3) we obtain

D2
T f = (η + i1)(y − χ) = 2icτ(x, i), x ∈ T. (5.6)

Consequently DT is spanned by the function τ(x, i).
Now let y ∈ D(N∗) and f = (N∗ − i1)y. Then we get

D2
T ∗ f = (N∗ − i1)y − (N − i1)χ, (5.7)

where
χ = (N + i1)−1(N∗ + i1)y. (5.8)

(5.8) shows that
(N∗ + i1)y = (N + i1)χ,

where y ∈ D(N∗) and χ ∈ D(N ). Now we set

y − χ = dτ(x,−i) = d (ϕ(x,−i) + ψ(x,−i)) . (5.9)
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Substituting (5.9) into (5.7) one obtains

D2
T ∗ f = (η − i1)(y − χ) = −2idτ(x,−i), x ∈ T. (5.10)

Hence DT ∗ is spanned by the function τ(x,−i).
(5.6) and (5.10) particularly imply that D2

T τ(x, i) = τ(x, i) and D2
T ∗τ(x,−i) =

τ(x,−i). Consequently, T τ(x, i) = 0 and T ∗τ(x,−i) = 0. Moreover, DT τ(x, i) =
τ(x, i) and DT ∗τ(x,−i) = τ(x,−i).

Following equality is known [39]

DT ∗�T (μ) = (μ1 − T )(1 − μT ∗)−1DT | DT , μ ∈ D. (5.11)

(5.11) can be written as the following form

DT ∗�T (μ) = − (N − λ1)(N + i1)−1(N∗ − i1)(N∗ − λ1)−1DT | DT , μ ∈ D,

(5.12)
where

λ = i
1 + μ

1 − μ
.

Now let us consider the function

τ(x, ζ ) + θτ(x, λ).

It is clear that this sum does not belong to D(N ) unless θ is of the form

θ = θ1(λ, ζ, h) = − 	h1(ζ )

	h1(λ)
(5.13)

or

θ = θ2(λ, ζ, h) = − 	h2(ζ )

	h2(λ)
. (5.14)

Note that constants of the Wronskian of ϕ and ψ on each interval T1 and T2 and
transmission conditions imply that (5.13) and (5.14) are identical.

Using the equation

(N − λ1)−1τ(x, ζ ) = τ(x, ζ ) + θτ(x, λ)

ζ − λ

and (5.12) we obtain

DT ∗�T (μ)τ(x, i) = θ1
	h1(λ)

	h1
(λ)

τ (x,−i) = θ2
	h2(λ)

	h2
(λ)

τ (x,−i),

where

θ1 = − 	h1
(i)

	h1(−i)
, θ2 = − 	h2

(i)

	h2(−i)
, μ = λ − i

λ + i
.
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Since τ(x,−i) = τ(x, i) it is obtained that ‖τ(x, i)‖H = ‖τ(x,−i)‖H . Moreover,
|θ1| = |θ2| = 1. Consequently the proof is completed. ��
Corollary 5.7 dT = dT ∗ = 1.

It is well known that the characteristic functions of T and T ∗ are connected by [2,3]

�T ∗(μ) = �∗
T (μ), μ ∈ D.

Therefore we obtain the following corollary.

Corollary 5.8 The characteristic function of T ∗ is

�T ∗(μ) =
	h1

(
−i 1+μ

1−μ

)

	h1

(
−i 1+μ

1−μ

) =
	h2

(
−i 1+μ

1−μ

)

	h2

(
−i 1+μ

1−μ

) , μ = λ − i

λ + i
, Imλ > 0.

Theorem 5.5 and Corollary 5.7 give the following theorem.

Theorem 5.9 T is a c.n.u. contraction of the class C0. Moreover, the characteristic
function �T (μ) of T coincides with the minimal function mT (μ) of T .

Remark 5.10 Since T ∈ C.0, �T (μ) is an inner function.

Theorem 5.11 Following inequalities hold in the closed upper half-plane:

(i) Im λ ‖ψ‖2H ≥ γ1γ2 Im h2, Imλ ≥ 0;
(ii) Imλ ‖ϕ‖2H ≥ Im h1, Imλ ≥ 0.

Proof Since �T (μ) is an inner function we have |�T (μ)| ≤ 1, Imλ ≥ 0. Then one
has

1 − �∗
T (λ)�T (λ) = 2iImh1[ψ,ψ](0)

∣∣
∣	h1

(λ)

∣∣
∣
2 . (5.15)

On the other side using Green’s formula we obtain

2iImλ ‖ψ‖2H − 2iγ1γ2Imh2 = −[ψ,ψ](0). (5.16)

Substituting (5.16) into (5.15) we obtain (i).
(5.15) is also equivalent to

1 − �∗
T (λ)�T (λ) = −2iImh2[ϕ, ϕ](∞)

∣∣∣	h2
(λ)

∣∣∣
2 . (5.17)

A direct calculation shows that

2iImλ ‖ϕ‖2H − 2iImh1 = γ1γ2[ϕ, ϕ](∞). (5.18)

Substituting (5.18) into (5.17) we obtain (ii). Therefore the proof is completed. ��
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Remark 5.12 Since T is a c.n.u. contraction,1 can not be an eigenvalue of T . On the
other side, the spectrum of T coincides with those μ belong to the disc D for which
the operator �T (μ) is not boundedly invertible, together with those μ ∈ C not lying
on any of the open arcs of C on which �T (μ) is a unitary operator valued analytic
function ofμ and point spectrum of T coincides with thoseμ ∈ D for which�T (μ) is
not invertible at all. Since the zeros of 	h1(λ) and 	h2(λ), Imλ > 0, are eigenvalues
of N , λ = i(1 + μ)/(1 − μ) for λ = is, lims→∞(is) =: λ∞ can not be a zero of
	h1(λ) or 	h2(λ) or equivalently an eigenvalue of N .

Theorem 5.13 �T (μ) is a Blaschke product in the disc μ ∈ D.

Proof For Imλ > 0, �T (λ) has a factorization

�T (λ) = B(λ) exp(iλb), b > 0,

where B(λ) is a Blaschke product. Hence one has

|�T (λ)| ≤ exp(−bImλ), Imλ > 0. (5.19)

For λs := is we obtain from (5.19) that 	h1(λs) → 0 or 	h2(λs) → 0 as s → ∞.
In both cases, this means that λ∞ is an eigenvalue of N . However, from Remark 5.12
this is not possible. Therefore this completes the proof. ��

Since �T (μ) is the minimal function of T, from the well-known theorem of Sz.-
Nagy–Foiaş (for example, see, [2], p. 135) we obtain the following theorem.

Theorem 5.14 Root functions of T associated with the points of the spectrum of T in
D span the Hilbert space H.

Definition 5.15 Let all root functions of the operator L span theHilbert space H . Such
an operator is called complete operator. If every L− invariant subspace is generated by
root vectors of L belonging to the subspace then it is said L admits spectral synthesis.

Since every complete operator in C0 admits spectral synthesis [39,40] we obtain
the following.

Theorem 5.16 T admits spectral synthesis.

Since the root functions of T span H then those of N must span H [41] (p. 42).
Therefore, we have the following.

Theorem 5.17 Root functions of N associated with the point spectrum of N in the
open upper half-plane Imλ > 0 span the Hilbert space H.

Since all root functions of N coincide with the eigen- and associated functions of
N and the eigenvalue problem of N coincides with the eigenvalue problem of the
problem (2.1)–(2.5), we have the following corollary.

Corollary 5.18 (i) Eigenvalues of (2.1)–(2.5) are countable in the open upper half-
plane,
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(ii) infinity is the only possible limit point of the eigenvalues of (2.1)–(2.5),
(iii) infinity must belong to the spectrum of (2.1)–(2.5), however, may not be an eigen-

value of (2.1)–(2.5),
(iv) the system of all eigen- and associated functions of the problem (2.1)–(2.5) span

the Hilbert space H.

6 Other Properties of the Contraction

6.1 Weak Contraction

An operator A ≥ 0 on a Hilbert space H is said to be of finite trace if A is compact
and its eigenvalues is finite. This sum is called the trace of A [2,3].

Definition 6.1 A contraction T on a Hilbert space H is called weak contraction if

(i) Its spectrum does not fill the unit disc D,

(ii) IH − T ∗T is of finite trace.

In particular, all contractions T with finite defect index dT such that its spectrum
does not fill the closure of the unit disc D are weak contractions. Since the zeros of
the minimal function mT of a contraction T ∈ C0 in the open unit disc D and of
the complement, in the unit circle C, of the union of the arcs of C on which mT is
analytic and the spectrum of T coincide and 	h1 (also 	h2 ) is an entire function, we
have following theorem.

Theorem 6.2 T = (N − i1)(N + i1)−1 is a weak contraction on H.

Definition 6.3 [3] The cyclic multiplicity μT of an operator T defined on a complex
Hilbert space H is the smallest cardinality of a subset M ⊂ H with the property that
the set

{
T nh : h ∈ M, n ≥ 0

}

generates H. The operator T is said to be multiplicity-free if μT = 1.

Let T be aweak contraction of the classC0 on a seperableHilbert space H and let the
characteristic function of T coincides with an inner function �(μ). Then det (�(μ))

is an inner function that does not depend, up to a scalar factor of absolute value one, on
the particular function �. This inner function is called the characteristic determinant
of T and is denoted by dT . Since the characteristic function �T (μ) of the contraction
T = (N − i1)(N + i1)−1 is a scalar function and coincides with the minimal function
mT , we have dT = mT . Thereofore according to [3], p. 437, we have the following
theorem.

Theorem 6.4 T = (N − i1)(N + i1)−1 is multiplicity-free, i.e., μT = 1.

In general, the adjoint of a multiplicity-free operator is not generally multiplicity-
free. However, since T ∈ C0 we can find the multiplicity of T ∗. Before this, we shall
give some definitions [2,3].
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Definition 6.5 Let V be an isometry on the Hilbert space H. A subspace L of H is
called a wandering space for V if V pL ⊥ V qL for every pair of integers p, q ≥ 0,
p �= q. An isometry V on H is called a unilateral shift if there exists in H a subspace
L which is wandering for V and such that

H =
∞⊕

0

V nL.

The dimension of H  VL is called the multiplicity of the unilateral shift V .

Let S denote the unilateral shift of multiplicity one acting on H2.

Definition 6.6 For each inner function ϕ ∈ H∞, the Jordan block S(ϕ) is the operator
defined on H(ϕ) = H2  ϕH2 by S(ϕ) = PH(ϕ)S | H(ϕ) or equivalently, S(ϕ)∗ =
S∗ | H(ϕ).

Definition 6.7 By an affinity from H1 to H2 it is meant a linear, one-to-one and
bicontinuous transformation X from H1 onto H2. Thus bounded operators, say S1 on
H1 and S2 on H2, are said to be similar if there exists an affinity X from H1 to H2
such that XS1 = S2X (and consequently X−1S2 = S1X ).

Definition 6.8 By a quasi-affinity from H1 to H2 it is meant a linear, one-to-one and
continuous transformation X from H1 onto a dense linear manifold in H2 if S1 and
S2 are bounded operators, S1 on H1 and S2 on H2, it is said that S1 is a quasi-affine
transform of S2 if there exist a quasi-affinity X from H1 to H2 such that XS1 = S2X.

The operators S1 and S2 are called quasi-similar if they are quasi-affine transforms of
one another.

Definition 6.9 Let L be a bounded operator in H , and let L be a subspace of H . L
is said to be hyperinvariant for L if it is invariant for every bounded operator which
commutes with L .

Consequently, we can introduce the following theorem [3] (Chap. X, Sect. 4).

Theorem 6.10 (i) T ∗ is multiplicity-free, i.e., μT ∗ = 1,

(ii) T is quasi-similar to the Jordan block S

(
	h1
	h1

)
= S

(
	h2
	h2

)
,

(iii) T | L is multiplicity-free, i.e., μT |L = 1, where L is a invariant subspace of T,

(iv) L is hyperinvariant, where L is a invariant subspace of T .

6.2 Unitary Colligation

It is known that Sz-Nagy–Foiaş characteristic function theory is a special case of the
unitary colligation theory [13]. In fact every contraction T acting on a Hilbert space
H can be included into the unitary colligation. By a unitary colligation it is meant a
set � = (H,F,S; T, F,G, S), where H,F and S are the seperable Hilbert spaces
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called, respectively, the inner, left-outer and right-outer spaces, such that the following
block form

U =
(
T F
G S

)
: H ⊕ F → H ⊕ S, (6.1)

is a unitary mapping. U is called the connecting operator. Unitary colligation theory
has been investigated in recent years by many authors. For example one may see the
book [42] and references therein. Let P1 and P2 denote the orthogonal projections of
H ⊕ S onto H and S, respectively. Then following operators

T = P1 [U | H] , F = P1 [U | F] , G = P2 [U | H] , S = P2 [U | F]

are called the components of � and T, F,G and S are called the basic, right-
channelled, left-channelled, and duplicating operators, respectively. The unitary of
U means that

T ∗T + G∗G = IH, F∗F + S∗S = IF, T ∗F + G∗S = 0,
T ∗T + F∗F = IH, GG∗ + SS∗ = IS, TG∗ + FS∗ = 0.

If one takes F = DT ∗ , G = DT , S = −T ∗, F = DT ∗ ,S = DT thenU also provides
a unitary colligation.

The connecting operator U constructed in (6.1) can also be handled with a slightly
different form:

U =
(
S G
F T

)
: F ⊕ H → S ⊕ H, (6.2)

or

U =
(−T ∗ DT

DT ∗ T

)
: DT ∗ ⊕ H→ DT ⊕ H.

Consider the following subspaces of H [14]

H(c) = span {T nFF, n = 0, 1, . . .} ,

H(o) = span {T ∗nG∗S, n = 0, 1, . . .} .

H(c) and H(o) are called controllable and the observable subspace, respectively. Let

(
H(c)

)⊥ := H  H(c),
(
H(o)

)⊥ := H  H(o).

Then the unitary colligation is called prime ifH(c) + H(o) = H.This condition is equiv-

alent to
(
H(c)

)⊥ ∩ (H(o)
)⊥ = {0}. A unitary colligation � = (F,S,H; S,G, F, T )

associated with (6.2) is prime if and only if T is c.n.u. contraction. Given a unitary
colligation � = (F,S,H; S,G, F, T ), its characteristic function ��(ζ ) is defined
by
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��(ζ ) = S + ζG(IH − ζT )−1F, ζ ∈ D.

Following theorem describes all unitary colligations with basic operator T .

Theorem 6.11 ([14], p. 163) Let T be a contraction with dT , dT ∗ < ∞ acting
on Hilbert space H. Suppose that M and N are two Hilbert spaces such that
dimN = dT and dimM = dT ∗ . Then all unitary colligations with the basic
operator T and left-outer and right-outer subspaces M and N take the form � =
(M,N, H ;−KT ∗M, K DT , DT ∗M, T ) such that

(− KT ∗M KDT

DT ∗M T

)
: M ⊕ H → N ⊕ H,

where K : DT → N and M : M → DT ∗ are unitary operators. The characteristic
function of � is

��(ζ ) = K�T ∗(ζ )M, ζ ∈ D.

Nowconsider the unitary colligation�0 = (DT ∗ ,DT , H ;−T ∗, DT , DT ∗ , T )with
the characteristic function

��0(ζ ) =
[
−T ∗ + ζDT (1 − ζT )−1DT ∗

]
| DT ∗ .

Note that ��0(ζ ) is also the characteristic function of T ∗:

��0(μ) =
	h1

(
−i 1+μ

1−μ

)

	h1

(
−i 1+μ

1−μ

) =
	h2

(
−i 1+μ

1−μ

)

	h2

(
−i 1+μ

1−μ

) , μ = λ − i

λ + i
, Imλ > 0.

Recall that dT = dT ∗ = 1. Therefore one may consider the isometric mappings
K : DT → C and M : C → DT ∗ . Let H (c) and H (o) be the controllable and
observable subspaces in H as follows

H (c) = span {T nDT ∗MC, n = 0, 1, . . .} ,

H (o) = span
{
T ∗n (K DT )∗ C, n = 0, 1, . . .

}
,

and
(
H (c)

)⊥ = H  H (c) and
(
H (o)

)⊥ = H  H (o). Then using the results of [14]
we give the following.

Theorem 6.12 T = (N − i1)(N + i1)−1 can be included into the unitary colligation
�0 = (C,C, H ;−KT ∗M, K DT , DT ∗M, T ) as

U0 =
(− KT ∗M KDT

DT ∗M T

)
: C ⊕ H→ C ⊕ H. (6.3)

Let
−→
1 = (1

0

) ∈ C ⊕ H. Then
(
H (c)

)⊥ = (C ⊕ H)  span
{
Un

0
−→
1 , n = 0, 1, . . .

}
,

(
H (o)

)⊥ = (C⊕H)span
{
U∗n

0
−→
1 , n = 0, 1, . . .

}
and (i)�0 is prime, (i i)

−→
1 is the
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cyclic vector for U0 : span
{
Un

0
−→
1 , n ∈ Z

}
= C ⊕ H. All other unitary colligations

with basic operator T and left- and right-outer spaces C are of the form �̃0 =
(C,C, H ;−d1d2T ∗, d1DT , d2DT ∗ , T ) with

Ũ0 =
(− d1d2KT ∗M d1K DT

d2DT ∗M T

)
: C ⊕ H→ C ⊕ H,

where |d1| = |d2| = 1.

Since dT = dT ∗ = 1, we have the following theorem.

Theorem 6.13 Let

U0 =
(− KT ∗M KDT

DT ∗M T

)
: C ⊕ H→ C ⊕ H,

is the prime unitary colligation with the characteristic function ��0 . Let

F(μ) =
(
(U0 + μI) (U0 − μI)−1 −→

1 ,
−→
1
)

C⊕H
, μ ∈ D,

where

I =
[
1 0
0 1

]
: C ⊕ H → C ⊕ H,

is the operator in C ⊕ H such that 1 is the scalar in C and 1 is the identity operator
in H. Then

F(ζ ) = 1 + μ��0(μ)

1 − μ��0(μ)
, μ ∈ D.

6.3 Jacobi Matrix Representation

Jacobi matrix representation is important to understand the nature of the selfadjoint
and unitary operators. Indeed, Stone proved that [15] every selfadjoint operator with
simple spectrum is unitary equivalent to a tri-diagonal Jacobi matrix. Arlinskiı̆ and
Tsekanovskiı̆ introduced a similar representation for dissipative operators with rank-
one imaginary part [17].Beside this amatrix representation for a unitary operatorwith a
single spectrum introduced byCantero,Moral andVelá zquez as a five-diagonalmatrix
representation calledCMVmatrices.Nowweshall introduce thismatrix representation
and associated results. Note that one can find several papers including CMV matrix
representation [18,43–48].

Let m be a probability measure on the unit circle C. Then the moments of m is
defined as

F(z) = F(z,m) :=
∫

C

ζ + z

ζ − z
dm(ζ ) = 1 + 2

∞∑

n=1

βnz
n, βn =

∫

C

ζ−ndm.
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The function F is the Carathéodory function. Moreover it is an analytic function in
the disc D and has the properties: ReF > 0, F(0) = 1. Then one can define the
following Schur function

f (z) = f (z,m) := 1

z

F(z) − 1

F(z) + 1
, F(z) = 1 + z f (z)

1 − z f (z)
.

Schur function f becomes an analytic function in the disc D with supD | f (z)| ≤ 1
[14]. Note that there is a connection between probability measures, Carathé odory
function and Schur function. Under this correspondence m is trivial if and only if the
associated Schur function is a finite Blaschke product. Let f = f0 be a Schur function
and not a finite Blaschke product. Then we let

fn+1(z) = fn(z) − γ n

z
(
1 − γ n fn(z)

) , γ n = fn(0).

{ fn} is an infinite sequence of Schur functions and neither of its terms is a finite
Blaschke product. Here, the numbers

{
γ n

}
are called the Schur parameters

S f = {
γ 0, γ 1, . . .

}
.

If a Schur function f is not a finite Blaschke product, the connection between the
nontangental limit values f (ζ ) and its Schur parameters

{
γ n

}
is given by

∞∏

n=0

(
1 − ∣

∣γ n

∣
∣2
)

= exp

⎧
⎨

⎩

∫

C

ln
(
1 − | f (ζ )|2

)
dm

⎫
⎬

⎭
.

Therefore the equation holds
∑∞

n=0

∣∣γ n

∣∣2 = ∞ if anf only if ln
(
1 − | f (ζ )|2) /∈

L1(C).

Then we have the following.

Theorem 6.14 There exists a probability measure m on C such that T = (N −
i1)(N + i1)−1 is unitary equivalent to the following operator

Lh(μ) = PK (μh(μ)) , h ∈ K := L2(C, dm)  C,

where PK is the orthogonal projection in L2(C, dm) onto K. The Schur function
associated with m is the characteristic function �T (μ) of N:

f (μ) = �T (μ) = 	h1(λ)

	h1
(λ)

= 	h2(λ)

	h2
(λ)

, μ = λ − i

λ + i
, Im λ > 0.
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Let m be a nontrivial measure on the unit circle C . Then the monic orthogonal
polinomials �n(z,m) are uniquely determined by

�n(z) =
n∏

j=1

(z − zn, j ),

∫

C

ζ− j�n(ζ )dm = 0, j = 0, 1, . . . , n − 1. (6.4)

Therefore for n �= m it is obtained (�n,�m) = 0 on the Hilbert space L2(C, dm).

Following equation

φn = �n

‖�n‖
constitute orthonormal polinomials.

It is known that the space of polinomials of degree at most n has dimension n + 1.
Then this fact together with (6.4) imply the following:

deg(P) ≤ n, P ⊥ ζ j , j = 0, 1, . . . , n − 1 ⇒ P = c�∗
n .

This shows that�n+1(z)−z�n(z) is of degree n and orthogonal to z j , j = 1, 2, . . . , n.

Furthermore,
�n+1(z) = z�n(z) − αn(m)�∗

n(z). (6.5)

Here the complex numbers αn(m) are called Verblunsky coefficient and the Eq. (6.5)
is known as Szegö recurrences. Substituting the value z = 0 into (6.5), we get

αn(m) = αn = −�n+1(0).

The equation
z�n(z) = ρ−2

n

(
�n+1(z) + αn�

∗
n(z)

)

is known as the inverse Szegö recurrences. Here

ρ j :=
√
1 − ∣∣α j

∣∣2, 0 < ρ j ≤ 1,
∣∣α j

∣∣2 + ρ2
j = 1. (6.6)

Consequently, the norm ‖�n‖ in L2(C, dm) may be determined as

‖�n‖ =
n−1∏

j=0

ρ j , n = 1, 2, . . .

The CMV basis {χn} is obtained by orthonormalizing the sequence 1, ζ, ζ−1, ζ 2,

ζ−2, . . . , and the matrix

C = C(m) = ∥∥cn,m
∥∥∞
n,m=0 = ‖(ζχm, χn)‖ , m, n ∈ Z+

is five-diagonal. An expression of {χn} is as follows:

χ2n(z) = z−nφ∗
2n(z), χ2n+1(z) = z−nφ∗

2n+1(z), n ∈ Z+.
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Therefore one can find the matrix elements in terms of α’s and ρ’s as

C ({αn}) =

⎛

⎜⎜⎜⎜⎜⎜
⎝

α0 α1ρ0 ρ1ρ0 0 0 · · ·
ρ0 −α1α0 −ρ1α0 0 0 · · ·
0 α2ρ1 −α2α1 α3ρ2 ρ3ρ2 · · ·
0 ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2 · · ·
0 0 0 α4ρ3 −α4α3 · · ·
· · · · · · · · · · · · · · · · · ·

⎞

⎟⎟⎟⎟⎟⎟
⎠

.

Here α’s are the Verblunsky coefficients and ρ’s are as given in (6.6). C ({αn}) is the
matrix representation of the unitary operator of multiplication by ζ in L2(C, dm).

Finally we let the following matrix which is obtained from C ({αn}) by deleting the
first row and the first column:

C ({αn}) =

⎛

⎜⎜
⎜⎜
⎝

−α1α0 −ρ1α0 0 0 · · ·
α2ρ1 −α2α1 α3ρ2 ρ3ρ2 · · ·
ρ2ρ1 −ρ2α1 −α3α2 −ρ3α2 · · ·
0 0 α4ρ3 −α4α3 · · ·
· · · · · · · · · · · · · · ·

⎞

⎟⎟
⎟⎟
⎠

.

Recall that dT = dT ∗ = 1. Therefore we may introduce the following theorem
[14].

Theorem 6.15 T = (N − i1)(N + i1)−1 is unitary equivalent to the operator acting
on H determined by the truncated CMV matrix C ({αn}) , where {αn} are the Schur
parameters of the characteristic function �T of T .

7 Conclusion and Remarks

One of themain aims of this paper is to investigate the spectral properties of the bound-
ary value transmission problem (2.1)–(2.5) defined on the union of two time scales.
It is well known that different time scales give rise to different boundary value (and
transmission) problems. For this reason the problem (2.1)–(2.5) is new and contains
interesting problems. To be more precise we shall give an example.

Let T1 = [0, ε1] ∪ {1, . . . , b − 1} ∪ [ε2, b] and T2 = [b,∞), where ε1, ε2 > 0. In
this case we have

η1(y) = −p(n − 1)y(n − 1) + q1(n)y(n) − p(n)y(n + 1)

= λw(n)y(n), n ∈ {1, . . . , b − 1} ,

where q1(n) = p(n − 1) + p(n) + q(n), and

η2(y) = −(p(x)y′)′ + q(x)y = λw(x)y, x ∈ [0, ε1] ∪ [ε2, b] ∪ T2.

Moreover the conditions (2.1)–(2.5) must be understood as

η(y) = λy, x ∈ T1 ∪ T2, (7.1)
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y(0) + h1(py
′)(0) = 0, (7.2)

y(b−) = γ1y(b+), (7.3)

(py′)(b−) = γ2(py
′)(b+), (7.4)

[y, u](∞) − h2[y, v](∞) = 0, (7.5)

where b± should be understood as one approaches the point b with b ± ρ, ρ > 0.
The problem (7.1)–(7.5) is a new and interesting problem.

Even in the continuous case, such that T1 = [0, b], T2 = [b,∞), the method
constructed for the spectral analysis of the problem (2.1)–(2.5) is new in the literature.

Following theorem is important.

Theorem 7.1 ([49]) Let A be an invertible operator. Then −A is dissipative if and
only if the inverse operator A−1 is dissipative.

Therefore we obtain the following.

Theorem 7.2 − K is dissipative in H.

Since the completeness of the root vectors of N and K (also− K ) coincide we have
the following.

Theorem 7.3 The system of all root functions of K (− K ) span the Hilbert space H.

Moreover we may introduce the following.

Theorem 7.4 − K is the simple dissipative operator in H.

The proof follows from the fact the simplicity of the dissipative operator N . Indeed,
if − K has a nontrivial subspace of H in which − K has a selfadjoint part there, then
from the equation y = K f and the inner product in H , one obtains that N has a
selfadjoint part in a nontrivial subspace of H. However, from Theorem 3.3, this is not
possible

For the complete spectral analysis of the maximal dissipative operator N we use
the Cayley transform T of the maximal dissipative operator N and we obtain that this
Cayley transform T belongs toC0. Theorem 6.2 implies that T is multiplicity-free and
using the fact that the defect indices of T is finite and the spectrum of T does not fulfill
the whole unit disc D, we obtain that T is a weak contraction. However, according
to [3], p. 437, this result can be obtained from the fact that every C0-contraction with
finite-multiplicity is a weak contraction.
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