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Abstract ConsiderHankel operators H f on theweightedBergman space L2
a(B, dvα).

In this paper we characterize the membership of
(
H∗

f H f

)s/2 = |H f |s in the norm

ideal C�, where 0 < s ≤ 1 and the symmetric gauge function � is allowed to be
arbitrary.

Keywords Weighted Bergman space · Hankel operator · Norm ideal

1 Introduction

Let B denote the open unit ball {z ∈ Cn : |z| < 1} in Cn . Write dv for the volume
measure on B with the normalization v(B) = 1. For each −1 < α < ∞, we define
the weighted measure

dvα(z) = cα(1 − |z|2)αdv(z)
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on B, where the coefficient cα is chosen so that vα(B) = 1. Recall that the weighted
Bergman space L2

a(B, dvα) is defined to be the subspace

{h ∈ L2(B, dvα) : h is analytic on B}

of L2(B, dvα). The orthogonal projection from L2(B, dvα) onto L2
a(B, dvα) is given

by

(P f )(z) =
∫

f (w)

(1 − 〈z, w〉)n+1+α
dvα(w), f ∈ L2(B, dvα).

Note that this integral formula defines P f as a function even for f ∈ L1(B, dvα).
Although P is obviously α dependent, for the sake of simplicity we intentionally omit
the weight of the space in the notation for this projection.

Given an appropriate symbol function f , the Hankel operator H f : L2
a(B, dvα) →

L2(B, dvα) 	 L2
a(B, dvα) is defined by the formula

H f h = f h − P( f h),

h ∈ L2
a(B, dvα). A subject of intense research interest, the theory of Hankel operators

can be conveniently divided into two natural components. Because of the relation

[M f , P] = H f − H ∗̄
f
,

the simultaneous study of the pair of Hankel operators H f and H f̄ is equivalent to
the study of the commutator [M f , P]. Results that simultaneous concern the pair H f ,
H f̄ are often called the “two-sided” theory of Hankel operators, of which we cite
[1,9,11,17,20] as typical examples.

By contrast, the study of H f alone is often called the “one-sided” theory of Hankel
operators, which presents its unique challenges. As examples of “one-sided” theory in
theBergman space case, let us cite [13–16].Recall that in these papers, Li andLuecking
characterized the boundedness, compactness and Schatten-class membership of H f .
Building on these results, in this paper we will take the logical next step. Namely, we
will determine exactly when the operator |H f |s = (H∗

f H f )
s/2 belongs to the norm

ideal C�, where 0 < s ≤ 1 and the symmetric gauge function � is allowed to be
arbitrary.

Before going any further, a brief review of “symmetric gauge functions” and the
associated “norm ideals” will be beneficial. Throughout the paper [10], will be our
standard reference in this connection. Following [10], let ĉ denote the linear space of
sequences {a j } j∈N, where a j ∈ R and for every sequence the set { j ∈ N : a j 
= 0}
is finite. A symmetric gauge function (also called symmetric norming function) is a
map

� : ĉ → [0,∞)

that has the following properties:
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(a) � is a norm on ĉ.
(b) �({1, 0, …, 0, . . . }) = 1.
(c) �({a j } j∈N) = �({|aπ( j)|} j∈N) for every bijection π : N → N.

See [10, page 71]. Each symmetric gauge function� gives rise to the symmetric norm

‖A‖� = sup
j≥1

�({s1(A), . . . , s j (A), 0, . . . , 0, . . . }) (1.1)

for bounded operators. On any separable Hilbert space H, the set of operators

C� = {A ∈ B(H) : ‖A‖� < ∞} (1.2)

is a norm ideal [10, page 68]. This term refers to the following properties of C�:

• For any B, C ∈ B(H) and A ∈ C�, BAC ∈ C� and ‖BAC‖� ≤ ‖B‖‖A‖�‖C‖.
• If A ∈ C�, then A∗ ∈ C� and ‖A∗‖� = ‖A‖�.
• For any A ∈ C�, ‖A‖ ≤ ‖A‖�, and the equality holds when rank(A) = 1.
• C� is complete with respect to ‖.‖�.

There are many familiar examples of symmetric gauge functions. For each 1 ≤
p < ∞, the formula �p({a j } j∈N) = (

∑∞
j=1 |a j |p)1/p defines a symmetric gauge

function on ĉ, and the corresponding ideal C�p defined by (1.2) is just the Schatten
class Cp. As another family of examples, let us mention the symmetric gauge function
�−

p defined by the formula

�−
p ({a j } j∈N) =

∞∑
j=1

|aπ( j)|
j (p−1)/p

, {a j } j∈N ∈ ĉ,

where π : N → N is any bijection such that |aπ(1)| ≥ |aπ(2)| ≥ · · · ≥ |aπ( j)| ≥ · · · ,
which exists because each {a j } j∈N ∈ ĉ only has a finite number of nonzero terms.
In this case, the ideal C�−

p
defined by (1.2) is called a Lorentz ideal and often simply

denoted by the symbol C−
p . When p = 1, C−

1 is just the trace class C1. But when
1 < p < ∞, C−

p is strictly smaller than the Schatten class Cp. Moreover, when

1 < p < ∞, the dual C+
p/(p−1) of C−

p is a norm ideal with interesting properties of its
own [10].

Given a symmetric gauge �, it is a common practice to extend its domain of
definition beyond the space ĉ. Suppose that {b j } j∈N is an arbitrary sequence of real
numbers, i.e., the set { j ∈ N : b j 
= 0} is not necessarily finite. Then we define

�({b j } j∈N) = sup
k≥1

�({b1, . . . , bk, 0, . . . , 0, . . . }). (1.3)

Thus if A is a bounded operator, then ‖A‖� = �({s j (A)} j∈N). For each 0 < p < ∞,
the singular numbers of |A|p = (A∗A)p/2 are {(s1(A))p, . . . , (s j (A))p, . . . }, and
therefore

‖|A|p‖� = �({(s j (A))p} j∈N). (1.4)
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For an unbounded operator X , it is consistent with [10, Theorem II.7.1] to interpret
all its singular numbers as infinity. Therefore it is consistent with (1.4) to adopt the
convention that ‖|X |p‖� = ∞ for all 0 < p < ∞ whenever the operator X is
unbounded.

For our purpose we also need to deal with sequences indexed by sets other than N.
If W is a countable, infinite set, then we define

�({bα}α∈W ) = �({bπ( j)} j∈N),

where π : N → W is any bijection. The definition of symmetric gauge functions
guarantees that the value of �({bα}α∈W ) is independent of the choice of the bijec-
tion π . For a finite index set F = {x1, . . . , x�}, we simply define �({bx }x∈F ) =
�({bx1, . . . , bx�

, 0, . . . , 0, . . . }).
Recall that the membership of the commutator [M f , P] = H f − H ∗̄

f
in C� was

characterized in [20] for arbitrary symmetric gauge functions �, although in [20] the
weight of the Bergman spacewas set atα = 0. This paper deals with the corresponding
“one-sided” problem for arbitrary weight −1 < α < ∞, and we will introduce the
power 0 < s ≤ 1 mentioned earlier.

The statement of our result involves modified kernel functions and the Bergman
metric, which we will now review. First of all, the formula

kz(ζ ) = (1 − |z|2)(n+1+α)/2

(1 − 〈ζ, z〉)n+1+α
, z, ζ ∈ B, (1.5)

gives us the normalized reproducing kernel for L2
a(B, dvα). For each integer i ≥ 0,

we define the modified kernel function

ψz,i (ζ ) = (1 − |z|2){(n+1+α)/2}+i

(1 − 〈ζ, z〉)n+1+α+i
, z, ζ ∈ B. (1.6)

If we introduce the multiplier

mz(ζ ) = 1 − |z|2
1 − 〈ζ, z〉 (1.7)

for each z ∈ B, then we have the relation ψz,i = mi
zkz . Similar to the analogous

situations in the Hardy space and the Drury-Arveson space [6–8], this modification
gives ψz,i a faster “decaying rate” than kz , which will allow us to establish certain
crucial bounds.

Let β denote the Bergman metric on B. That is,

β(z, w) = 1

2
log

1 + |ϕz(w)|
1 − |ϕz(w)| , z, w ∈ B,

where ϕz is the Möbius transform of B [18, Section 2.2]. For each z ∈ B and each
a > 0, we define the corresponding β-ball D(z, a) = {w ∈ B : β(z, w) < a}.
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Definition 1.1 [20, Definition 1.1]

(i) Let a be a positive number. A subset 
 of B is said to be a-separated if D(z, a)∩
D(w, a) = ∅ for all distinct elements z, w in 
.

(ii) Let 0 < a < b < ∞. A subset 
 of B is said to be an a, b-lattice if it is
a-separated and has the property ∪z∈
D(z, b) = B.

Given an operator A, for example a Toeplitz operator or a Hankel operator, one is
always interested in formulas for its set of singular numbers. But as a practical matter,
a formula that is both explicit and exact, is usually not available. Thus one is frequently
forced to search for alternatives: are there quantities given by simple formulas that are
equivalent to {s1(A), s2(A), . . . , s j (A), . . . } in some clearly-defined sense?

In this general context, our investigation stems from the following intuition: if i is
suitably large, i.e., if ψz,i “decays fast enough”, then for an a, b-lattice 
 in B, the set
of scalar quantities

{‖H f ψz,i‖}z∈


should be equivalent to the set of singular numbers {s1(H f ), s2(H f ), . . . , s j (H f ), . . . }
of the Hankel operator H f . The main result of this paper confirms our intuition in a
very specific way: if one allows a constant multiple, then the s-powers of these two
sets of numbers are not distinguishable by the application of symmetric functions.

Theorem 1.2 Let 0 < s ≤ 1 be given, and let i ∈ Z+ satisfy the condition s(n +
1 + α + 2i) > 2n. Let 0 < a < b < ∞ be positive numbers such that b ≥ 2a. Then
there exist constants 0 < c ≤ C < ∞ which depend only on the given s, i , a, b, the
complex dimension n and the weight α such that the inequality

c�({‖H f ψz,i‖s}z∈
) ≤ ‖|H f |s‖� ≤ C�({‖H f ψz,i‖s}z∈
)

holds for every f ∈ L2(B, dvα), every symmetric gauge function � and every a, b-
lattice 
 in B.

The reader may wonder, why does Theorem 1.2 only cover the powers 0 < s ≤ 1?
The simple answer is, we could consider all 0 < s < ∞, but that would not add
anything. The point is this: if � is a symmetric gauge function, then for each 1 < p <

∞ the formula

{a j } j∈N �→ (
�({|a j |p} j∈N)

)1/p

defines just another symmetric gauge function on ĉ, whichTheorem1.2 already covers.
That is why we only need to consider 0 < s ≤ 1.

The proof of Theorem 1.2 involves a somewhat complicated scheme. To conclude
the Introduction, let us outline the main steps in the proof.

For both directions in Theorem 1.2, it is necessary to control the projection 1 − P
by certain differential operators. This will be achieved in terms of the inequality

‖ f − P f ‖ ≤ C(‖ρ∂̄ f ‖ + ‖ρ1/2∂̄ f ∧ ∂̄ρ‖) (1.8)

for f ∈ C∞(B) ∩ L2(B, dvα), which will be the main content of Sect. 2.
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As one would expect, the proof of Theorem 1.2 uses properties of symmetric gauge
functions and symmetric norms extensively. For that reason we begin Sect. 3 with a
review of these properties. Another key ingredient in the proof is a workable decompo-
sition system for the unit ball. For this we adopt the decomposition system from [20],
which gives us the sets Tk, j and Qk, j , (k, j) ∈ I . Accordingly, we define the quanti-
ties A( f ; Qk, j ), (k, j) ∈ I , for f ∈ L2(B, dvα). With this decomposition system we
have

�({‖ f ψz,i‖s}z∈
) ≤ C�({As( f ; Qk, j )}(k, j)∈I ) (1.9)

if 
 is a-separated for some a > 0. In (1.9), the integer i ∈ Z+ must satisfy the
condition s(n + 1 + α + 2i) > 2n, and that is why there is such a requirement in
Theorem 1.2.

Section 4 is one of the two major steps, which shows that

∥∥∥∥∥

∣∣∣∣∣M f

∑
z∈


ψz,i ′ ⊗ ez

∣∣∣∣∣
s∥∥∥∥∥

�

≤ C�({As( f ; Qk, j )}(k, j)∈I ), (1.10)

where i ′ is appropriately large and {ez : z ∈ 
} is an orthonormal set. Then, by using
the atomic decomposition for L2

a(B, dvα), in Sect. 5 we show that (1.10) implies

‖|M f P|s‖� ≤ C�({As( f ; Qk, j )}(k, j)∈I ). (1.11)

In Sect. 6, we adopt ideas from [15,16] and introduce the local projections Pk, j ,
which have certain amazing properties. With the local projections Pk, j we can define
“analytic oscillations” M( f ; k, j) for a given symbol function f . Then, using Lueck-
ing’s ideas in [16], we show that f admits a decomposition f = f (1) + f (2) such
that

{
A( f (1); Qk, j ), A(ρ|∂̄ f (2)|; Qk, j ), A(ρ1/2|∂̄ f (2) ∧ ∂̄ρ|; Qk, j )

can be controlled by {M( f ; k, j) : (k, j) ∈ I } . (1.12)

It is then easy to deduce from (1.8), (1.11) and (1.12) that

‖|H f |s‖� ≤ C�({Ms( f ; k, j)}(k, j)∈I ).

This essentially proves the upper bound in Theorem 1.2, for it is routine to show that

�({Ms( f ; k, j)}(k, j)∈I ) ≤ C�({‖H f ψz,i‖s}z∈
)

if 
 has the property that ∪z∈
D(z, b) = B for some 0 < b < ∞.
For the proof of the lower bound in Theorem 1.2, the most crucial step is Proposi-

tion 6.8, which establishes the inequality

�({Ms( f ; k, j)}(k, j)∈I ) ≤ C‖|H f |s‖�. (1.13)
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Then, using (1.12), (1.9) and (1.8), we can show that

�({‖H f ψz,i‖s}z∈
) ≤ C�({Ms( f ; k, j)}(k, j)∈I ). (1.14)

Obviously, the lower bound in Theorem 1.2 follows from (1.13) and (1.14).
To summarize, Sects. 2–6 contain the technical steps outlined above, and the proof

of Theorem 1.2 itself is formally completed in Sect. 7. Finally, the Appendix at the
end of the paper contains technical proofs that are judged to be either similar to what
can be found in the literature, or too elementary for the main text.

2 Projection and D-bar Operators

We begin by recalling a particular integral estimate on B. As in [4], define


(ζ, z) = |1 − 〈ζ, z〉|2 − (1 − |ζ |2)(1 − |z|2), ζ, z ∈ B.

Lemma 2.1 [4, Lemma 24] Let a, b, c, t ∈R. If c > −2n and−2a < t+1 < 2b+2,
then the operator

(T f )(z) =
∫

(1 − |z|2)a(1 − |ζ |2)b
c/2(ζ, z)

|1 − 〈ζ, z〉|n+1+a+b+c
f (ζ )dv(ζ )

is bounded on L2(B, dvt ).

For any f ∈ C∞(B), let ∂̄ f denote the (0, 1)-form
∑n

j=1(∂̄ j f )(ζ )d ζ̄ j as usual.
Write

|(∂̄ f )(ζ )| = {|(∂̄1 f )(ζ )|2 + · · · + |(∂̄n f )(ζ )|2}1/2

for ζ ∈ B. If ϕ is a scalar function on B, then by ‖ϕ∂̄ f ‖ we mean the norm of the
scalar function ϕ|∂̄ f | in L2(B, dvα), allowing the possibility that ‖ϕ∂̄ f ‖ = ∞. For
any (p, q)-form F on B, |F(ζ )| and ‖ϕF‖ are similarly defined.

Let us write

ρ(ζ ) = 1 − |ζ |2 for ζ ∈ B,

and this notation will be fixed for the rest of the paper.
The following proposition is a classic estimate of the minimum-norm solution of a

∂̄-problem, which can be obtained using Lemma 2.1.

Proposition 2.2 [2, Theorem I.4] There is a constant C2.2 which depends only on n
and α such that

‖ f − P f ‖ ≤ C2.2(‖ρ∂̄ f ‖ + ‖ρ1/2∂̄ f ∧ ∂̄ρ‖) (2.1)

for every f ∈ C∞(B) ∩ L2(B, dvα).
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Recall that for each pair of i 
= j in {1, . . . , n}, one has the tangential derivatives

Li, j = ζ̄ j∂i − ζ̄i∂ j and L̄i, j = ζ j ∂̄i − ζi ∂̄ j .

Thus |(∂̄ f ∧ ∂̄ρ)(ζ )|2 is simply the sum of all |(L̄i, j f )(ζ )|2, i < j . Recall that ϕz is
the Möbius transform of B [18, Section 2.2]:

ϕz(ζ ) = 1

1 − 〈ζ, z〉
{
z − 〈ζ, z〉

|z|2 z − (1 − |z|2)1/2
(

ζ − 〈ζ, z〉
|z|2 z

)}
.

Note that ϕz is an involution, i.e., ϕz ◦ϕz = id. We end this section with an elementary
estimate on derivatives that will be needed in Sect. 6.

Lemma 2.3 There is a constant C2.3 such that for every z ∈ B, we have ‖ρ∂iϕz‖∞ ≤
C2.3 for every i ∈ {1, . . . , n} and ‖ρ1/2Li, jϕz‖∞ ≤ C2.3 for all i 
= j in {1, . . . , n}.

Proof Write Dz(ζ ) for 1−〈ζ, z〉 and Nz(ζ ) for the vector {· · · } above. In other words,
we have ϕz = D−1

z Nz . Note that ‖ρ/Dz‖∞ ≤ 2 and that ‖∂i Nz‖∞ ≤ 3. Since

(∂iϕz)(ζ ) = z̄i
Dz(ζ )

ϕz(ζ ) + 1

Dz(ζ )
(∂i Nz)(ζ ),

we have ‖ρ∂iϕz‖∞ ≤ 2 + 2 · 3 = 8. For the tangential derivatives, we have

(Li, jϕz)(ζ ) = ζ̄ j z̄i − ζ̄i z̄ j
Dz(ζ )

ϕz(ζ )

+ 1

Dz(ζ )

{
((1 − |z|2)1/2 − 1)

ζ̄ j z̄i − ζ̄i z̄ j
|z|2 z − (1 − |z|2)1/2Li, jζ

}
.

(2.2)

Note that |ζ̄i z̄ j − ζ̄ j z̄i | = |(ζ̄i − z̄i )z̄ j − (ζ̄ j − z̄ j )z̄i | ≤ 2|ζ − z|. On the other hand,
|ζ − z|2 = |ζ |2 − 2Re〈ζ, z〉 + |z|2 ≤ 2(1 − Re〈ζ, z〉). Therefore |ζ̄ j z̄i − ζ̄i z̄ j | ≤
2
√
2|1 − 〈ζ, z〉|1/2, which leads to

ρ1/2(ζ )

∣∣∣∣
ζ̄ j z̄i − ζ̄i z̄ j

Dz(ζ )

∣∣∣∣ ≤ 4. (2.3)

Also, we have ρ1/2(ζ )(1 − |z|2)1/2/|Dz(ζ )| = (1 − |ϕz(ζ )|2)1/2 ≤ 1 [18, Theorem
2.2.2]. Combining this with (2.2) and (2.3), we find that ‖ρ1/2Li, jϕz‖∞ ≤ 4+4+1 =
9. ��
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3 Other Preliminaries

The proof of Theorem 1.2 requires a familiarity with symmetric norms.

Lemma 3.1 [20, Lemma 2.2] Suppose that X and Y are countable sets and that
N is a natural number. Suppose that T : X → Y is a map that is at most N-to-1.
That is, for every y ∈ Y , card{x ∈ X : T (x) = y} ≤ N. Then for every set of real
numbers {by}y∈Y and every symmetric gauge function �, we have �({bT (x)}x∈X ) ≤
N�({by}y∈Y ).

Recall from [10, page 125] that given a symmetric gauge function �, the formula

�∗({b j } j∈N) = sup

⎧
⎨
⎩

∣∣∣∣∣∣
∞∑
j=1

a jb j

∣∣∣∣∣∣
: {a j } j∈N ∈ ĉ,�({a j } j∈N) ≤ 1

⎫
⎬
⎭ , {b j } j∈N ∈ ĉ,

defines the symmetric gauge function that is dual to�. Moreover, we have the relation
�∗∗ = � [10, page 125]. This relation implies that for every {a j } j∈N ∈ ĉ, we have

�({a j } j∈N) = sup

⎧⎨
⎩

∣∣∣∣∣∣
∞∑
j=1

a jb j

∣∣∣∣∣∣
: {b j } j∈N ∈ ĉ,�∗({b j } j∈N) ≤ 1

⎫⎬
⎭ . (3.1)

Lemma 3.2 [20, Lemma 5.1] Let {Ak} be a sequence of bounded operators on
a separable Hilbert space H. If {Ak} weakly converges to an operator A, then the
inequality

‖A‖� ≤ sup
k

‖Ak‖�

holds for every symmetric gauge function �.

Lemma 3.3 Let A and B be two bounded operators. Then the inequalities

‖|AB|s‖� ≤ ‖B‖s‖|A|s‖� and ‖|BA|s‖� ≤ ‖B‖s‖|A|s‖�

hold for every symmetric gauge function � and every 0 < s ≤ 1.

Proof For the singular numbers of the operators involved, it is well known that

s j (AB) ≤ s j (A)‖B‖ and s j (BA) ≤ ‖B‖s j (A)

for every j ∈N [10, page 61]. Therefore for any gauge function� and any 0 < s ≤ 1,

‖|AB|s‖� = �({(s j (AB))s} j∈N) ≤ ‖B‖s�({(s j (A))s} j∈N) = ‖B‖s‖|A|s‖�.

The other inequality is similarly proved. ��
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Lemma 3.4 [20, Lemma 3.1] Suppose that A1, . . . , Am are finite-rank operators on
a Hilbert space H and let A = A1 + · · · + Am. Then for every symmetric gauge
function � and every 0 < s ≤ 1, we have

‖|A|s‖� ≤ 21−s(‖|A1|s‖� + · · · + ‖|Am |s‖�). (3.2)

Remark 3.5 Although (3.2) was only proved for finite-rank operators A1, . . . , Am in
[20], it actually hold for all bounded operators A1, . . . , Am and A = A1 + · · · + Am

on any separable Hilbert space H. Indeed let A1, . . . , Am ∈ B(H) and A = A1 +
· · · + Am , and let E and F be finite-rank orthogonal projections onH. Then by (3.2)
and Lemma 3.3,

‖E |FA|s‖� ≤ ‖|FA|s‖� ≤ 21−s(‖|FA1|s‖� + · · · + ‖|FAm |s‖�)

≤ 21−s(‖|A1|s‖� + · · · + ‖|Am |s‖�).

Since rank(E) < ∞, the supremum of ‖E |FA|s‖� over all finite-rank orthogonal
projections F dominates ‖E |A|s‖�. Then observe that, by (1.1), if we take the supre-
mum of ‖E |A|s‖� over all finite-rank orthogonal projections E , we obtain ‖|A|s‖�.
Hence (3.2) holds for all A1, . . . , Am ∈ B(H) and A = A1 + · · · + Am .

As one would expect, the proof of Theorem 1.2 also requires a suitable decom-
position of the ball and the sphere. We will adopt the decomposition system in [20],
for that paper showed that the system, however complicated it may appear, actually
works. Next let us review the decomposition system in [20] and estimates related to
it.

Let S denote the unit sphere {ξ ∈ Cn : |ξ | = 1}. Recall that the formula

d(u, ξ) = |1 − 〈u, ξ 〉|1/2, u, ξ ∈ S,

defines a metric on S [18, page 66]. Throughout the paper, we denote

B(u, r) = {ξ ∈ S : |1 − 〈u, ξ 〉|1/2 < r}

foru ∈ S and r > 0.Letσ be thepositive, regularBorelmeasure on Swhich is invariant
under the orthogonal group O(2n), i.e., the group of isometries on Cn ∼= R2n which
fix 0. We take the usual normalization σ(S) = 1. There is a constant A0 ∈ (2−n,∞)

such that

2−nr2n ≤ σ(B(u, r)) ≤ A0r
2n (3.3)

for all u ∈ S and 0 < r ≤ √
2 [18, Proposition 5.1.4]. Note that the upper bound

actually holds when r >
√
2.

For each integer k ≥ 0, let {uk,1, . . . , uk,m(k)} be a subset of S which is maximal
with respect to the property

B(uk, j , 2
−k−1) ∩ B(uk, j ′ , 2

−k−1) = ∅ for all 1 ≤ j < j ′ ≤ m(k). (3.4)
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The maximality of {uk,1, . . . , uk,m(k)} implies that

∪m(k)
j=1 B(uk, j , 2

−k) = S. (3.5)

For each pair of k ≥ 0 and 1 ≤ j ≤ m(k), define the subsets

Tk, j = {ru : 1 − 2−2k ≤ r < 1 − 2−2(k+1), u ∈ B(uk, j , 2−k)} and (3.6)

Qk, j = {ru : 1 − 2−2k ≤ r < 1 − 2−2(k+2), u ∈ B(uk, j , 9 · 2−k)} (3.7)

of B. Let us also introduce the index set

I = {(k, j) : k ≥ 0, 1 ≤ j ≤ m(k)}. (3.8)

Lemma 3.6 [20, Lemma 2.4] Given any 0 < a < ∞, there exists a natural number
K which depends only on a and the complex dimension n such that the following holds
true: Suppose that 
 is an a-separated subset of B. Then there exist pairwise disjoint
subsets 
1, . . . , 
K of 
 such that ∪K

μ=1
μ = 
 and such that card(
μ ∩ Tk, j ) ≤ 1
for all μ ∈ {1, . . . , K } and (k, j) ∈ I .

Let E be a Borel set in B with vα(E) > 0. For any f ∈ L2(B, dvα), we define

A( f ; E) =
(

1

vα(E)

∫

E
| f |2dvα

)1/2

.

Although we use the same decomposition system as that in [20], there is a major
difference between [20] and this paper: Whereas most of the estimates in [20] were
carried out in terms of the various mean oscillations introduced there, quantities of the
form A( f ; E) and ‖ f ψz,i‖ will be much more prominent in this paper.

Proposition 3.7 Let 0 < s ≤ 1 be given, and let i ∈ Z+ satisfy the condition
s(n + 1 + α + 2i) > 2n. Let 0 < a < ∞ also be given. Then there exists a constant
0 < C3.7 < ∞ which depends only on n, α, s, i and a such that the inequality

�({‖ f ψz,i‖s}z∈
) ≤ C3.7�({As( f ; Qk, j )}(k, j)∈I )

holds for every f ∈ L2(B, dv), every symmetric gauge function �, and every a-
separated subset 
 of B.

The proof of this proposition is essentially a combination of a part of the work for
the proof of [20, Lemma 6.4] and a part of the work in [20, Section 2]. For this reason
the proof of Proposition 3.7 is relegated to the Appendix at the end of the paper.

Next we recall some elementary facts related to the Bergman metric.

Lemma 3.8 [21, Lemma 2.3] For all u, v, x, y ∈ B we have

(1 − |ϕu(x)|2)1/2(1 − |ϕv(y)|2)1/2
|1 − 〈ϕu(x), ϕv(y)〉| ≤ 2eβ(x,0)+β(y,0) (1 − |u|2)1/2(1 − |v|2)1/2

|1 − 〈u, v〉| .
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Lemma 3.9 [22, Lemma 1.24] Given any r > 0, there are 0 < c(r) ≤ C(r) < ∞
such that

c(r)(1 − |z|2)n+1+α ≤ vα(D(z, r)) ≤ C(r)(1 − |z|2)n+1+α

for every z ∈ B.

Lemma 3.10 [22, Lemma 2.20] Given any r > 0, there is a δ(r) > 0 such that
|mz(w)| ≥ δ(r) for all z, w ∈ B satisfying the condition β(z, w) < r .

The proof of Theorem 1.2 involves a familiar counting lemma:

Lemma 3.11 [19, Lemma 4.1] Let X be a set and let E be a subset of X × X. Suppose
that m is a natural number such that

card{y ∈ X : (x, y) ∈ E} ≤ m and card{y ∈ X : (y, x) ∈ E} ≤ m

for every x ∈ X. Then there exist pairwise disjoint subsets E1, E2, ..., E2m of E such
that

E = E1 ∪ E2 ∪ ... ∪ E2m

and such that for each 1 ≤ j ≤ 2m, the conditions (x, y), (x ′, y′) ∈ E j and (x, y) 
=
(x ′, y′) imply both x 
= x ′ and y 
= y′.

We end the preliminaries with an elementary operator-theoretical fact.

Lemma 3.12 Let A : H → H′ and B : H → H′′ be bounded operators, where
H, H′, H′′ are Hilbert spaces. Suppose that there is a positive number C such that
‖Ax‖ ≤ C‖Bx‖ for every x ∈ H. Then there is an operator T : H′′ → H′ with
‖T ‖ ≤ C such that A = T B.

Proof LetR0 denote the linear subspace {Bx : x ∈ H} ofH′′, and letR be the closure
of R0 inH′′. Since ‖Ax‖ ≤ C‖Bx‖ for every x ∈ H, the formula

T Bx = Ax, x ∈ H, (3.9)

gives us a well-defined linear operator T fromR0 intoH′. Moreover, we have ‖T y‖ ≤
C‖y‖ for every y ∈ R0. By the density ofR0 inR, T extends to a bounded operator
T : R → H′ with ‖T ‖ ≤ C . It is then trivial to extend T to an operator on from H′′
toH′ with the same norm. Finally, (3.9) implies the operator identity A = T B. ��

4 Estimates Involving the Modified Kernel

We begin with inner products involving ψz,i . First of all, there is a δ ∈ Z+ such that

0 ≤ δ − α < 1. (4.1)
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Lemma 4.1 Given any i ∈ Z+, there is a constant C4.1 which depends only on n, α
and i such that if z = |z|ξ and w = |w|η with ξ, η ∈ S, and if 0 ≤ |z| ≤ |w| < 1,
then

|〈 f ψz,3i+n+1+δ, f ψw,3i+n+1+δ〉| ≤ C4.1

(
1 − |w|2
1 − |z|2

)(n+1+α)/2 (
1 − |z|2
d2(ξ, η)

)i

×‖ f ψw,i‖2

for every f ∈ L2(B, dvα).

Proof By (1.7), ‖mz‖∞ ≤ 1 + |z| < 2 for every z ∈ B. Thus

|ψz,3i+n+1+δψw,3i+n+1+δ| = |ψw,i |2
(
1 − |w|2
1 − |z|2

)(n+1+α)/2

|mw|i+δ−α|mz|3i+2n+2+α+δ

≤ 2δ−α+2i+2n+2+α+δ

(
1 − |w|2
1 − |z|2

)(n+1+α)/2

|mwmz|i |ψw,i |2

for all z, w ∈ B. Thus if we write C = 22i+2n+2+2δ , then

|〈 f ψz,3i+n+1+δ, f ψw,3i+n+1+δ〉|≤C

(
1 − |w|2
1 − |z|2

)(n+1+α)/2

‖(mzmw)i‖∞‖ f ψw,i‖2

(4.2)

for all z, w ∈ B and f ∈ L2(B, dvα). Hence the proof will be complete if we can
show that

‖mzmw‖∞ ≤ 16
1 − |z|2
d2(ξ, η)

(4.3)

for all z, w ∈ B satisfying the conditions z = |z|ξ , w = |w|η, ξ, η ∈ S and |z| ≤ |w|.
For this, consider any ζ ∈ B. Then ζ = |ζ |x for some x ∈ S. We have

2|1−〈ζ, z〉| ≥ |1 − 〈x, ξ 〉|=d2(x, ξ) and 2|1 − 〈ζ,w〉| ≥ |1 − 〈x, η〉| = d2(x, η).

Hence we have either |1 − 〈ζ, z〉| ≥ (1/8)d2(ξ, η) or |1 − 〈ζ,w〉| ≥ (1/8)d2(ξ, η).
Since 1 − |w|2 ≤ 1 − |z|2, ‖mz‖∞ ≤ 2 and ‖mw‖∞ ≤ 2, (4.3) follows. ��
Lemma 4.2 Suppose that {ex : x ∈ X} is an orthonormal set in a Hilbert space H,
where X is a countable index set. Furthermore, suppose that {gx : x ∈ X} are vectors
inH satisfying the following two conditions:

(1) There is an N ∈ N such that card{y ∈ X : 〈gx , gy〉 
= 0} ≤ N for every x ∈ X.
(2) gx = 0 for all but a finite number of x ∈ X.
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Let A = ∑
x∈X gx ⊗ ex . Then for every symmetric gauge function � and every

0 < s ≤ 1, we have ‖|A|s‖� ≤ 2N�({‖gx‖s}x∈X ).

Proof By (1) and a standard maximality argument, there is a partition X = X1 ∪· · ·∪
XN such that for every r ∈ {1, . . . , N }, the conditions x, y ∈ Xr and x 
= y imply
〈gx , gy〉 = 0. Thus if we define Ar =∑x∈Xr

gx ⊗ ex , r ∈ {1, . . . , N }, then

A∗
r Ar =

∑
x∈Xr

‖gx‖2ex ⊗ ex .

Thus for every 0 < s ≤ 1 and every symmetric gauge function �,

‖|Ar |s‖� =
∥∥∥(A∗

r Ar
)s/2∥∥∥

�
= �({‖gx‖s}x∈Xr ) ≤ �({‖gx‖s}x∈X ).

Since A = A1 + · · · + AN , the conclusion of the lemma follows from this inequality
and Lemma 3.4. ��

Lemma 4.3 Let 0 < s ≤ 1 be given, and let i ∈N satisfy the condition si > 4n.Write
i ′ = 3i + n + 1+ δ, where δ ∈ Z+ satisfies (4.1). Then there is a constant C4.3 which
depends only on n, α, s and i such that the following holds for every f ∈ L2(B, dvα)

and every symmetric gauge function �: Let {ek, j : (k, j) ∈ I } be an orthonormal set.
Let zk, j ∈ Tk, j for every (k, j) ∈ I . For each (k, j) ∈ I , let ck, j be either 1 or 0, and
suppose that ck, j = 0 for all but a finite number of (k, j) ∈ I . Then the operator

F = M f

∑
(k, j)∈I

ck, jψzk, j ,i ′ ⊗ ek, j =
∑

(k, j)∈I
ck, j ( f ψzk, j ,i ′) ⊗ ek, j

satisfies the estimate ‖|F |s‖� ≤ C4.3�({ck, j‖ f ψzk, j ,i‖s}(k, j)∈I ).

Proof By (3.4) and (3.3), there is an N ∈ N such that for every (k, j) ∈ I ,

card{ j ′ ∈ {1, . . . ,m(k)} : B(uk, j , 2
−k) ∩ B(uk, j ′ , 2

−k) 
= ∅} ≤ N . (4.4)

This N will be fixed for the rest of the proof. To simplify the notation, let us write

⎧⎨
⎩

r(k, j) = ck, j‖ f ψzk, j ,i‖ for all (k, j) ∈ I

a(k, j; t, h) = ct,hck, j 〈 f ψzk, j ,i ′ , f ψzt,h ,i ′ 〉 for all (k, j), (t, h) ∈ I
. (4.5)

Then

F∗F =
∑

(k, j),(t,h)∈I
a(k, j; t, h)et,h ⊗ ek, j = B0 +

∞∑
�=1

(B� + B∗
� ),
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where

B� =
∑

(k, j),(k+�,h)∈I
a(k, j; k + �, h)ek+�,h ⊗ ek, j ,

� ≥ 0. It follows from Lemma 3.4 that

‖|F |s‖� = ‖(F∗F)s/2‖� ≤ 21−(s/2)‖|B0|s/2‖� + 22−(s/2)
∞∑

�=1

‖|B�|s/2‖�.

(4.6)

To estimate each ‖|B�|s/2‖�, we need to group the terms in B� is a specific way.
By the assumption zk, j ∈ Tk, j , (k, j) ∈ I , we can write each zk, j in the form

zk, j = |zk, j |ξk, j , where ξk, j ∈ B(uk, j , 2−k). By (3.5), we can rewrite each B� in the
form

B� =
∞∑
k=0

∑
1≤ j, j ′≤m(k)

∑

ξk+�,h∈B(uk, j ′ ,2−k )

ε(k, j ′; k + �, h)a(k, j; k + �, h)ek+�,h ⊗ ek, j,

(4.7)

where each ε(k, j ′; k + �, h) is either 1 or 0. Define the vector

g(�)

k, j;k, j ′ =
∑

ξk+�,h∈B(uk, j ′ ,2−k )

ε(k, j ′; k + �, h)a(k, j; k + �, h)ek+�,h (4.8)

for such �, k and j, j ′. Note that for all j, j ′, q, q ′ ∈ {1, . . .m(k)}, we have
〈
g(�)

k, j;k, j ′, g
(�)

k,q;k,q ′
〉
= 0 whenever B(uk, j ′ , 2

−k) ∩ B(uk,q ′ , 2−k) = ∅. (4.9)

Also, it is obvious that

〈
g(�)

k, j;k, j ′, g
(�)

k′,q;k′,q ′
〉
= 0 whenever k 
= k′. (4.10)

Let us introduce the index sets

E (0) = {((k, j), (k, j ′)) : d(uk, j , uk, j ′) < 2−k+2} and

E (m) = {((k, j), (k, j ′)) : 2−k+m+1 ≤ d(uk, j , uk, j ′) < 2−k+m+2}, m ≥ 1.

Then by (4.7) and (4.8), we have
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B� =
∞∑
k=0

∑
1≤ j, j ′≤m(k)

g(�)

k, j;k, j ′ ⊗ ek, j =
∞∑

m=0

B(m)
� , where

B(m)
� =

∑

((k, j),(k, j ′))∈E (m)

g(�)

k, j;k, j ′ ⊗ ek, j for each m ≥ 0.

But each B(m)
� needs to be further decomposed. By (3.4) and (3.3), there is a natural

number C1 such that for each (k, j) ∈ I and each m ≥ 0, we have

card{ j ′ ∈ {1, . . . ,m(k)} : d(uk, j , uk, j ′) < 2−k+m+2} ≤ C12
2nm . (4.11)

By (4.11) and Lemma 3.11, for each m ≥ 0 we have a partition

E (m) = E (m)
1 ∪ · · · ∪ E (m)

2C122nm
(4.12)

such that for each 1 ≤ ν ≤ 2C122nm , if ((k1, j1), (k1, j ′1)) and ((k2, j2), (k2, j ′2)) are
two distinct elements in E (m)

ν , then we have both (k1, j1) 
= (k2, j2) and (k1, j ′1) 
=
(k2, j ′2). Define

B(m,ν)
� =

∑

((k, j),(k, j ′))∈E (m)
ν

g(�)

k, j;k, j ′ ⊗ ek, j (4.13)

for m ≥ 0 and 1 ≤ ν ≤ 2C122nm . The above-mentioned property of E (m)
ν implies

that the projections ((k, j), (k, j ′)) �→ (k, j) and ((k, j), (k, j ′)) �→ (k, j ′) are both
injective on E (m)

ν . It follows from the injectivity of this second projection and (4.9),
(4.4) and (4.10) that for each ((k, j), (k, j ′)) ∈ E (m)

ν , we have

card
{
((k′, q), (k′, q ′)) ∈ E (m)

ν :
〈
g(�)

k, j;k, j ′, g
(�)

k′,q;k′,q ′
〉

= 0
}

≤ N .

Since {ek, j : (k, j) ∈ I } is an orthonormal set and since the projection

((k, j), (k, j ′)) �→ (k, j) is injective on E (m)
ν , we can now apply Lemma 4.2 to

obtain

∥∥∥∥
∣∣∣B(m,ν)

�

∣∣∣
s/2
∥∥∥∥

�

≤ 2N�

({∥∥∥g(�)

k, j;k, j ′
∥∥∥
s/2
}

((k, j),(k, j ′))∈E (m)
ν

)
. (4.14)

Next we estimate the right-hand side of (4.14).
For each triple of � ≥ 0, (k, j) ∈ I and m ≥ 0, there is an h(�; k, j;m) ∈

{1, . . . ,m(k + �)} such that d(uk, j , uk+�,h(�;k, j;m)) < 2−k+m+3 and

r(k + �, h(�; k, j;m)) ≥ r(k + �, h) whenever d(uk, j , uk+�,h) < 2−k+m+3.
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Claim: there is a C0 such that if ((k, j), (k, j ′)) ∈ E (m) and ξk+�,h ∈ B(uk, j ′ , 2−k),
then

|a(k, j; k + �, h)| ≤ C02
−�(n+1+α)2−2imr2(k + �, h(�; k, j;m)). (4.15)

Using (4.5) and Lemma 4.1, let us verify it according to the following three cases.

(1) Suppose that � = 0 and that m = 0. Since zk,h = |zk,h |ξk,h and
ξk,h ∈ B(uk,h, 2−k), if ((k, j), (k, j ′)) ∈ E (0) and ξk,h ∈ B(uk, j ′ , 2−k), then
d(uk, j , uk,h) ≤ d(uk, j , uk, j ′) + d(uk, j ′ , uk,h) < 2−k+2 + 2−k+1 < 2−k+3. In
this case, recalling (4.5), it follows from (4.2) and the definition of h(·; ·, ·; ·) that
|a(k, j; k, h)| ≤ 4iCr2(k, h(0; k, j; 0)).

(2) Suppose that � = 0 and that m ≥ 1. If ((k, j), (k, j ′)) ∈ E (m) and ξk,h ∈
B(uk, j ′ , 2−k), then d(uk, j , uk,h) ≤ d(uk, j , uk, j ′) + d(uk, j ′ , uk,h) < 2−k+m+3 in
this case. Hence, recalling (4.5), it follows from Lemma 4.1 and the definition of
h(·; ·, ·; ·) that

|a(k, j; k, h)| ≤ C4.1

(
2−2k+1

d2(ξk, j , ξk,h)

)i
r2(k, h(0; k, j;m)). (4.16)

Since ((k, j), (k, j ′)) ∈ E (m) and m ≥ 1, it follows from the definition of
E (m) that d(uk, j , uk, j ′) ≥ 2−k+m+1 ≥ 4d(uk, j , ξk, j ). Similarly, d(uk, j , uk, j ′) ≥
4d(uk, j ′ , ξk,h) since ξk,h ∈ B(uk, j ′ , 2−k). By the triangle inequality, we have
d(ξk, j , ξk,h) ≥ (1/2)d(uk, j , uk, j ′) ≥ 2−k+m . Substituting this in (4.16), we
obtain

|a(k, j; k, h)| ≤ 2iC4.12
−2imr2(k, h(0; k, j;m)) (4.17)

if ξk,h ∈ B(uk, j ′ , 2−k) and ((k, j), (k, j ′)) ∈ E (m).
(3) Suppose that � ≥ 1. Let ((k, j), (k, j ′)) ∈ E (m) and ξk+�,h ∈ B(uk, j ′ , 2−k). Then

d(uk, j , uk+�,h) < 2−k+m+2 + 2−k + 2−k−� < 2−k+m+3. Applying Lemma 4.1,
we have

|a(k, j; k + �, h)| ≤ C4.1

(
1 − |zk+�,h |2
1 − |zk, j |2

)(n+1+α)/2 (
1 − |zk, j |2

d2(ξk, j , ξk+�,h)

)i

× r2(k + �, h)

≤ C4.1

(
2−2(k+�)+1

2−2(k+1)

)(n+1+α)/2 (
2−2k+1

d2(ξk, j , ξk+�,h)

)i

×r2(k + �, h(�; k, j;m)). (4.18)

By (4.2),we can also replace the factor (· · · )i aboveby4i ,which covers the casem = 0.
For the casem ≥ 1, we can repeat the triangle inequality-argument between (4.16) and
(4.17) to obtain d(ξk, j , ξk+�,h) ≥ (1/2)d(uk, j , uk, j ′) ≥ 2−k+m . Substituting this in
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(4.18), we see that (4.15) also holds in the case � ≥ 1. This completes the verification
of (4.15).

For each pair of � ≥ 0 and (k, j ′) ∈ I , define

N (�; k, j ′) = card{h : ξk+�,h ∈ B(uk, j ′ , 2
−k)}.

Since ξk+�,h ∈ B(uk+�,h, 2−k−�), if ξk+�,h ∈ B(uk, j ′ , 2−k), then d(uk, j ′ , uk+�,h) <

2−k+1. Hence it follows from (3.4) and (3.3) that there is a C2 such that

N (�; k, j ′) ≤ C22
2n�

for all � ≥ 0 and (k, j ′) ∈ I . The fact that {ek, j : (k, j) ∈ I } is an orthonormal set
now produces a quantitative effect: by (4.8), (4.15) and this orthonormality, we have

∥∥∥g(m)

k, j;k, j ′
∥∥∥ ≤ C02

−�(n+1+α)2−2imr2(k + �, h(�; k, j;m))
√
N (�; k, j ′)

≤ C02
−�(n+1+α)2−2imr2(k + �, h(�; k, j;m)) · C1/2

2 2�n

= C32
−�(1+α)2−2imr2(k + �, h(�; k, j;m)) (4.19)

for every ((k, j), (k, j ′)) ∈ E (m), where C3 = C0C
1/2
2 . Thus

∥∥∥g(m)

k, j;k, j ′
∥∥∥
s/2 ≤ Cs/2

3 2−�(1+α)(s/2)2−simrs(k + �, h(�; k, j;m)).

Since the projection ((k, j), (k, j ′)) �→ (k, j) is injective on E (m)
ν , (4.14) now leads

to

∥∥∥∥
∣∣∣B(m,ν)

�

∣∣∣
s/2
∥∥∥∥

�

≤ 2N�

({∥∥∥g(�)

k, j;k, j ′
∥∥∥
s/2
}

((k, j),(k, j ′))∈E (m)
ν

)

≤ C42
−�(1+α)(s/2)2−sim�

({rs(k + �, h(�; k, j;m))}(k, j)∈I
)
,

(4.20)

where C4 = 2NCs/2
3 . If h(�; k, j;m) = h(�; k, j ′;m), then d(uk, j , uk, j ′) <

2−k+m+4. By (3.4) and (3.3), there is an N1 ∈ N such that for every pair of � ≥ 0 and
m ≥ 0, the map

(k, j) �→ (k + �, h(�; k, j;m))

is at most N122nm-to-1 on I . Applying Lemma 3.1 in (4.20), we obtain

∥∥∥∥
∣∣∣B(m,ν)

�

∣∣∣
s/2
∥∥∥∥

�

≤ N1C42
−�(1+α)(s/2)2−(si−2n)m�

({rs(k, j)}(k, j)∈I
)
.
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By (4.12) and (4.13), B(m)
� = B(m,1)

� + · · · + B(m,2C122nm )
� . Thus Lemma 3.4 leads to

∥∥∥∥
∣∣∣B(m)

�

∣∣∣
s/2
∥∥∥∥

�

≤ 2
2C122nm∑

ν=1

∥∥∥∥
∣∣∣B(m,ν)

�

∣∣∣
s/2
∥∥∥∥

�

≤ 4C1N1C42
−�(1+α)(s/2)2−(si−4n)m�

({rs(k, j)}(k, j)∈I
)
.

Since si > 4n, another application of Lemma 3.4 gives us

∥∥∥|B�|s/2
∥∥∥

�
≤ 2

∞∑
m=0

∥∥∥∥
∣∣∣B(m)

�

∣∣∣
s/2
∥∥∥∥

�

≤ C52
−�(1+α)(s/2)�

({
ck, j

∥∥ f ψzk, j ,i
∥∥s}

(k, j)∈I
)

.

Finally, substituting this in (4.6), we see that the lemma holds for the constant

C4.3 = 21−(s/2)C5 + 22−(s/2)C5

∞∑
�=1

2−�(1+α)(s/2),

which is finite because α > −1. This completes the proof. ��
Proposition 4.4 Let 0 < s ≤ 1 be given, and let i ∈ N satisfy the condition si > 4n.
Set i ′ = 3i + n + 1 + δ, where δ ∈ Z+ satisfies (4.1). Let a > 0 also be given. Then
there is a constant C4.4 which depends only on n, α, s, i and a such that the following
holds for every f ∈ L2(B, dvα) and every symmetric gauge function �: Let 
 be an
a-separated set in B, and let {ez : z ∈ 
} be an orthonormal set. Then the operator

Y = M f

∑
z∈


ψz,i ′ ⊗ ez =
∑
z∈


( f ψz,i ′) ⊗ ez

satisfies the estimate ‖|Y |s‖� ≤ C4.4�({As( f ; Qk, j )}(k, j)∈I ).
Proof Given a > 0, let K denote the natural number provided by Lemma 3.6. Accord-
ing to that lemma, any a-separated set 
 admits a partition 
 = 
1 ∪ · · · ∪ 
K

such that for each μ ∈ {1, . . . , K }, we have card(
μ ∩ Tk, j ) ≤ 1 for every
(k, j) ∈ I . We can write 
 as the union of an increasing sequence of finite subsets
G1 ⊂ G2 ⊂ · · · ⊂ Gm ⊂ · · · .

Consider any f ∈ L2(B, dvα) and any symmetric gauge function�. The condition
si > 4n certainly implies s(n + 1 + α + 2i) > 2n. Thus by Proposition 3.7,

�({‖ f ψz,i‖s}z∈
) ≤ C3.7�({As( f ; Qk, j )}(k, j)∈I ). (4.21)

For every pair of μ ∈ {1, . . . , K }, and m ≥ 1, define

Y (m)
μ = M f

∑
z∈
μ∩Gm

ψz,i ′ ⊗ ez =
∑

z∈
μ∩Gm

( f ψz,i ′) ⊗ ez .
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Since the finite set 
μ ∩ Gm has the property card(
μ ∩ Gm ∩ Tk, j ) ≤ 1 for every
(k, j) ∈ I , it follows from Lemma 4.3 and (4.21) that

∥∥∥
∣∣∣Y (m)

μ

∣∣∣
s∥∥∥

�
≤ C4.3�({‖ f ψz,i‖s}z∈
μ∩Gm ) ≤ C4.3C3.7�({As( f ; Qk, j )}(k, j)∈I ).

Set C4.4 = 21−s KC4.3C3.7. By the partition 
 = 
1 ∪ · · · ∪ 
K and Lemma 3.4, we
have

‖|Y (m)|s‖�≤21−s
(∥∥∥
∣∣∣Y (m)

1

∣∣∣
s∥∥∥

�
+ · · · +

∥∥∥
∣∣∣Y (m)

K

∣∣∣
s∥∥∥

�

)
≤C4.4�({As( f ; Qk, j )}(k, j)∈I ),

where

Y (m) = M f

∑
z∈Gm

ψz,i ′ ⊗ ez =
∑
z∈Gm

( f ψz,i ′) ⊗ ez,

m ≥ 1. Thus for every m ≥ 1 we have

‖(Y (m)Y (m)∗)s/2‖� = ‖|Y (m)∗|s‖� = ‖|Y (m)|s‖� ≤ C4.4�({As( f ; Qk, j )}(k, j)∈I ).

If �({As( f ; Qk, j )}(k, j)∈I ) < ∞, then this bound guarantees that the increasing
operator sequence {Y (m)Y (m)∗} converges to YY ∗ strongly. Hence the sequence
{(Y (m)Y (m)∗)s/2} strongly converges to (YY ∗)s/2. Thus it follows from Lemma 3.2
that

‖(YY ∗)s/2‖� = sup
m≥1

‖(Y (m)Y (m)∗)s/2‖� ≤ C4.4�({As( f ; Qk, j )}(k, j)∈I ).

But if�({As( f ; Qk, j )}(k, j)∈I ) = ∞, then this inequality holds trivially. Finally, since
(YY ∗)s/2 = |Y ∗|s and ‖|Y ∗|s‖� = ‖|Y |s‖�, the proposition follows. ��
Corollary 4.5 Let i ∈ N satisfy the condition i > 4n. Set i ′ = 3i + n + 1 + δ,
where δ ∈ Z+ satisfies (4.1). Let a > 0 also be given. Then there is a constant C4.5
which depends only on n, α, i and a such that if 
 is an a-separated set in B and if
{ez : z ∈ 
} is an orthonormal set, then

∥∥∥∥∥
∑
z∈


ψz,i ′ ⊗ ez

∥∥∥∥∥ ≤ C4.5.

Proof This follows from Proposition 4.4 by applying it to the specific symmetric
gauge function

�∞({a j } j∈N) = sup{|a1|, . . . , |a j |, . . . }, {a j } j∈N ∈ ĉ,

with s = 1 and f being the constant function 1 on B. ��
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5 Discrete Sums and the Bergman Projection

Next we will show that operators of the form M f P can be dominated by the kind of
discrete sums Y in Proposition 4.4. This will reduce the main estimate in the proof of
the upper bound in Theorem 1.2 to the estimate provided by Proposition 4.4. What is
involved here is the familiar atomic decomposition for the weighted Bergman space
[3,5,22].

Lemma 5.1 [21, Lemma 2.2] Let 
 be an a-separated set in B for some a > 0.
(a) For each 0 < R < ∞, there is a natural number N = N (
, R) such that
card{v ∈ 
 : β(u, v) ≤ R} ≤ N for every u ∈ 
.
(b) For every pair of z ∈ B and r > 0, there is a finite partition 
 = 
1 ∪ · · · ∪ 
m

such that for every ν ∈ {1, . . . ,m}, the conditions u, v ∈ 
ν and u 
= v imply
β(ϕu(z), ϕv(z)) > r .

Let 
 be an a-separated set in B. For each pair of i ∈ Z+ and z ∈ B, denote

E
,z,i =
∑
u∈


ψϕu(z),i ⊗ ψϕu(z),i .

Lemma 5.2 Let 
 be an a-separated set in B for some a > 0. Given 0 < s ≤ 1, let
i ∈ N satisfy the condition si > 4n. Set i ′ = 3i + n + 1 + δ, where δ ∈ Z+ satisfies
(4.1). Then for every z ∈ B, there is a constant C5.2(z) which depends only on n, α,

, s, i , and z such that

‖|M f E
,z,i ′ |s‖� ≤ C5.2(z)�({As( f ; Qk, j )}(k, j)∈I )

for every f ∈ L2(B, dvα) and every symmetric gauge function �.

Proof For each z ∈ B, Lemma 5.1(b) provides an m = m(
, z) ∈ N and a partition 


= 
1∪· · ·∪
m such that for each ν ∈ {1, . . . ,m}, the conditions u, v ∈ 
ν and u 
= v

imply β(ϕu(z), ϕv(z)) > 2. In other words, each {ϕu(z) : u ∈ 
ν} is a 1-separated
set. Thus we can pick an orthonormal set {eu : u ∈ 
} and decompose E
,z,i ′ in the
form

E
,z,i ′ = F1F
∗
1 + · · · + FmF

∗
m, where Fν =

∑
u∈
ν

ψϕu(z),i ′ ⊗ eu,

1 ≤ ν ≤ m. Since each {ϕu(z) : u ∈ 
ν} is 1-separated, Corollary 4.5 guarantees that
Fν is bounded. For each ν ∈ {1, . . . ,m}, we can apply Proposition 4.4 with a = 1 to
obtain

‖|M f Fν |s‖� ≤ C4.4�({As( f ; Qk, j )}(k, j)∈I ) (5.1)
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for every f ∈ L2(B, dvα) and every symmetric gauge function �. On the other hand,
applying Lemma 3.4, Remark 3.5 and Lemma 3.3, we have

‖|M f E
,z,i ′ |s‖� ≤ 21−s (∥∥∣∣M f F1F
∗
1

∣∣s∥∥
�

+ · · · + ∥∥∣∣M f FmF
∗
m

∣∣s∥∥
�

)

≤ 21−s(‖|M f F1|s‖�‖F∗
1 ‖s + · · · + ‖|M f Fm |s‖�‖F∗

m‖s).

Combining this with (5.1), we see that the constantC5.2(z) = 21−sC4.4(‖F1‖s +· · ·+
‖Fm‖s) will do for the lemma. ��

Let us recall the well-known atomic decomposition for L2
a(B, dvα):

Proposition 5.3 [22, pages 69–72] Let i ∈ Z+ be given. Then there exist an a-
separated set 
 in B for some a > 0 and a finite set {z1, . . . , zq} in B such that every
h ∈ L2

a(B, dvα) admits the representation

h =
∑
u∈


∑
1≤ j≤q

cu, jψϕu(z j ),i ,

where the coefficients cu, j satisfy the condition
∑

u∈


∑
1≤ j≤q |cu, j |2 < ∞.

Lemma 5.4 Let i ∈ N satisfy the condition i > 4n. Set i ′ = 3i + n + 1 + δ, where
δ ∈ Z+ satisfies (4.1). Then there exist an a-separated set 
 in B for some a > 0, a
finite set {z1, . . . , zq} in B, and a bounded operator T on L2(B, dvα) such that

P = E
,z1,i ′T + · · · + E
,zq ,i ′T . (5.2)

Proof WeapplyPropositions 5.3 to this integer i ′: there is ana-separated set
 for some
a > 0 and {z1, . . . , zq} ⊂B such that every h ∈ L2

a(B, dvα) admits the representation

h =
∑
u∈


∑
1≤ j≤q

cu, jψϕu(z j ),i ′ with
∑
u∈


∑
1≤ j≤q

|cu, j |2 < ∞. (5.3)

Let {eu, j : u ∈ 
, 1 ≤ j ≤ q} be an orthonormal set and define the operator

A =
∑
u∈


∑
1≤ j≤q

ψϕu(z j ),i ′ ⊗ eu, j .

By Lemma 5.1(b) and Corollary 4.5, A is a bounded operator. By (5.3), the range of A
equals L2

a(B, dvα). Thus a standard argument gives us a c > 0 such that‖A∗h‖ ≥ c‖h‖
for every h ∈ L2

a(B, dvα). This lower bound implies that AA∗, which we regard as
an operator on the whole of L2(B, dvα), is invertible on the subspace L2

a(B, dvα). In
other words, there is a bounded operator X on L2

a(B, dvα) such that AA∗Xh = h for
every h ∈ L2

a(B, dvα). Now define the operator T by the formula T (h + g) = Xh for
h ∈ L2

a(B, dvα) and g ∈ L2(B, dvα)	 L2
a(B, dvα). Then ‖T ‖ = ‖X‖ < ∞ and P =

AA∗T . To complete the proof, simply observe that AA∗ = E
,z1,i ′ + · · ·+ E
,zq ,i ′ . ��
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Proposition 5.5 Let 0 < s ≤ 1 be given. Then there is a constant C5.5 which depends
only on n, α and s such that

‖|M f P|s‖� ≤ C5.5�({As( f ; Qk, j )}(k, j)∈I )

for every f ∈ L2(B, dvα) and very symmetric gauge function �.

Proof Given any 0 < s ≤ 1, we pick an i ∈ N such that si > 4n. Then set i ′ =
3i + n + 1 + δ, where δ ∈ Z+ satisfies (4.1). For this i ′, Lemma 5.4 provides an
a-separated set 
 in B for some a > 0, a finite set {z1, . . . , zq} in B and a bounded
operator T such that (5.2) holds. Since si > 4n and i ′ = 3i+n+1+δ, by Lemma 5.2,
for every j ∈ {1, . . . , q} we have

‖|M f E
,z j ,i ′ |s‖� ≤ C5.2(z j )�({As( f ; Qk, j )}(k, j)∈I ) (5.4)

for every f ∈ L2(B, dvα) and every symmetric gauge function �, where C5.2(z j )
depends only on n, α, s, i , 
 and z j . By (5.2), we have M f P = M f E
,z1,i ′T +
· · · + M f E
,zq ,i ′T . Applying Lemma 3.4, Remark 3.5 and Lemma 3.3 to this sum,
we obtain

‖|M f P|s‖� ≤ 2(‖|M f E
,z1,i ′T |s‖� + · · · + ‖|M f E
,zq ,i ′T |s‖�)

≤ 2‖T ‖s(‖|M f E
,z1,i ′ |s‖� + · · · + ‖|M f E
,zq ,i ′ |s‖�).

Combining this with (5.4), we have

‖|M f P|s‖� ≤ 2‖T ‖s(C5.2(z1) + · · · + C5.2(zq))�({As( f ; Qk, j )}(k, j)∈I )

for every f ∈ L2(B, dvα) and every symmetric gauge function �. ��

6 Bergman Balls and Local Projections

The cumbersome decomposition system adopted in Sect. 3 was designed to accom-
modate a disparity between the radial direction and the spherical direction of the ball.
The best place to see this disparity is (4.19): the factor 2−�(1+α) is the best decaying
rate that one can hope for in the radial direction. In contrast, the factor 2−2im in (4.19),
which is the decaying rate in the spherical direction, represents artificial improvement:
one can pencil in as large an i as one pleases. But once we have proved Proposition 5.5,
we no longer need to be concerned the disparity between the two directions. For the
rest of the paper, it will simplifymatters considerably if we adopt a new decomposition
system in terms of balls in the Bergman metric.

For the rest of the paper the paper we fix the point

wk, j = (1 − 2−2k−1)uk, j

for each (k, j) ∈ I , recalling that for each k ≥ 0, the set {uk, j } is a subset of S which
is maximal with respect to the property in (3.4) . Recalling (3.6) and (3.7), we have
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wk, j ∈ Tk, j ⊂ Qk, j for every (k, j) ∈ I , and we think of wk, j as the “center” for
Tk, j .

Lemma 6.1 (1) There is a τ0 > 0 such that D(wk, j , τ0) ∩ D(wt,h, τ0) = ∅ for all
(k, j) 
= (t, h) in I .

(2) There is a τ0 < τ < ∞ such that D(wk, j , τ ) ⊃ Qk, j for every (k, j) ∈ I .
(3) There is an N0 ∈N such that card{(t, h) ∈ I : D(wk, j , τ +1)∩D(wt,h, τ +1) 
=

∅} ≤ N0 for every (k, j) ∈ I .

Since the proof of Lemma 6.1 is completely elementary, it is omitted here.

Definition 6.2 For each (k, j) ∈ I , we denote

Dk, j = D(wk, j , τ ), Gk, j = D(wk, j , τ + 1), Uk, j = D(wk, j , 3τ + 3)

and Ik, j = {(t, h) ∈ I : Gk, j ∩ Gt,h 
= ∅}.
Note that

if (t, h) ∈ Ik, j , then Ut,h ⊃ Gk, j ⊃ Qk, j . (6.1)

Also note that

D(0, τ ) =
{
w ∈ B : |w| ≤ e2τ − 1

e2τ + 1

}
and

D(0, τ + 1) =
{
w ∈ B : |w| <

e2τ+2 − 1

e2τ+2 + 1

}
.

We now fix a C∞ function η on [0,∞) with the following properties:

(i) 0 ≤ η(x) ≤ 1 for every x ∈ [0,∞);
(ii) η(x2) = 1 if 0 ≤ x ≤ (e2τ − 1)/(e2τ + 1);
(iii) η(x2) = 0 if x ≥ (e2τ+2 − 1)/(e2τ+2 + 1).

For each (k, j) ∈ I , define

ηk, j (ζ ) = η(|ϕwk, j (ζ )|2), ζ ∈ B.

Then each ηk, j is a C∞ function on B. Furthermore, because ϕwk, j (Dk, j ) = D(0, τ )

and ϕwk, j (Gk, j ) = D(0, τ + 1), we have

ηk, j = 1 on Dk, j and ηk, j = 0 on B\Gk, j .

By Lemma 6.1(3), we have
∑

(k, j)∈I ηk, j ≤ N0 on B. On the other hand, since
∪(k, j)∈I Tk, j = B, we have

∑
(k, j)∈I ηk, j ≥ 1 on B. Now, for every (k, j) ∈ I define

γk, j = ηk, j∑
(t,h)∈I ηt,h

.

This gives us a family of C∞-partition of unity on B. More specifically, we have
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(A)
∑

(k, j)∈I γk, j = 1 on B;
(B) for each (k, j) ∈ I , γk, j = 0 on B\Gk, j .

Lemma 6.3 There is a constant C6.3 such that ‖ρ∂̄νγk, j‖∞ ≤ C6.3 and
‖ρ1/2 L̄ν,μγk, j‖∞ ≤ C6.3 for all (k, j) ∈ I , ν ∈ {1, . . . , n} and μ 
= ν in {1, . . . , n}.
Proof Write H = ∑

(t,h)∈I ηt,h . Then H ≥ 1 on B. Straightforward differentiation
yields

∂̄νγk, j = H−1∂̄νηk, j − H−2ηk, j ∂̄νH = H−1∂̄νηk, j − H−2ηk, j
∑

(t,h)∈Ik, j
∂̄νηt,h

= H−1η′(|ϕwk, j |2)〈ϕwk, j , ∂νϕwk, j 〉
− H−2ηk, j

∑
(t,h)∈Ik, j

η′(|ϕwt,h |2)〈ϕwt,h , ∂νϕwt,h 〉,

where the 〈·, ·〉 is the inner product in Cn . Similarly, for μ 
= ν in {1, . . . , n} we have

L̄ν,μγk, j

= H−1η′(|ϕwk, j |2)〈ϕwk, j , Lν,μϕwk, j 〉
− ηk, j

H2

∑
(t,h)∈Ik, j

η′(|ϕwt,h |2)〈ϕwt,h , Lν,μϕwt,h 〉.

Obviously, η′ is bounded on [0,∞). Thus, combining the bounds provided by
Lemma 2.3 with Lemma 6.1(3), the conclusion of the lemma follows. ��

Let E be anyBorel set inB. Then by L2(E, dvα)wemean the collection of functions
g in L2(B, dvα) satisfying the condition g = 0 on B\E . The point is that we consider
each element in L2(E, dvα) as a function on the whole of the unit ball B.

For each (k, j) ∈ I , let Bk, j be the collection of functions h in L2(Uk, j , dvα)

that are analytic on Uk, j . That is, Bk, j consists of functions h in L2(B, dvα) that are
analytic on Uk, j and identically zero on B\Uk, j . Obviously, Bk, j is a closed linear
subspace of L2(B, dvα). One may think of Bk, j as a kind of “Bergman space”, but
keep in mind that the measure in question is the restriction of the weighted volume
measure dvα to Uk, j . For each (k, j) ∈ I , let

Pk, j : L2(B, dvα) → Bk, j

be the orthogonal projection. We consider each Pk, j as a local projection (used in
[15,16]), and it performs a little magic:

Lemma 6.4 For all f, g ∈ L2(B, dvα) and (k, j) ∈ I , we have

〈 f − P f, χUk, j g − Pk, j g〉 = 〈χUk, j f − Pk, j f, χUk, j g − Pk, j g〉.
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Proof Note that 〈h, χUk, j g− Pk, j g〉 = 0 for every h ∈ L2(B, dvα) that is analytic on
Uk, j . Therefore

〈 f − P f, χUk, j g − Pk, j g〉 = 〈 f, χUk, j g − Pk, j g〉
= 〈χUk, j f, χUk, j g − Pk, j g〉
= 〈χUk, j f − Pk, j f, χUk, j g − Pk, j g〉

as promised. ��

For all f ∈ L2(B, dvα) and (k, j) ∈ I , we define

M( f ; k, j) =
(

1

vα(Uk, j )

∫

Uk, j

| f − Pk, j f |2dvα

)1/2

.

Proposition 6.5 There is a constant C6.5 such that the following estimates hold: Every
f ∈ L2(B, dvα) admits a decomposition

f = f (1) + f (2)

with f (2) ∈ C∞(B) such that for every (k, j) ∈ I , we have

A2( f (1); Qk, j ) ≤ C6.5

∑
(t,h)∈Ik, j

M2( f ; t, h),

A2(ρ|∂̄ f (2)|; Qk, j ) ≤ C6.5

∑
(t,h)∈Ik, j

M2( f ; t, h) and

A2(ρ1/2|∂̄ f (2) ∧ ∂̄ρ|; Qk, j ) ≤ C6.5

∑
(t,h)∈Ik, j

M2( f ; t, h).

Proof If (t, h) ∈ Ik, j , then Ut,h ⊂ D(wk, j , 5τ + 5). By Lemma 3.9, there is a C1
such that

vα(Ut,h) ≤ C1vα(Qk, j ) whenever (t, h) ∈ Ik, j . (6.2)

Using the partition of unit {γk, j : (k, j) ∈ I }, for a given f ∈ L2(B, dvα) we define

f (2) =
∑

(k, j)∈I
γk, j Pk, j f and f (1) = f − f (2) =

∑
(k, j)∈I

( f − Pk, j f )γk, j .
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If (t, h) /∈ Ik, j , then γt,h = 0 on Gk, j ⊃ Qk, j . Therefore for every (k, j) ∈ I we
have

∫

Qk, j

| f (1)|2dvα =
∫

Qk, j

∣∣∣∣∣∣
∑

(t,h)∈Ik, j
( f − Pt,h f )γt,h

∣∣∣∣∣∣

2

dvα

≤ N0

∑
(t,h)∈Ik, j

∫

Qk, j

| f − Pt,h f |2dvα,

where the second ≤ follows from the Cauchy-Schwarz inequality and N0 is given by
Lemma 6.1. Recalling (6.1), we have

∫

Qk, j

| f (1)|2dvα ≤ N0

∑
(t,h)∈Ik, j

∫

Ut,h

| f − Pt,h f |2dvα.

Dividing both sides by vα(Qk, j ) and using (6.2), we find that

A2( f (1); Qk, j ) ≤ N0C1

∑
(t,h)∈Ik, j

M2( f ; t, h),

proving the first inequality.
Since each γk, j vanishes on B\Gk, j , by Lemma 6.1(3) we have f (2) ∈ C∞(B).

Moreover, since Pk, j f is analytic on Uk, j , for each ν ∈ {1, . . . , n} we have

∂̄ν f
(2) =

∑
(k, j)∈I

Pk, j f · ∂̄νγk, j .

Thus if ζ ∈ Gk, j , then

(∂̄ν f
(2))(ζ ) =

∑
(t,h)∈Ik, j

(Pt,h f )(ζ )(∂̄νγt,h)(ζ )

=
∑

(t,h)∈Ik, j
{(Pt,h f )(ζ ) − (Pk, j f )(ζ )}(∂̄νγt,h)(ζ ),

where the second = is due to the fact that
∑

(t,h)∈I ∂̄νγt,h = ∂̄ν1 = 0. Combining this
with Lemma 6.3, we obtain

ρ(ζ )|(∂̄ν f
(2))(ζ )| ≤ C6.3

∑
(t,h)∈Ik, j

|(Pt,h f )(ζ ) − (Pk, j f )(ζ )| if ζ ∈ Gk, j .

Using the Cauchy-Schwarz inequality, Lemma 6.1(3) and (6.1) again, we have
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∫

Qk, j

|ρ∂̄ν f
(2)|2dvα ≤ N0C

2
6.3

∑
(t,h)∈Ik, j

∫

Qk, j

|Pt,h f − Pk, j f |2dvα

≤ N0C
2
6.3

∑
(t,h)∈Ik, j

2

(∫

Ut,h

|Pt,h f − f |2dvα

+
∫

Uk, j

| f − Pk, j f |2dvα

)
.

Again, dividing both sides by vα(Qk, j ) and using (6.2), we have

A2(ρ∂̄ν f
(2); Qk, j ) ≤ 2

(
N0 + N 2

0

)
C2
6.3C1

∑
(t,h)∈Ik, j

M2( f ; t, h).

Since this holds for every ν ∈ {1, . . . , n}, we obtain the second inequality. The proof
of the third inequality is similar and will be omitted. ��
Lemma 6.6 Let 0 < s ≤ 1, and suppose that i ∈ N satisfies the condition si > n.
Then for any given ε > 0, there is an 0 < R < ∞ such that

sup
(k, j)∈I

vs/2α (Uk, j )
∑

(t,h)∈I
β(wk, j ,wt,h )≥R

sup
ζ∈Uk, j

|ψwt,h ,i (ζ )|s ≤ ε.

This lemma is in fact a discrete variant of the familiar Forelli-Rudin estimates
[12,17,18,21]. The proof will be omitted.

Lemma 6.7 Let 0 < p < ∞. Then for every pair of finite-rank operators A and B,

∞∑
ν=1

(sν(AB))p ≤ 2
∞∑

ν=1

(sν(A))p (sν(B))p .

Proof It is well known that sμ+ν−1(AB) ≤ sμ(A)sν(B) for all μ, ν ∈ N [10, page
30]. In particular, we have s2ν−1(AB) ≤ sν(A)sν(B) and s2ν(AB) ≤ sν+1(A)sν(B) ≤
sν(A)sν(B) for every ν ∈ N. Hence for any 0 < p < ∞, we have

(s2ν−1(AB))p ≤ (sν(A)sν(B))p and (s2ν(AB))p ≤ (sν(A)sν(B))p

for every ν ∈ N. The lemma obviously follows from these inequalities. ��
Proposition 6.8 Let 0 < s ≤ 1 be given. Then there is a constant C6.8 which depends
only on n, α and s such that

�({Ms( f ; k, j)}(k, j)∈I ) ≤ C6.8‖|H f |s‖�

for every f ∈ L2(B, dvα) and every symmetric gauge function �.
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Proof We begin by fixing certain constants. Given 0 < s ≤ 1, pick an i0 ∈ N such
that si0 > 4n. Then set i = 3i0 + n + 1 + δ, where δ ∈ Z+ satisfies (4.1). Let
{ek, j : (k, j) ∈ I } be an orthonormal set. By Lemma 6.1(1) and Corollary 4.5, there
is a C1 such that

∥∥∥∥∥∥
∑

(k, j)∈J

ψwk, j ,i ⊗ ek, j

∥∥∥∥∥∥
≤ C1 (6.3)

for every subset J of I . Also, once this i is so fixed, by Lemmas 3.9 and 3.10, there
is a c > 0 which depends only on n, α and i such that

v1/2α (Uk, j ) inf
ζ∈Uk, j

|ψwk, j ,i (ζ )| ≥ c (6.4)

for every (k, j) ∈ I . For R > 0, write

ε(R) = sup
(k, j)∈I

vs/2α (Uk, j )
∑

(t,h)∈I
β(wk, j ,wt,h )≥R

sup
ζ∈Uk, j

|ψwt,h ,i (ζ )|s .

For this i , Lemma 6.6 allows us to pick an R > 6τ + 7 such that

2ε(R) ≤ cs/2, (6.5)

and this R is so fixed for the rest of the proof.
By Lemmas 6.1(1) and 5.1(a), there is an M ∈ N such that

card{(t, h) ∈ I : β(wk, j , wt,h) < R} ≤ M

for every (k, j) ∈ I . By a standard maximality argument, there is a partition I = E1∪
· · · ∪ EM such that for every m ∈ {1, . . . , M}, we have β(wk, j , wt,h) ≥ R whenever
(k, j), (t, h) ∈ Em and (k, j) 
= (t, h). We will show that C6.8 = 8M(Cs

1/c
s) suffices

for the proposition.
Let a symmetric gauge function � be given, and let �∗ be its dual. Fix an m ∈

{1, . . . , M} for the moment. Given an f ∈ L2(B, dvα), consider any

Jm ⊂ {(k, j) ∈ Em : M( f ; k, j) 
= 0} with card(Jm) < ∞. (6.6)

For each (k, j) ∈ Jm , define the unit vector

gk, j = χUk, j f ψwk, j ,i − Pk, j ( f ψwk, j ,i )

‖χUk, j f ψwk, j ,i − Pk, j ( f ψwk, j ,i )‖
(6.7)
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in L2(Uk, j , dvα). Let {bk, j : (k, j) ∈ Jm} be a family of non-negative numbers. We
define the finite-rank operator

A =
∑

(k, j)∈Jm

bk, j ek, j ⊗ gk, j .

Note that the choice R > 6τ + 7 ensures that for (k, j) 
= (t, h) in Em , we have
Uk, j ∩Ut,h = ∅. Hence 〈gk, j , gt,h〉 = 0 for (k, j) 
= (t, h) in Em . Consequently,

�∗({(sν(A))s}ν∈N) = �∗
({

bsk, j

}
(k, j)∈Jm

)
. (6.8)

Also, define the operator

T =
∑

(k, j)∈Jm

ψwk, j ,i ⊗ ek, j .

Then ‖T ‖ ≤ C1 by (6.3).
By straightforward multiplication,

AH f T =
∑

(k, j),(t,h)∈Jm

bk, j 〈H f ψwt,h ,i , gk, j 〉ek, j ⊗ et,h = Y + Z ,

where

Y =
∑

(k, j)∈Jm

bk, j 〈H f ψwk, j ,i , gk, j 〉ek, j ⊗ ek, j and

Z =
∑

(k, j)∈Jm

∑
(t,h) 
=(k, j)

(t,h)∈Jm

bk, j 〈H f ψwt,h ,i , gk, j 〉ek, j ⊗ et,h .

Since Y = AH f T − Z , an application of Lemma 3.4 to the symmetric gauge function
for the trace class C1 yields

‖|Y |s‖1 ≤ 2‖|AH f T |s‖1 + 2‖|Z |s‖1. (6.9)

By (6.7) and Lemma 6.4, we have

〈H f ψwk, j ,i , gk, j 〉 = ‖χUk, j f ψwk, j ,i − Pk, j ( f ψwk, j ,i )‖
=
∥∥∥χUk, j ψwk, j ,i

(
f − ψ−1

wk, j ,i
Pk, j ( f ψwk, j ,i )

)∥∥∥ .
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Recalling (6.4), we have

〈H f ψwk, j ,i , gk, j 〉 ≥ c

∥∥∥χUk, j f − ψ−1
wk, j ,i

Pk, j ( f ψwk, j ,i )

∥∥∥
v
1/2
α (Uk, j )

≥ c
‖χUk, j f − Pk, j f ‖

v
1/2
α (Uk, j )

= cM( f ; k, j),

where the second ≥ follows from the facts the that ψ−1
wk, j ,i

Pk, j ( f ψwk, j ,i ) ∈ Bk, j and
that Pk, j f is the element in Bk, j that minimizes the norm ‖χUk, j f − h‖, h ∈ Bk, j .
Thus

‖|Y |s‖1 =
∑

(k, j)∈Jm

{bk, j 〈H f ψwk, j ,i , gk, j 〉}s ≥ cs
∑

(k, j)∈Jm

bsk, j M
s( f ; k, j).

(6.10)

On the other hand, since 0 < s ≤ 1, the orthonormality of {ek, j : (k, j) ∈ I } leads to

‖|Z |s‖1 ≤
∑

(k, j),(t,h)∈Jm

|〈Zet,h, ek, j 〉|s =
∑

(k, j)∈Jm

∑
(t,h) 
=(k, j)

(t,h)∈Jm

bsk, j |〈H f ψwt,h ,i , gk, j 〉|s .

(6.11)

Using Lemma 6.4 and the norm-minimizing property of Pk, j again, we have

|〈H f ψwt,h ,i , gk, j 〉|
= |〈χUk, j f ψwt,h ,i − Pk, j ( f ψwt,h ,i ), χUk, j f ψwk, j ,i − Pk, j ( f ψwk, j ,i )〉|

‖χUk, j f ψwk, j ,i − Pk, j ( f ψwk, j ,i )‖
≤ ‖χUk, j f ψwt,h ,i − Pk, j ( f ψwt,h ,i )‖ ≤ ‖χUk, j f ψwt,h ,i − ψwt,h ,i Pk, j f ‖
≤ v1/2α (Uk, j ) sup

ζ∈Uk, j

|ψwt,h ,i (ζ )|M( f ; k, j).

Substituting this in (6.11), since β(wk, j , wt,h) ≥ R for (k, j) 
= (t, h) in Em , we
obtain

‖|Z |s‖1 ≤
∑

(k, j)∈Jm

bsk, j M
s( f ; k, j)vs/2α (Uk, j )

∑
(t,h) 
=(k, j)

(t,h)∈Jm

sup
ζ∈Uk, j

|ψwt,h ,i (ζ )|s

≤ ε(R)
∑

(k, j)∈Jm

bsk, j M
s( f ; k, j).

Combining this with (6.9) and (6.10), we find that

cs
∑

(k, j)∈Jm

bsk, j M
s( f ; k, j) ≤ 2‖|AH f T |s‖1 + 2ε(R)

∑
(k, j)∈Jm

bsk, j M
s( f ; k, j).



660 Q. Fang, J. Xia

Since Jm is a finite set, the sum
∑

(k, j)∈Jm · · · above is finite. By (6.5), 2ε(R) ≤ cs/2.
Thus the obvious cancellation leads to

(cs/2)
∑

(k, j)∈Jm

bsk, j M
s( f ; k, j) ≤ 2‖|AH f T |s‖1. (6.12)

To estimate ‖|AH f T |s‖1, we apply Lemma 6.7, which gives us

‖|AH f T |s‖1 =
∞∑

ν=1

(
sν(AH f T )

)s ≤ 2
∞∑

ν=1

(sν(A))s
(
sν(H f T )

)s
.

Applying (3.1) and (6.8) to the right-hand side, we obtain

‖|AH f T |s‖1 ≤ 2�∗({(sν(A))s}ν∈N)�({(sν(H f T )
)s}ν∈N)

= 2�∗
({

bsk, j

}
(k, j)∈Jm

)
‖|H f T |s‖�

≤ 2Cs
1�

∗
({

bsk, j

}
(k, j)∈Jm

)
‖|H f |s‖�,

where the second≤ follows from Lemma 3.3 and the fact that ‖T ‖ ≤ C1. Substituting
this in (6.12) and simplifying, we find that

∑
(k, j)∈Jm

bsk, j M
s( f ; k, j) ≤ 8(Cs

1/c
s)�∗

({
bsk, j

}
(k, j)∈Jm

)
‖|H f |s‖�.

Since the non-negative numbers {bsk, j : (k, j) ∈ Jm} are arbitrary, the duality between
� and �∗ (see (3.1)) implies

�({Ms( f ; k, j)}(k, j)∈Jm ) ≤ 8
(
Cs
1/c

s) ‖|H f |s‖�.

Since the above holds for every Jm given by (6.6), recalling (1.3), we conclude that

�({Ms( f ; k, j)}(k, j)∈Em ) ≤ 8
(
Cs
1/c

s) ‖|H f |s‖�.

Finally, since this holds for every m ∈ {1, . . . , M} and since I = E1 ∪ · · · ∪ EM , we
have

�({Ms( f ; k, j)}(k, j)∈I ) ≤
M∑

m=1

�({Ms( f ; k, j)}(k, j)∈Em ) ≤ 8M
(
Cs
1/c

s) ‖|H f |s‖�.

This completes the proof. ��



Hankel Operators on Weighted Bergman Spaces and Norm Ideals 661

Lemma 6.9 There is a constant C6.9 such that

�

⎛
⎜⎝
⎧
⎨
⎩

∑
(t,h)∈Ik, j

at,h

⎫
⎬
⎭

(k, j)∈I

⎞
⎟⎠ ≤ C6.9�({ak, j }(k, j)∈I )

for every set of non-negative numbers {ak, j }(k, j)∈I and every symmetric gauge function
�.

Proof First of all, by Lemmas 6.1(1) and 5.1(a), there is an N1 ∈ N such that

card{(t, h) ∈ I : β(wk, j , wt,h) < 4τ + 4} ≤ N1 (6.13)

for every (k, j) ∈ I . Let non-negative numbers {ak, j }(k, j)∈I be given. For every
(k, j) ∈ I , there is a π(k, j) ∈ Ik, j such that aπ(k, j) ≥ at,h for every (t, h) ∈ Ik, j .
Thus

∑
t,h at,h ≤ card(Ik, j )aπ(k, j) ≤ N0aπ(k, j), where the second ≤ follows from

Lemma 6.1(3). Hence

�

⎛
⎜⎝
⎧⎨
⎩

∑
(t,h)∈Ik, j

at,h

⎫⎬
⎭

(k, j)∈I

⎞
⎟⎠ ≤ N0�({aπ(k, j)}(k, j)∈I ). (6.14)

Obviously, β(wk, j , wπ(k, j)) < 2τ + 2 for every (k, j) ∈ I . Thus for any pair of
(k, j), (k′, j ′) ∈ I , if π(k, j) = π(k′, j ′), then β(wk, j , wk′, j ′) < 4τ + 4 by the
triangle inequality. By (6.13), the map π : I �→ I is at most N1-to-1. Applying
Lemma 3.1, we obtain �({aπ(k, j)}(k, j)∈I ) ≤ N1�({ak, j }(k, j)∈I ). Recalling (6.14),
the lemma holds for the constant C6.9 = N0N1. ��
Proposition 6.10 Let 0 < s ≤ 1 be given, and let i ∈ Z+ satisfy the condition
s(n+1+α +2i) > 2n. Let a > 0 also be given. Then there is a constant C6.10 which
depends only on n, α, s, i and a such that

�({‖H f ψz,i‖s}z∈
) ≤ C6.10�({Ms( f ; k, j)}(k, j)∈I )

for every f ∈ L2(B, dvα), every symmetric gauge function �, and every a-separated
set 
 in B.

Proof Given any f ∈ L2(B, dvα), let f = f (1) + f (2) be the decomposition provided
by Proposition 6.5. Applying Proposition 2.2 to f (2)ψz,i − P( f (2)ψz,i ), z ∈ B, we
have

‖H f ψz,i‖ ≤ ‖H f (1)ψz,i‖ + ‖H f (2)ψz,i‖ ≤ ‖ f (1)ψz,i‖ + ‖H f (2)ψz,i‖
≤ ‖ f (1)ψz,i‖ + C2.2‖ρ∂̄( f (2)ψz,i )‖ + C2.2‖ρ1/2∂̄( f (2)ψz,i ) ∧ ∂̄ρ‖
= ‖ f (1)ψz,i‖ + C2.2‖ρψz,i ∂̄ f (2)‖ + C2.2‖ρ1/2ψz,i ∂̄ f (2) ∧ ∂̄ρ‖.
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For 0 < s ≤ 1, the above implies

‖H f ψz,i‖s ≤ ‖ f (1)ψz,i‖s + Cs
2.2‖ρψz,i ∂̄ f (2)‖s + Cs

2.2‖ρ1/2ψz,i ∂̄ f (2) ∧ ∂̄ρ‖s .

Thus it suffices to find a C that depends only on n, α, s, i and a such that

�({‖ f (1)ψz,i‖s}z∈
) ≤ C�({Ms( f ; k, j)}(k, j)∈I ),
�({‖ρψz,i ∂̄ f (2)‖s}z∈
) ≤ C�({Ms( f ; k, j)}(k, j)∈I ) and

�({‖ρ1/2ψz,i ∂̄ f (2) ∧ ∂̄ρ‖s}z∈
) ≤ C�({Ms( f ; k, j)}(k, j)∈I )
for every symmetric gauge function � and every a-separated set 
 in B.

Since s(n + 1 + α + 2i) > 2n and 
 is a-separated, by Propositions 3.7 and 6.5,

�({‖ f (1)ψz,i‖s}z∈
) ≤ C3.7�({As( f (1); Qk, j )}(k, j)∈I )

≤ C3.7C
s/2
6.5 �

⎛
⎜⎝
⎧
⎨
⎩

∑
(t,h)∈Ik, j

Ms( f ; t, h)

⎫
⎬
⎭

(k, j)∈I

⎞
⎟⎠ .

Applying Lemma 6.9, we obtain

�({‖ f (1)ψz,i‖s}z∈
) ≤ C3.7C
s/2
6.5 C6.9�({Ms( f ; k, j)}(k, j)∈I ).

That is, the first inequality holds for the constant C = C3.7C
s/2
6.5 C6.9. By the same

argument, the other two inequalities also hold for the same C . ��
Lemma 6.11 Let i ∈ Z+ and b > 0 be given. Then there is a constant C6.11 which
depends only on n, α, i and b such that

M( f ; k, j) ≤ C6.11‖H f ψz,i‖

for every f ∈ L2(B, dvα) and every pair of (k, j) ∈ I and z ∈ B satisfying the
condition β(wk, j , z) < b.

Proof Let b > 0 be given. By Lemma 3.9, there is a C1 such that

vα(D(w, 2b + 3τ + 3)) ≤ C1vα(D(w, 3τ + 3)) for every w ∈ B. (6.15)

Let i ∈ Z+. By Lemmas 3.9 and 3.10, there is a c0 > 0 such that for every z ∈ B,

|ψz,i (ζ )| ≥ c0v
−1/2
α (D(z, b + 3τ + 3)) whenever ζ ∈ D(z, b + 3τ + 3).

(6.16)

Let (k, j) ∈ I and z ∈ B be such that β(wk, j , z) < b. Then D(z, b + 3τ + 3) ⊂
D(wk, j , 2b+3τ +3). By (6.15), we have vα(D(z, b+3τ +3)) ≤ C1vα(D(wk, j , 3τ +
3)), and consequently
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v−1/2
α (D(z, b + 3τ + 3)) ≥ C−1/2

1 v−1/2
α (D(wk, j , 3τ + 3)) = C−1/2

1 v−1/2
α (Uk, j ).

(6.17)

Since Uk, j = D(wk, j , 3τ + 3), we have Uk, j ⊂ D(z, b + 3τ + 3). Writing c1 =
c0C

−1/2
1 , from (6.16) and (6.17) we obtain

|ψz,i (ζ )| ≥ c1v
−1/2
α (Uk, j ) for every ζ ∈ Uk, j .

Hence

‖H f ψz,i‖ = ‖ f ψz,i − P( f ψz,i )‖ ≥ ‖χUk, j ψz,i ( f − ψ−1
z,i P( f ψz,i ))‖

≥ c1v
−1/2
α (Uk, j )‖χUk, j f − χUk, j ψ

−1
z,i P( f ψz,i )‖

≥ c1v
−1/2
α (Uk, j )‖χUk, j f − Pk, j f ‖ = c1M( f ; k, j),

where the last ≥ again follows from the norm-minimizing property of Pk, j f . ��
Proposition 6.12 Let i ∈ Z+ and b > 0 be given. Then there is a constant C6.12
which depends only on n, α, i and b such that

�({Ms( f ; k, j)}(k, j)∈I ) ≤ C6.12�({‖H f ψz,i‖s}z∈
)

for every f ∈ L2(B, dvα), every 0 < s ≤ 1, every symmetric gauge function �, and
every countable subset 
 of B with the property ∪z∈
D(z, b) = B.

Proof Let b > 0 be given. Then by Lemmas 6.1 and 5.1, there is an N ∈ N such that

card{(k′, j ′) ∈ I : β(wk, j , wk′, j ′) < 2b} ≤ N for every (k, j) ∈ I. (6.18)

Let 
 be a countable subset of B with the property ∪z∈
D(z, b) = B. Then for every
(k, j) ∈ I , there is a zk, j ∈ 
 such that β(wk, j , zk, j ) < b. Let i ∈ Z+ also be given.
By Lemma 6.11, we have

M( f ; k, j) ≤ C6.11‖H f ψzk, j ,i‖

for every f ∈ L2(B, dvα) and every (k, j) ∈ I , where C6.11 depends only on n, α, i
and b. Hence for every 0 < s ≤ 1 and every symmetric gauge function � we have

�({Ms( f ; k, j)}(k, j)∈I ) ≤ max{C6.11, 1}�({‖H f ψzk, j ,i‖s}(k, j)∈I ). (6.19)

If (k, j), (k′, j ′) ∈ I are such that zk, j = zk′, j ′ , then

β(wk, j , wk′, j ′) ≤ β(wk, j , zk, j ) + β(zk, j , wk′, j ′) = β(wk, j , zk, j ) + β(zk′, j ′ , wk′, j ′)

< 2b.
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Thus, by (6.18), the map (k, j) �→ zk, j is at most N -to-1. Applying Lemma 3.1, we
have

�({‖H f ψzk, j ,i‖s}(k, j)∈I ) ≤ N�({‖H f ψz,i‖s}z∈
).

The combination of this with (6.19) proves the proposition. ��

7 Proof of Theorem 1.2

We need one more proposition for the proof of the upper bound in Theorem 1.2.

Proposition 7.1 Set C7.1 = 2(1 + √
2C2.2), where C2.2 is the constant in Proposi-

tion 2.2. Then for every f ∈ C∞(B) ∩ L2(B, dvα), every 0 < s ≤ 1 and every
symmetric symmetric gauge function � we have

‖|H f |s‖� ≤ C7.1(‖|Mρ|∂̄ f |P|s‖� + ‖|Mρ1/2|∂̄ f ∧∂̄ρ|P|s‖�). (7.1)

Proof Given f , s and � as above, it suffices to consider the case where the right-hand
side of (7.1) is finite, for otherwise the inequality holds trivially. This finiteness implies
that every Mρ∂̄i f

P and every Mρ1/2 L̄i, j f
P is a bounded operator on L2(B, dvα). Let

H be the orthogonal sum of n + (1/2)n(n − 1) copies of L2(B, dvα). We now define
an operator

X : L2
a(B, dvα) → H

as follows: for each h ∈ L2
a(B, dvα), the first n components of Xh are (ρ∂̄1 f )h, . . . ,

(ρ∂̄n f )h, while the other (1/2)n(n−1) components of Xh are (ρ1/2 L̄i, j f )h, arranged
according to a fixed enumeration of the pairs i < j in {1, . . . , n}. Then obviously we
have

‖Xh‖2 = 〈X∗Xh, h〉 = ‖Mρ|∂̄ f |h‖2 + ‖Mρ1/2|∂̄ f ∧∂̄ρ|h‖2,

h ∈ L2
a(B, dvα). For h ∈ L2

a(B, dvα), its analyticity leads to ∂̄( f h) = h∂̄ f . Hence

‖Xh‖2 = ‖ρ∂̄( f h)‖2 + ‖ρ1/2∂̄( f h) ∧ ∂̄ρ‖2 ≥ 1

2
(‖ρ∂̄( f h)‖+‖ρ1/2∂̄( f h) ∧ ∂̄ρ‖)2

for every h ∈ L2
a(B, dvα). Applying Proposition 2.2, for every g ∈ H∞(B) we have

‖H f g‖ = ‖ f g − P( f g)‖ ≤ C2.2(‖ρ∂̄( f g)‖ + ‖ρ1/2∂̄( f g) ∧ ∂̄ρ‖) ≤ √
2C2.2‖Xg‖.

For h ∈ L2
a(B, dvα) and 0 < r < 1, the function hr defined by the formula hr (z) =

h(r z) belongs to H∞(B). Thus an obvious application of Fatou’s lemma in the above
gives us

‖H f h‖ = ‖ f h − P( f h)‖ ≤ √
2C2.2‖Xh‖ for every h ∈ L2

a(B, dvα).



Hankel Operators on Weighted Bergman Spaces and Norm Ideals 665

By Lemma 3.12, there is an operator T : H → L2(B, dvα) with ‖T ‖ ≤ √
2C2.2 such

that

H f = T X.

Thus it follows from Lemma 3.3 that

‖|H f |s‖� ≤ ‖T ‖s‖|X |s‖� ≤ (
√
2C2.2)

s‖|X |s‖� ≤ (1 + √
2C2.2)‖|X |s‖�.

(7.2)

To estimate ‖|X |s‖�, write F = ρ|∂̄ f | and G = ρ1/2|∂̄ f ∧ ∂̄ρ|. Then note that

X∗X = PMF2 P + PMG2 P = (MF P)∗MF P + (MGP)∗MGP.

By Lemma 3.4 and Remark 3.5, we have

‖|X |s‖� = ‖(X∗X)s/2‖� ≤ 2‖((MF P)∗MF P)s/2‖� + 2‖((MGP)∗MGP)s/2‖�

= 2‖|MF P|s‖� + 2‖|MGP|s‖�

= 2(‖|Mρ|∂̄ f |P|s‖� + ‖|Mρ1/2|∂̄ f ∧∂̄ρ|P|s‖�).

Combining this with (7.2), the proposition follows. ��
At this point, we are finally ready to assemble the previous steps and present

Proof of Theorem 1.2 Let s, i , 
, f and� be given as in the statement of the theorem.
Applying Propositions 6.10 and 6.8, we obtain

�({‖H f ψz,i‖s}z∈
) ≤ C6.10�({Ms( f ; k, j)}(k, j)∈I ) ≤ C6.10C6.8‖|H f |s‖�,

which establishes the lower bound in Theorem 1.2.
To prove the upper bound, let f = f (1) + f (2) be the decomposition provided by

Proposition 6.5. Then by Lemma 3.4 and Remark 3.5, we have

‖|H f |s‖� ≤ 21−s(‖|H f (1) |s‖� + ‖|H f (2) |s‖�). (7.3)

Since H f (1) = (1 − P)M f (1) P , it follows from Lemma 3.3 and Proposition 5.5 that

‖|H f (1) |s‖� ≤ ‖|M f (1) P|s‖� ≤ C5.5�({As( f (1); Qk, j )}(k, j)∈I ). (7.4)

Since 0 < s/2 < 1, it follows from Propositions 6.5 that

As( f (1); Qk, j ) ≤ Cs/2
6.5

∑
(t,h)∈Ik, j

Ms( f ; t, h)
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for every (k, j) ∈ I . Substituting this in (7.4) and then applying Lemma 6.9 and
Proposition 6.12, we obtain

‖|H f (1) |s‖� ≤ ‖|M f (1) P|s‖� ≤ C5.5C
s/2
6.5 C6.9�({Ms( f ; k, j)}(k, j)∈I )

≤ C5.5C
s/2
6.5 C6.9C6.12�({‖H f ψz,i‖s}z∈
).

(7.5)

To bound ‖|H f (2) |s‖�, we first apply Proposition 7.1, which gives us

‖|H f (2) |s‖� ≤ C7.1(‖|Mρ|∂̄ f (2)|P|s‖� + ‖|Mρ1/2|∂̄ f (2)∧∂̄ρ|P|s‖�).

Then, applying Propositions 5.5 and 6.5, Lemma 6.9 and Proposition 6.12 in the same
manner as above, we obtain

‖|Mρ|∂̄ f (2)|P|s‖� ≤ C5.5C
s/2
6.5 C6.9C6.12�({‖H f ψz,i‖s}z∈
) and

‖|Mρ1/2|∂̄ f (2)∧∂̄ρ|P|s‖� ≤ C5.5C
s/2
6.5 C6.9C6.12�({‖H f ψz,i‖s}z∈
).

That is,

‖|H f (2) |s‖� ≤ 2C7.1C5.5C
s/2
6.5 C6.9C6.12�({‖H f ψz,i‖s}z∈
).

Finally, combining this with (7.5) and (7.3), we find that

‖|H f |s‖� ≤ 21−s(1 + 2C7.1)C5.5C
s/2
6.5 C6.9C6.12�({‖H f ψz,i‖s}z∈
).

This proves the upper bound in Theorem 1.2 and completes the proof. ��
Acknowledgements The authors would like to thank the referee for careful reading of the manuscript and
for the detailed comments and suggestions.

Appendix

We present the proof of Prop. 3.7 in this Appendix. Note that the proofs of the lemmas
are elementary hence the proofs will be omitted.

For each (k, j) ∈ I , we define the subset

Fk, j = {(�, i) : � > k, 1 ≤ i ≤ m(�), B(u�,i , 2
−�) ∩ B(uk, j , 3 · 2−k) 
= ∅}

of I . We then define

Wk, j = Qk, j ∪ {∪(�,i)∈Fk, j Q�,i },

(k, j) ∈ I . By (3.6) and (3.7), we have Wk, j ⊃ {ru : 1 − 2−2k ≤ r < 1, u ∈
B(uk, j , 3 · 2−k)}.
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Lemma A.1 There is a constant CA.1 which depends only on n and α such that

�({As( f ;Wk, j )}(k, j)∈I ) ≤ CA.1

1 − 2−(1+α)s
�({As( f ; Qk, j )}(k, j)∈I )

for every f ∈ L2(B, dvα), every symmetric gauge function �, and every 0 < s ≤ 1.

As in [20], for each (k, j) ∈ I we define

Hk, j = {(t, h) ∈ I : 0 ≤ t ≤ k, 1 ≤ h ≤ m(t), B(ut,h, 2
−t ) ∩ B(uk, j , 2

−k) 
= ∅}.

Lemma A.2 Given any i ∈ Z+, there is a constant CA.2 which depends only on n, α
and i such that the following estimate holds: Let (k, j) ∈ I and z ∈ Tk, j . Then there
exist (�, ν(�)) ∈ Hk, j for � = 0, . . . , k such that for every f ∈ L2(B, dvα), we have

‖ f ψz,i‖ ≤ CA.2

k∑
�=0

2−(n+1+α+2i)(k−�)A( f ;W�,ν(�)).

Lemma A.3 Let 0 < s ≤ 1 be given, and let i ∈ Z+ satisfy the condition s(n +
1 + α + 2i) > 2n. Then there exists a constant 0 < CA.3 < ∞ which depends only
on n, α, s and i such that the following estimate holds: Let z(k, j) ∈ Tk, j for each
(k, j) ∈ I . Then for each f ∈ L2(B, dvα) and each symmetric gauge function �, we
have

�({‖ f ψz(k, j),i‖s}(k, j)∈I ) ≤ CA.3�({As( f ; Qk, j )}(k, j)∈I ).

Proof of Proposition 3.7 Let 0 < s ≤ 1, and let i ∈ Z+ satisfy the condition s(n +
1 + α + 2i) > 2n. Given 0 < a < ∞, let K be the natural number provided by
Lemma 3.6. According to that lemma, each a-separated set 
 is the union of pairwise
disjoint subsets 
1, . . . , 
K such that card(
μ ∩Tk, j ) ≤ 1 for all μ ∈ {1, . . . , K } and
(k, j) ∈ I . Thus for each μ ∈ {1, . . . , K }, it follows from Lemma A.3 that

�({‖ f ψz,i‖s}z∈
μ) ≤ CA.3�({As( f ; Qk, j )}(k, j)∈I )

for every f ∈ L2(B, dvα) and every symmetric gauge function �. Since 
1 ∪ · · · ∪

K = 
, we have

�({‖ f ψz,i‖s}z∈
) ≤ �({‖ f ψz,i‖s}z∈
1) + · · · + �({‖ f ψz,i‖s}z∈
K ).

Hence Proposition 3.7 holds for the constant C3.7 = KCA.3. ��
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