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Abstract. In this work, our interest is in investigating the monotone
inclusion problems in the framework of real Hilbert spaces. For solving
this problem, we propose an inertial forward—backward splitting algo-
rithm involving an extrapolation factor. We then prove its strong conver-
gence under some mild conditions. Finally, we provide some applications
including the numerical experiments for supporting our main theorem.
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1. Introduction

In this work, we study the following inclusion problem: find 2 in a Hilbert
space H such that
0€ Az + Bz (1.1)

where A : H — H is an operator and B : H — 2 is a set-valued operator.
We denote the solution set of (1.1) by (A + B)~1(0). This problem includes,
as special cases, convex programming, variational inequalities, split feasibil-
ity problem and minimization problem. To be more precise, some concrete
problems in machine learning, image processing and linear inverse problem
can be modeled mathematically as this formulation.

For solving the problem (1.1), the forward-backward splitting method
[11,18,28,29,33,41] is usually employed and is defined by the following man-
ner: x1 € H and

Zpi1 = (I +7rB) Na, —rAz,), n>1, (1.2)

where r > 0. In this case, each step of iterates involves only with A as the
forward step and B as the backward step, but not the sum of operators.
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This method includes, as special cases, the proximal point algorithm [14,38]
and the gradient method. In [27], Lions and Mercier introduced the following
splitting iterative methods in a real Hilbert space:

Tpp1 = (2JA = 1)(2JE — Dz, n>1 (1.3)

and
Tnir = JA2JE — Day + (T — JP)z,, n>1, (1.4)

where JT' = (I +rT)~! with r > 0. The first one is often called Peaceman—
Rachford algorithm [34] and the second one is called Douglas—Rachford algo-
rithm [21]. We note that both algorithms are weakly convergent in general
[10,12,27].

In particular, if A := Vf and B := dg, where Vf is the gradient of
f and 9g is the subdifferential of g which is defined by dg(x) := {s € H:
g(y) > g(z) + (s,y—x), Yy € H}, then problem (1.1) becomes the following
minimization problem:

minf(z) + g(x) (1.5)

and (1.2) also becomes
Tpp1 = proxX, (v, —rVf(z,)), n>1, (1.6)

where r > 0 is the stepsize and prox,, = (I+rdg)~! is the proximity operator
of g.

In [2], Alvarez and Attouch employed the heavy ball method which was
studied in [35,36] for maximal monotone operators by the proximal point
algorithm. This algorithm is called the inertial proximal point algorithm and
it is of the following form:

Yn = Tp + an(xn - xnfl)
{xn+1 = +7B) ty,, n>1. (1.7)
It was proved that if {r,} is non-decreasing and {6,,} C [0,1) with
> Ol — zna]® < oo, (1.8)
n=1

then algorithm (1.7) converges weakly to a zero of B. In particular, condition
(1.8) is true for ,, < 1/3. Here, 6,, is an extrapolation factor and the inertia
is represented by the term 0,,(x,, — x,—1). It is remarkable that the inertial
methodology greatly improves the performance of the algorithm and has a
nice convergence properties [22,23,32].

In [31], Moudafi and Oliny proposed the following inertial proximal point
algorithm for solving the zero-finding problem of the sum of two monotone
operators:

{yn =xn + en(xn - mnfl)

Tpr1 = (I +71,B) " (yn — rnAz,), n>1, (1.9)

where A : H — H and B : H — 2. They obtained the weak convergence
theorem provided 7, < 2/L with L the Lipschitz constant of A and the
condition (1.8) holds. It is observed that, for 6,, > 0, the algorithm (1.9) does
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not take the form of a forward-backward splitting algorithm, since operator
A is still evaluated at the point z,,.

Recently, Lorenz and Pock [29] proposed the following inertial forward—
backward algorithm for monotone operators:

Tn41 = (I + TTLB)_l(yn - TnAyn)a n =1, .
where {r,} is a positive real sequence. It is observed that algorithm (1.10)
differs from that of Moudafi and Oliny insofar that they evaluated the oper-
ator B as the inertial extrapolate y,. The algorithms involving the iner-
tial term mentioned above have weak convergence, and however, in some
applied disciplines, the norm convergence is more desirable that the weak
convergence [10]. An abundant literature has been devoted to the asymp-
totic hierarchical minimization property which results from the introduction
of a vanishing viscosity term (in our context the Tikhonov approximation)
in gradient-like dynamics. For first-order gradient systems and subdifferen-
tial inclusions, see also [1,2,4]. In parallel way, there is also a vast literature
on convex minimization algorithms that combine different descent methods
(gradient, Prox, forward-backward) with Tikhonov and more general penalty
and regularization schemes. The historical evolution can be traced back to
Fiacco and McCormick [24], and the interpretation of interior point meth-
ods with the help of a vanishing logarithmic barrier. Some more specific
references for the coupling of Prox and Tikhonov can be found in Cominetti
[19]. The resulting algorithms combine proximal-based methods (for exam-
ple forward-backward algorithms), with the viscosity of penalization meth-
ods, see also [6,7,13]. For second-order gradient systems involving inertial
features, the introduction of a vanishing Tikhonov regularization was first
considered by Attouch—Czarnecki [5] for the heavy ball with friction method.
More recently, Attouch—Chbani-Riahi [8] examined this question for contin-
uous inertial dynamics with asymptotic vanishing damping coefficient.

In this work, our interest is to establish a modified forward-backward
algorithm involving the inertial technique for solving the inclusion problems
such that the strong convergence is obtained in the framework of Hilbert
spaces. The rest of this paper is organized as follows. In Sect. 2, we recall
some basic concepts and lemmas. In Sect. 3, we prove the strong conver-
gence theorem of our proposed method. Finally, in Sect. 4, we provide some
applications for our obtained results in various ways. In Sect. 5, we provide
a comparison between the standard forward—backward algorithm and the
proposed inertial method.

2. Preliminaries and lemmas

Let C' be a nonempty, closed and convex subset of a Hilbert space H. The
nearest point projection of H onto C is denoted by Pe, that is, ||z — Pox| <
|z —y| for all z € H and y € C. Such P is called the metric projection of
H onto C. Tt is known that (z — Pox,y — Pex) < 0 holds for all x € H and
y € C; see also [25,40].

We next state some results in real Hilbert spaces.
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Lemma 2.1. [40] Let H be a real Hilbert space. Then, the following equations
hold:
1) llz =yl = llzI* = lylI* — 2(z — y,y) for all z,y € H;
(2) llz+yl? < l|lz|* + 2(y, x +y) for all z,y € H;
(3) Ilte+ (1 — )yl = tll=[* + A =) [lyll* — t(1 = )|z — y||* for all t € [0,1]
and x,y € H.

Recall that a mapping 7' : H — H is said to be nonexpansive if, for all
z,y € H,

[Tz =Tyl < [l —yl|. (2.1)
A mapping T : H — H is said to be firmly nonexpansive if, for all z,y € H,
1Tz —Ty|* < |z =yl = (1 = T)z — (I = T)y|*, (22)

or equivalently
(Tz =Ty, —y) > |Tz - Ty|? (2.3)

for all z,y € H. We denote F(T') by the fixed point set of T. It is known
that 7T is firmly nonexpansive if and only if I — T is firmly nonexpansive. We
know that the metric projection Pe is firmly nonexpansive [25].

An operator A : C' — H is called a-inverse strongly monotone if there
exists a constant o > 0 with

(Az — Ay,z —y) > a||Az — Ay||?, V=,y € C. (2.4)

We see that if A is a-inverse strongly monotone, then it is é—Lipschitzian
continuous.

A set-valued mapping B : H — 2 is called monotone if for all z,y €
H,f € B(x), and g € B(y) imply (z —y, f —¢) > 0. A monotone mapping
B is maximal if its graph G(B) := {(f,z) € H x H : f € B(z)} of B is not
properly contained in the graph of any other monotone mapping. It is known
that a monotone mapping B is maximal if and only if for (z, f) € H x H, (x —
y, f—g) > 0forall (y,g) € G(B) imply f € B(z). Let JB = (I+rB)~Y, 7 >0
be the resolvent of B. It is well known that JZ is single-valued, D(JZ) = H
and JP is firmly nonexpansive for all 7 > 0.

Theorem 2.2. [37] Let H be a real Hilbert space and let T : C — C be a
nonezrpansive mapping with a fized point. For each fired u € C' and every t €
(0,1), the unique fized point x; € C of the contraction C > x +— tu+(1—t)Tx
converges strongly as t — 0 to a fized point of T.

In what follows, we shall use the following notation:
TAB = JB(I —rA) = (I +rB)"'(I —rA), r>0. (2.5)

Lemma 2.3. [28] Let H be a real Hilbert space. Let A : H — H be an a-
inverse strongly monotone operator and B : H — 2 q mazimal monotone
operator. Then, we have

(i) Forr >0, F(TAP) = (A+ B)~10);

(ii) For0<s<randx € H, |z —TAPz|| < 2|z — THBz.
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Lemma 2.4. [28] Let H be a real Hilbert space. Assume that A is an a-inverse
strongly monotone operator. Then, given r > 0, we have

TP e —THPy|1? <z —y))* = r(2a — 1) Az — Ay]|?
— (I = I = rA)x — (I = J7) (I —rA)y[*2.6)
forallz,y € B, ={z€ H:|z|| <r}.

Lemma 2.5. [30] Let {a,} and {c,} be sequences of nonnegative real numbers
such that

i1 < (1= 0p)an + by + ¢y n>1, (2.7)
where {6,} is a sequence in (0,1) and {b,} is a real sequence. Assume
>0 en < o0. Then, the following results hold:

(i) If b, < 0,M for some M >0, then {a,} is a bounded sequence.
(i) If >0, 8, = 0o and limsup,,_, g—: <0, then lim, . a, = 0.

Lemma 2.6. [26] Assume {s,,} is a sequence of nonnegative real numbers such
that

Spy1 < (11— 6n)5n +0nTn, n2>1 (28)
and
Sp41 < Sy — M+ pn, n>1 (2.9)
where {d,} is a sequence in (0,1), {n,} is a sequence of nonnegative real
numbers and {7, }, and {p,} are real sequences such that
(i) Doniidn =00,
(i) limp_oo pn =0,
(i) limp—oo M, = 0 implies limsupy,_, . Tn, < 0 for any subsequence of
real numbers {ny} of {n}. Then lim,_ o s, = 0.

Proposition 2.7. [20] Let H be a real Hilbert space. Let m € N be fized. Let
{@;}y € X and t; > 0 for all i = 1,2,...,m with Y .=, t; < 1. Then, we
have

Ztixi

i=1

2
m . 112
< iz tillzill t’,',txlu . (2.10)
2— (2= ti)

3. Strong convergence results

In this section, we are in position to prove the strong convergence of a
Halpern-type forward—backward method involving the inertial technique in
Hilbert spaces.

Theorem 3.1. Let H be a real Hilbert space. Let A : H — H be an a-inverse
strongly monotone operator and B : H — 2H 4 mazimal monotone opera-
tor such that S = (A + B)71(0) # 0. Let {x,} be a sequence generated by
u, xo,r1 € H and

{yn =Tn + an(xn - xn—l)a

3.1
Tn41 :anu+ﬂnyn+7njg(yn _TnAyn), n>1, ( )
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where JB = (I +r,B)™, 0 < ry, < 2a, {0} C [0,6] with § € [0,1) and
{an}, {Bn} and {yn} are sequences in [0,1] with oy, + By + o = 1. Assume
that the following conditions hold:

(i) 220:1 Onllzn — zn—1] < oo;

(i) limy,— oo vy =0, ZZO:1 Qp = 005

(iii) 0 < liminf, o r, < limsup, . ™ < 2¢;

(iv) liminf, coyn > 0.

Then, the sequence {x,} converges strongly to Psu.

Proof. For each n € N, we put T,, = J2 (I —r,A) and let {2,} be defined by
Zn+1 = apt + Bnzn + YnInzn. (3.2)

Using Lemma 2.4, we see that

|Zn+1 = zns1ll < Ballyn — znll + Wl Tnyn — Tnznll
< (1= an)llyn — 2|
= (1 —ap)l|zn + 0n(2n — Tn-1) — 2nl|
< (1= an)llwn — 2ol + Onllzn — 201l (3.3)
By our assumptions and Lemma 2.5 (ii), we conclude that
nlLrI;o |2 — 2| = 0. (3.4)
Let z = Pgu. Then

2n+1 — 2l < anllu = 2| + Bullzn — 2| + Yl Tozn — 2|
S anllu—z[[+ (1 = an)llzn — 2] (3.5)
This shows that {z,} is bounded by Lemma 2.5 (i) and hence {x,,} and {y,}

are also bounded. We observe that

lyn — 2”2 = |zn — 2 + On (20 — xn—l)HQ

< Hxn_ZH2+29n<xn_$n—17yn_z> (3'6)
and

[2nt1 = 2[1* = [lanu + Bryn +mTnyn — 2|7
< N1Bn(yn = 2) + Yo (Toyn — 2)||* + 200 (u — 2, 2p g1 — 2).  (3.7)
On the other hand, by Proposition 2.7 and Lemma 2.4, we obtain

_1
14+ an

Bn 2 Tn ( 2
1+C¥nllyn 2|l i an llyn — |l

—7rn(20 — 1) || Ayn — Az|?

= llyn — rnAyn — Tnyn + rnAz|)
1—an 2 Ynrn(2a—1y)
1+C¥nllyn 2|l T+an

7 —znozn lyn — T Ayn — Tnyn + rnAz|.  (3.8)

180 (g = 2) + 70 (Tuga — 2)|” < (Buallyn = 21> + 7 Ty — 211

IA

1 Ayn — Az||?
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Replacing (3.6) and (3.8) into (3.7), it follows that

lonss = 2l < 722 (o — 2I% + 200 (zn — 2n-1,3m — 2))
e (P
1 znan lyn — rnAyn — Tnyn + rnAz|| + 20 (U — 2, Tpy1 — 2)
_ (1 _ 12+0‘Zn) lzn — 2| + ff;n (14 an){u — 2, @nts — 2)
+ ! ;jn On(Tn — Tn-1,Yn — z>> — %O;;M)HA@M — Az|?
Tn lyn — TnAyn — Thyn + rnAz||. (3.9)

1 + an
We can check that % is in (0,1). From (3.9), we then have

20, 20,
w212 < (1= T Y lon 3l + T (1 )= 2,04 = )
1- n
+ e 9n<xn —Tp—-1yYn — Z>> (310)
n

and also

2 _
[ — 22 < flan — 2| = 22 BOZTn)y g2

1+ a,
Tn
- n nA n_Tn n nA
1Jr%lly rnAy Yn + Az
2(1 —
+2an<u — 2, Tp+1 — Z> + %on(rn —Tp—1yYn — Z>
(3.11)
For each n > 1, we get
20
2 n
n = n ) 671 =
s = llow = 2P, 60 = P02

1—a,

Tn = (1+an)<u_z7wn+1_z>+ 0n<xn_wnflyyn_2>,

n

(20—
Ny, = MHA% - AZ“2 + Tn |Yn — TnAyn — Tpyn + raAz||

1+, 1+,
pn =20 {u — 2, Tnp1 — 2) + 2(11%;77)0,1@” — Tp_1,Yn — 2)-
Then, (3.10) and (3.11) are reduced to the following:
Snt1 S (1 =0n)8n + 0pnTny, n>1 (3.12)
and
Sna1 < Sn— N+ pn, n>1 (3.13)

Since Y7, @, = 00, it follows that >~ , d, = oo. By the bounded-
ness of {y,} and {z,}, and lim, o @, = 0, we see that lim, . p, = 0.
In order to complete the proof, using Lemma 2.6, it remains to show that



42 Page 8 of 17 W. Cholamjiak, P. Cholamjiak and S. Suantai JFPTA

limg 00 n,, = 0 implies limsupy,_, . 7, < 0 for any subsequence {n,, } of
{nn}. Let {nn, } be a subsequence of {n,} such that limj_,o 7, = 0. So, by
our assumptions, we can deduce that

klggo HAynk - AZH = kllnolo ”ynk - rnkAynk - Tnkynk + ’I“nkAZH =0. (314)
This gives, by the triangle inequality, that
kli—{go HTmcy’ﬂk - ynk” = 0. (3'15)

Since liminf, ., 7, > 0, there is r > 0 such that r, > r for alln > 1. In
particular, r,, > r for all £ > 1. Lemma 2.3 (ii) yields that

”T:"Bynk = Yni | < 20T Ynie — Y ll- (3.16)
Then, by (3.15), we obtain
limsup | T4 Py, — yn, || < 0. (3.17)
k—oo
This implies that
Jim [T Fyn, — g, || = 0. (3.18)

On the other hand, we have
A, A,
”Tr Byﬂk - mnk” < ||Tr Bynk - ynk” + ||ynk - xnk”
< ||T;473ynk - ynk” + enk”xnk - fnk—1||- (319)
By condition (i) and (3.18), we get
lim | TPy, — 2z, = 0. (3.20)
k—o0
Let z; = tu+ (1 — t)TB2, t € (0,1). Employing Theorem 2.2, we have
zy — Psu = z as t — 0. So, we obtain
2 = o l? = 1t = 20) + (1 = (T2, = )|
< (1= 2UTA P 20 = P + 2t — g 26 — )

= (1= TA B2 — 2oy ||? + 26w — 20, 20 — Ty ) + 2t 20 — Ty ||
< (U= 1) (2B 20— TPy, ||+ 1T By, — e l)”
+ 2t(u — 2¢, 2t — Tny) + 2t]|ze — Tny|?
S(17@20Vt*ymH+HEAB%M44%“02
+ 2w — 2, 2t — Tny ) + 2t]| 26 — Tny ||

2
< (1= (12 = @il + Onillomy = a1l + 1T Py, = o)

+ 2t(u — zt, 2t — Ty ) + 2|2t — 20, || (3.21)
This shows that
1—t)2
(e =20 = my) < LD (e — 4+ O, — 2,1

(2t — 1)

5 |2t — 20, ||% (3.22)

2
+ HT7:47ByTLk - xnk”) +
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From condition (i), (3.20) and (3.22), we obtain

1-1)? 2t —1
lim Sup<2’t — U, 2 — m7lk> S ( ) M2 + ( )M2
k—oo 2t o

t
= _M? (3.23)
2
for some M > 0 large enough. Taking ¢ — 0 in (3.23), we obtain

limsup(z — u, z — p, ) <O0. (3.24)

k—o0

On the other hand, we have

”xmﬁ—l — T, || < ap,, Hu — Ty, || + B, ||y'fbk — Ty, || + Tng ||T7lkynk — Tny, ||
< apflu = zp, | + (1 — an )Yy, — el
+ Ve 1 Tns Yni — Y|l
< apy||u = zp, | + (1 = an)On |20, — Tny—1l

+ Yo, HTnkynk — Yny ” (325)
By (i), (ii), (3.15) and (3.25), we see that

lm ||zp,+1 — Zn, | = 0. (3.26)
k—o0

Combining (3.24) and (3.26), we get that

limsup(z — u, 2 — @, +1) < 0. (3.27)

k—o0
It also follows from (i) that limsupy,_, . 7n, < 0. We conclude that lim,,_, $p,
= 0 by Lemma 2.6. Hence, x, — z as n — oco. We thus complete the
proof. O

Remark 3.2. We remark here that the condition (i) is easily implemented
in numerical computation since the value of ||z, — #,—1|| is known before
choosing 6,,. Indeed, the parameter 0,, can be chosen such that 0 < 6,, < 46,,
where

0 otherwise,

. w .
é _ {mln{”wn;nll,e} if xn#xn_]_,
n =

where {w, } is a positive sequence such that Y ° | w, < co.

4. Applications and numerical experiments

In this section, we discuss various applications in the variational inequality
problem, the split feasibility problem, the convex minimization problem and
the constrained linear inverse problem.
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4.1. Variational inequality problem

The variational inequality problem (VIP) is to find a point & € C such that
(AZ,x — &) >0, Vexel (4.1)

where A : C'— H is a nonlinear monotone operator. The solution set of (4.1)
will be denoted by S. The extragradient method is used to solve the VIP (4.1).
It is also known that the VIP is a special case of the problem of finding zeros
of the sum of two monotone operators. Indeed, the resolvent of the normal
cone is nothing but the projection operator. So we obtain immediately the
following results.

Theorem 4.1. Let C' be nonempty closed convex subset of a real Hilbert space
H. Let A: H — H be an a-inverse strongly monotone operator such that
S #£ 0. Let {z,} be a sequence generated by u,xg,r1 € H and
Yn :xn+9n(xn _xn71)7 (4 2)
Tp41 = Qpu + ﬂnyn + 'YnPC'(yn - rnAyn)v n=>1, ’
where , € (0,2a), {0,} C [0,0] with 0 € [0,1), and {a,}, {Bn} and {v,}
are sequences in [0,1] with apn + Bn + vn = 1. Assume that the following
conditions hold:
(i) Z?:l OnllTn — Tn_1] < o00;
(i) lmpee o =0, D0° @y = 00;
(iii) 0 < liminf, 7y, <lmsup,_ . ™ < 2a;
(iv) liminf, o yn > 0.

Then, the sequence {x,} converges strongly to Psu.

4.2. Convex minimization problem

Let FF: H — R be a convex smooth function and G : H — R be a convex,
lower-semicontinuous and nonsmooth function. We consider the problem of
finding & € H such that

F(#) + G(#) < F(z) + G(z) (4.3)

for all € H. This problem (4.3) is equivalent, by Fermat’s rule, to the
problem of finding & € H such that

0 € VF(&) + 0G(2) (4.4)

where VF' is a gradient of F' and 0G is a subdifferential of G. We know that
if VF is %—Lipschitz continuous, then it is L-inverse strongly monotone [9,
Corollary 10]. Moreover, 0G is maximal monotone [39, Theorem A]. If we set
A =VF and B = 0G in Theorem 3.1, then we obtain the following result.

Theorem 4.2. Let H be a real Hilbert space. Let ' : H — R be a convex
and differentiable function with %—Lipschitz continuous gradient VF and G :
H — R be a convex and lower semi-continuous function which F'+ G attains
a minimizer. Let {x,} be a sequence generated by u,xo,x1 € H and

{yn =xn + en(xn - xnfl)a

4.
Tpi1 = Qpu + 5nyn + ’YnJ?nG (yn - TnVF(yn)) , n=>1, ( 5)
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where J9¢ = (I +r,0G)™", 0 < 1, < 20, {0,,} C [0,6] with 6 € [0,1), and
{an}, {Bn} and {yn} are sequences in [0, 1] with oy, + By + o = 1. Assume
that the following conditions hold:

(1) 30t Onllwn — na| < oo;

(i) limp—oo v, =0, Y07 |y = 00;

(i) 0 < lminf, oo ry <limsup,_, ., ™ < 2¢;

(iv) liminf, o yn > 0.

Then, the sequence {x,} converges strongly to a minimizer of F + G.

4.3. Split feasibility problem
The split feasibility problem (SFP) [17] is to find a point & such that

peC, TieqQ, (4.6)

where C' and @) are, respectively, closed convex subsets of Hilbert spaces H;
and Hy and T : Hy — Hs is a bounded linear operator with its adjoint 7.
For solving the SFP (4.6), Byrne [15] proposed the following CQ algorithm:

Tnt+1 = Pc(.lin — )\T* (I — PQ)Txn), (47)

where 0 < A\ < 2a with a = 1/||T||?. Here, ||T||? is the spectral radius of
T*T. We know that T*(I — Pg)T is 1/||T||*-inverse strongly monotone [16].
So we now obtain immediately the following strong convergence theorem for
solving the SFP (4.6).

Theorem 4.3. Let C' and Q be nonempty closed convex subsets of real Hilbert
spaces Hy and Hs, respectively. Let T : Hy — Hy be a bounded linear opera-
tor. Let {x,} be a sequence generated by u,xo,x1 € H and

{yn :xn+9n(xn_xn—l)7 (48)

Tp41 = QpU + Bnyn + mPec (yn — I (I - PQ)Tyn) , n>1,
where 0 < 1y < ﬁ, {0} C [0,0] with 0 € [0,1), and {a,}, {Bn} and
{Vn} are sequences in [0, 1] with o, + B, + v = 1. Assume that the following
conditions hold:

(i) ZZO:1 Onllzn — zn_1| < oo;
(i) lmp—oo v =0, D00 @y = 00;
(iii) 0 < liminf, o, < limsup, . ™ < HQ?HQ;

(iv) liminf, e yn > 0.
Then, the sequence {x,} converges strongly to a solution of the SFP (4.6).
The constrained linear system: find « € C' such that
Tx =b, (4.9)

where T': H — H is a bounded linear operator and b € H is fixed. We see
that the SFP includes as special case the linear inverse problem (4.9). So we
obtain, in particular, the following result.
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Corollary 4.4. Let H be a real Hilbert space. Let T : H — H be a bounded
linear operator and b € H with K the largest eigenvalue of T'T. Let {x,} be
a sequence generated by u,xo,x1 € H and

Yn = Tn, + en(ajn - xn—l)v
Tpy1 = aptl + BnYn + Y Po (Yn — TnTt(Tyn -b), n=>1,
where 0 < r, < 2, {60,,} C [0,0] with § € [0,1), and {an}, {Bn} and {7}
are sequences in [0,1] with apn + Bn + o = 1. Assume that the following
conditions hold:
(1) >0liOnllen — @p_1] < oo;
(i) limp ooy =0, Y07 |y = 00;
(ii) 0 < lminf, oo ry <limsup, ., ™ <
(iv) liminf, s yn > 0.
(

(4.10)

2 .
K’

If (4.9) is consistent, then the sequence {x,} converges strongly to its solu-
tion.

5. Numerical experiments

In this section, we provide the numerical examples to illustrate its perfor-
mance and to compare our Algorithm 3.1 with Algorithm 3.1 that defined

TABLE 1. Comparison of Algorithm 3.1 and Algorithm 3.1
with 6,, = 0 in Example 5.1

Algor 3.1 Algor 3.1 with 6,, =0

Choice 1
E, <1073
u(t) = sin(t) No. of Tter. 3 10
zo(t) =3 cpu (time) 0.0435639 0.1464232
xl(t) =t
Choice 2
E, <1073
u(t) = e No. of Tter. 6 18
zo(t) = 12 cpu (time) 0.0880079  0.2872428
x1(t) = cos(t)
Choice 3
E, <107*
u(t)=t+1 No. of Tter. 7 132
zo(t) =32 —t cpu (time) 0.1160946 71.8133754
ml(t) =2t
Choice 4
E, <107*
u(t) =2t No. of Tter. 3 113
zo(t) = 12 cpu (time) 0.0425824 40.2304473

.Z‘l(t) =t
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FI1GURE 1. Error plotting of E,, for Choice 1
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el
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|l S PN
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F1GURE 2. Error plotting of FE,, for Choice 2

without the inertial term (i.e. 6, = 0) for solving the SFP in an infinite
dimensional space Ls[0, 1].

Ezample 5.1. Let Hy = Hy = L350, 1] with the inner product given by

(z,y) = /0 x(t)y(t)dt.

Let C = {z(t) € L3[0,1] : (x(¢),3t?) = 0} and Q = {=z(t) € L3O,
t) =

) 1]
(z(t), £) = —1}. Find z(t) € C such that (Az)(t) € Q, where (Az)(

L).

t
5 -
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FIGURE 4. Error plotting of E,, for Choice 4

Letan:m,ﬂnzo.ﬁ)fﬁ,fyn:lfanfﬁn,rn:0.0l and

. 1 .
6, — min { P () E—y [P ,0.5} if @, #x,_1,
0.5

otherwise.

The stoping criterion is defined by

En = 5 lent) = Poaa(@)l, + 5]l (Aza)(0) — Po(Azn) (D)3,

We now provide a comparison of the convergence of Algorithm 3.1 and
Algorithm 3.1 with 6,, = 0 in terms of the number of iterations and the cpu
time with different choices of u, g and x; as reported in Table 1.
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The error plotting of E,, of Algorithm 3.1 and Algorithm 3.1 with 6,, = 0
for each choice is shown in Figs. 1, 2, 3 and 4, respectively.

Remark 5.2. In numerical experiment, it is revealed that the sequence gener-
ated by our proposed Algorithm 3.1 involving the inertial technique converges
more quickly than by Algorithm 3.1 without the inertial term does.
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